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Accurate information regarding the uncertainty of short-term forecast for aggregate wind power is a key
to efficient and cost effective integration of wind farms into power systems. This paper presents a
methodology for producing wind power forecast scenarios. Using historical wind power time series data
and the Kernel Density Estimator (KDE), probabilistic wind power forecast scenarios were generated
according to a rolling process. The improvement achieved in the accuracy of forecasts through frequent
updating of the forecasts taking into account the latest realized wind power was quantified. The forecast
scenarios produced by the proposed method were used as inputs to a unit commitment and optimal dis-
patch model in order to investigate how the uncertainty in wind forecast affect the operation of power
system and in particular gas-fired generators.
� 2016 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

Many countries are committed to reduce their greenhouse
gases (GHG) emissions by at least 80% by 2050, from 1990 levels
[1]. Therefore ambitious plans have been set to deploy low carbon
and renewable sources of energy. The large scale integration of
wind generation into power systems of the countries in west of
Europe is perceived to be an efficient strategy in response to the
short term as well as long term emissions and renewable targets
[2]. For example, in UK, according to a number of low carbon sce-
narios developed by industry and governmental bodies, capacity of
wind generation in 2030 is expected to span between 48 GW and
65 GW [3,4].

The uncertainty of wind power forecasts makes the balancing of
electricity supply and demand more challenging [5], as such, larger
level of flexibility is required in the system to compensate for the
forecasts errors. The additional investment and operating costs
required for employing flexibility options (such as fast ramping
back-up generators and electrical storage) can be minimised
through obtaining accurate information about possible day-ahead
wind power generation.

During the past decade many methods have been developed for
forecasting of wind power. Generally, these approaches can be
classified into two broad categories, namely physical methods
and time series methods [6]. Physical methods use physical and
meteorological information, including description of orography,
roughness, obstacles, pressure and temperature to model wind
power and forecast its future values. These approaches perform
satisfactory for long-term prediction of wind power [7]. On the
other hand, time series approaches require a smaller volume of
data and information, compared to physical methods. Some of
key meteorological variables such as wind speed and direction
are needed by a time series approach to build a wind forecast
model [8]. The historical data of wind power generation can also
be used directly by the time series models to forecast wind power
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Nomenclature

Sets
t time steps (30 min)
i power generating units
b electric busbars

Parameters
Ptþk the aggregate wind power time series value at time t + k
Pmax the maximum value of aggregate wind power time ser-

ies
N the number of prediction errors used for method evalu-

ation
Cfuel fuel cost of generators (£/MW he)
Cvar variable O&M cost of generators (£/MW he)
ts duration of time step (30 min)
Ceshed cost of electricity shedding (£)
Csd shut down cost for generators (£)
Csu start up cost for generators (£)
R ramp rate for generators (MW/h)
g efficiency of generators (%)
H gas heating value (39 MJ/m3)
Power upper limit of power generation
Power minimum stable generation

UT minimum up time
DT minimum down time

Variables
e wind power forecast error
�e mean error

P
_

tþk the value of aggregate wind power forecast for time t
+ k made at time t

le systematic error in forecasts
ve random error in forecasts
m ON and OFF state of thermal generating unit (1/0)
Power power generation (MW)
Peshed unserved electric power (MW)
Q volumetric gas flow rate (m3/s)

Abbreviations
ME Mean Error
NMAE Normalized Mean Absolute Error
MAPE Mean Absolute Percentage Error
SDE Standard Deviation of the Errors
UC&ED Unit Commitment and Economic Dispatch
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[8]. Conventional statistical models such as auto-regressive (AR)
models [9] and auto-regressive integrated moving average
(ARIMA) models have been proposed for wind speed and wind
power forecasting.

A number of recently reported methods for wind power fore-
casting are mentioned in the following. A Markov-switching
method for forecasting wind speed is examined by [10] which is
able to produce both point forecast as well as interval forecast
for wind speed. In [11], a recursive model for short term (1–24 h)
forecast of wind speed is reported. The model was developed based
on Hammerstein model, and is capable of capturing chaotic
dynamics of wind speed time series. A wind speed forecasting
method based on secondary decomposition algorithm and Elman
neural networks is reported in [12]. An approach based on back-
ward extreme learning machine (ELM) forecasting was proposed
by [13] to address the issue of ultra-short term wind power time
series forecasting. For a detailed review of wind power forecasting
models refer to [14].

From the system operators’ point of view, forecast values and
the associated uncertainty of aggregated wind power from wind
farms in a region is of high importance. These information are
important for optimal scheduling of storage and thermal units as
well as determining the required level of reserve to deal with
uncertainty in wind and load forecasts [15–17]. Most of the wind
power forecasting models generate a single forecast thus do not
provide information about the uncertainty of the wind power fore-
casts. In an effort to enhance the information provided by the fore-
casters, probabilistic forecasting has been a recent area of
development in wind power forecasting [18–20]. Probabilistic pre-
dictions can be either derived from meteorological ensembles [21]
based on physical considerations [22], or finally produced from one
of the numerous statistical methods that have appeared in the lit-
erature, see [23–28] among others.

The models producing probabilistic wind power forecasts, pro-
vide useful information for studying power system impacts of
wind energy. In [28], the impact of wind power forecasting on
the market integration of wind energy in Spain is studied using
time series analysis. The impact of wind power forecast uncer-
tainty on unit commitments was investigated in [29], however
the value of improved forecasts has not been quantified.
The main objective of this study is to propose a framework for
generating probabilistic aggregate wind power forecast scenarios
using historical wind power time series data. The advantage of
the proposed forecasting model is its independency on additional
attributes (i.e. weather data) for the training process. Real aggre-
gate power from wind farms across Great Britain were used to
examine the performance of this model. The time granularity for
historical data and generated forecasts is 30 min. The historical
values for wind power were classified based on their normalized
values and trend. Data in the same classes were used to create
probability density functions based on kernel density estimators.
These probability density distributions were used to generate fore-
cast scenarios using a rolling process. In order to demonstrate the
application of the proposed forecasting approach, the wind fore-
cast scenarios were used in an optimal unit commitment and eco-
nomic dispatch model to investigate the impacts of wind forecast
uncertainty on the operation of gas-fired generators.

The rest of the paper is organized as follows. In Section 2 the
forecasting methodology is illustrated. In Section 3, a case study
is presented to demonstrate the performance of the forecasting
model using real data from wind farms in UK. Section 4 discusses
the impact of forecasting errors on the unit commitment of gas-
fired generators. Conclusions are drawn in Section 5.
2. Methodology

A probabilistic forecasting model was developed to generate
wind power forecast scenarios and provide insights on the uncer-
tainty of forecasts. As shown in Fig. 1, the model consists of three
stages: Data pre-processing, Training and Forecasting.
2.1. Data pre-processing stage

A data pre-processing stage is required to prepare the inputs for
the forecasting model. In this stage, the time series of the wind
power data are normalized between zero and one, according to
the installed wind generation capacity. Then, the normalized data
were separated into two datasets, namely Training and Testing
dataset. The Training dataset was used in the Training process
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where the model finds the hidden correlations and patterns behind
the data. The Testing dataset represents the actual data (to be fore-
casted) and was used to evaluate the performance of the forecast-
ing method. The largest part of the data forms the Training Dataset
whereas the rest are used in the Testing dataset.

2.2. Training stage

During the Training stage, the relationship between two consec-
utive values of the training dataset is identified. Each value of the
timeseries is classifiedaccording to itsmagnitudeand trend.Anum-
ber ofN equal intervals (between zero andone) is used to classify the
magnitude classes of the normalized values of the time series. For
the trend classification, there are three possible classes, namely
‘‘Increase”, ‘‘Decrease” and ‘‘Constant”. In order to determine the
trend class of a specific value of the time series, the magnitude class
of the previous value is considered. If the previous value belongs to
smaller or larger magnitude interval, then the trend class is
‘‘Increase” and ‘‘Decrease”, respectively. If both values belong to
the samemagnitude interval, then the trend class of themost recent
value is considered as ‘‘Constant”. Fig. 2 illustrates the structure of
the classification tree. Further investigation is required to determine
the optimal number of consecutive data points needed for the trend
classification, which is beyond the scope of this study.
According to the combination of the Magnitude and Trend clas-
sification, each value (of the time series data) is related to only one
class. A ‘‘Future Value Bin” for each class is defined, containing the
successor (next value) of each classified value. For example, if both
the Mth and (M � 1)th value of the time series belongs to Magni-
tude Interval N, then the (M + 1)th value is assigned to ‘‘Future
Value Bin 3N � 1”. This procedure is called Arrangement.
The final step of the training process is the calculation of the
probability density functions of each ‘‘Future Value Bin” group.
Applying the Kernel distribution fitting methodology described in
[30], the probability density function (pdf) of the data in these
groups is calculated using Eq. (1). The kernel distribution is defined
by a weight function K(x) and a bandwidth value h that controls the
smoothness of the resulting density curve. Unlike a histogram,
which discretizes the data values into separate bins, the kernel dis-
tribution sums the weight functions for each data value to produce
a smooth, continuous probability curve. In this model, the
Epanechnikov kernel weight function is used, described in Eq.
(2). The bandwidth value h is considered equal to 2.

f̂ ðxÞ ¼ 1
nh

Xn
i¼1

K
x� Xi

h

� �
ð1Þ

KðxÞ ¼
3
4 ð1� x2Þ; jxj 6 1
0; otherwise

(
ð2Þ

The training process is summarized with the following
algorithm.

Algorithm 1. Training.
2.3. Forecasting stage

This model forecasts the normalized value in one time step con-
sidering the two most recent time steps. The normalized values of
these two time steps are defined as base value1 (one time step
before) and base value2 (two time steps before). The forecasting
model first recognizes the Magnitude of both base values and then
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identifies the Trend Class of base value1. Once the class of base val-
ue1 is recognized, the forecasting model retrieves the parameters
of the corresponding probability density function. The forecasted
value is a random number generated according to the specific
probability density function. This process is repeated for the whole
forecasting period (N time steps), using the two most recent fore-
casted values to produce the forecast of the next time step.

The wind power values of the future time steps are forecasted
using a rolling process. Every forecastedwind power value of a time
step is considered as the base value1 to produce the forecast for the
next time step. This results in less accurate predictions as the fore-
cast time horizon increases. To improve the accuracy of the fore-
casts, this model has a feature to frequently update the base
values using the two most recent actual values of the wind power.
The frequent updates of the base values result in decreased forecast-
ing errors, however the computation cost is increasing. Therefore,
the frequency of updating the base values is defined according to
the desired accuracy levels or the computational limitations. Due
to the occurrence of larger forecast errors in further ahead time
steps, the impact of updating the forecasts using the most available
data onwind power outturn isworthwhile to be explored. However,
it is out of the scope of this paper to analyze the computational cost
when increasing the frequency of updating this model.

Algorithm 2 describes the detailed actions in order to produce a
new wind power forecast using the probability density functions
calculated during the Training stage. In this algorithm, two tasks
are implemented namely, Base Values Calculation and Random Fore-
cast Generation. A list containing the numbers of the future time
steps (of the Testing Period) when the forecasting model needs
to update its Base Values is assigned to an ‘‘UpdateFrequency”
variable.

For the first time step of the forecasting period, the last two val-
ues of the Training dataset are used to complement the base values.
For the remaining time steps, the forecasting model checks if the
current time step is included in the ‘‘UpdateFrequency” list. In case
the current time step is included in the ‘‘UpdateFrequency” list, the
actual wind power values of the two previous time steps are used
to describe the base value1 (one time step before) and base value2
(two time steps before). In the specific case when the current time
step is equal to the second time step of the Testing period, themodel
uses the last time step of the Training Dataset as base value2 and the
actual wind power value of the first time step (of the Testing period)
as base value1. In case the current time step is not included in the
‘‘UpdateFrequency” list, the actual values of the two past time steps
are used as base value1 (one time step before) and base value2 (two
time steps before) respectively. The Base Values Calculation task is
described with lines 2–16 of the Algorithm 2.

Once the Base Values Calculation task is complete, the next stage
is the Random Forecast Generation. First, the model identifies the
Magnitude Class of base value1 and then compares with the Mag-
nitude Class of base value2. According to Magnitude Class and
Trend Class of base value1, the parameters of the corresponding
probability density function are retrieved. A random number is
generated using these parameters, which is the forecast value of
wind power for the current time step. This process is described
with the lines 17–30 of Algorithm 2.

Algorithm 2. Forecasting.
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Fig. 1. Flowchart of the wind power forecasting model.
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2.4. Wind power forecast performance indices

Accurate short term forecasting of wind power up to 24 h is
important for efficient operation of power systems. Therefore, it
is important that the performance of a wind power forecasting
model is properly evaluated. A review of the evaluation criteria
for wind power forecast is described in [31–34]. In this paper,
the following criteria were used for evaluating the performance
of the forecasting model:

Mean Error (ME)

MEk ¼ �ek ¼ 1
N

XN
t¼1

etþkjt ð3Þ

Normalized Mean Absolute Error (NMAE)

NMAEk ¼ 1
Pmax

� 1
N
�
XN
t¼1

jetþkjtj ð4Þ

Mean Absolute Percentage Error (MAPE)

MAPEk ¼ 1
N

XN
t¼1

Ptþk � P
_

tþk

Ptþk

������
������ � 100% ð5Þ

Standard Deviation of the Errors (SDE)

SDEk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

t¼1½etþkjt � �ek�2
N � 1

s
ð6Þ

where etþkjt ¼ Ptþk � P
_

tþk is the error corresponding to time t + k for
the prediction made at time t.

Any prediction error consists of a systematic error (le) and ran-
dom error (ve), where le is a constant and ve is a zero mean ran-
dom variable. MAE is affected by both systematic and random
errors whereas only random errors affect the SDE criterion which
describes the error distribution. According to [32], MAE criterion
is essential to be included in the error evaluation of a forecasting
model.
3. Case study

3.1. Data description

The forecasting model was applied on real aggregate wind
power data, obtained from [35]. The data consisted of 10,416
half-hourly aggregate wind power values from wind farms across
the Great Britain, for the period of 01/03/2014–03/10/2014. Fig. 3
shows the time series of the actual wind power and its first differ-
ence over time.

The data were preprocessed according to the methodology of
Fig. 1. The total installed capacity of wind farms across Great Bri-
tain in 2014 was used to normalize the wind power data. The nor-
malized data were separated in two groups, the Training and the
Testing datasets. Data from the first 30 weeks were used as the
Training dataset whereas data from the last week were used as
the Testing dataset. Some analysis metrics are presented in Table 1.

During the training process, the training data were classified
according to their magnitude and trend. Intervals of 0.01 (normal-
ized wind power) were used in the magnitude classification,
whereas the trend was determined by comparing with the previ-
ous data entry. The classification tree consists of 300 classes
(leaves), and consequently 300 ‘‘future” groups.
3.2. Wind forecast scenarios

After the training process, the forecasting model was used to
forecast the wind power of the last week (31st) of the dataset. As
mentioned before, the impact of frequent updating of the forecasts
using the latest realized wind power was investigated. Seven dif-
ferent update frequencies were considered, namely every 48, 24,
16, 12, 8, 4 and 2 half-hourly time steps. The forecasting model
was run 20 times (i.e. 20 scenarios) for every update frequency,
resulting in 140 forecasts in total for the 31st week of the dataset.
The results are shown in Fig. 4. Table 2 presents the performance
indices which were used to evaluate the accuracy of the forecast.

As seen from Fig. 4, updating the base values more frequently
results in more accurate forecasts. This is also depicted in Table 2,
where the indices show an improvement in accuracy of the fore-
casts as the update frequency is increased. This is because of the
chain-like behavior of the forecasting model. An error in forecast-
ing the first time step contributes to the next forecast, creating
another error and so on. This error chain breaks when the base val-
ues are updated with the actual wind power, and the model gener-
ates the next forecast without any previous errors. The wind power
on days 2 and 3 is very fluctuating; therefore the forecasting errors
are higher. On the other hand, day 6 has almost a constant wind
power generation, and the forecasting errors are very small. Over-
all, all the performance indices are improved when the update fre-
quency is increased. The MAPE ranges between 32.79% and
172.08% when the base values are updated every 48 time steps
(day-ahead forecasting). When the update frequency is increased
to every 2 time steps (hourly), the MAPE ranges between 4.9%
and 14.25%; an average of 84.827% improvement. Average
improvements of 80.657% and 85.073% are also observed for the
SDE and NMAE respectively.

The performance of the proposed model was compared to Per-
sistence model, described in [31]. The Persistence model assumes
that the future wind power production remains constant and equal
to the last measured value of wind power. In Fig. 5a the MAE of the
Persistence model was compared with the proposed forecasting
model when the base values are updated with various frequencies.



Fig. 2. The classification tree.
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In Fig. 5b the cumulative NMAE of the Persistence model is com-
pared to the proposed forecasting model when the base values
are updated with various frequencies. The results show that as
the forecast time horizon increases, the proposed model provides
more accurate forecasts.

Fig. 6 presents the distribution of the error on every day of the
forecasted week. On each box, the red1 line is the median and the
edges of the blue box are the 25th and 75th percentiles. Every data
point outside the box is considered outlier, and is drawn in black.
The stochastic nature of the forecasting model results in different
forecasted values each time. To investigate and capture any possible
systemic errors, 1000 forecasts were generated for the same week.
The half-hourly forecast errors were calculated, and the results are
shown in Fig. 7. All seven days of the 31st week were considered,
for every update frequency. In all cases the error median is close
to zero for every half-hour, which indicates that there is no systemic
error in the model. More frequent update of the forecasts results in
low error range, improving the forecasting accuracy.
1 For interpretation of color in Fig. 6, the reader is referred to the web version of
this article.
Another significant factor that affects the performance of the
model is the number of magnitude intervals used in the classifica-
tion stage. In order to investigate the effect of this factor, the train-
ing process was repeated for magnitude intervals of 0.1, 0.05 and
0.02. For every interval the model was used to forecast the same
week (31st), using the seven different update frequencies. Fig. 8
presents the aggregated results of MAPE for each case. The effect
of the size of magnitude interval depends on the update frequency.
As seen from Fig. 8, at low update frequencies there is not signifi-
cant impact from the size of magnitude interval. At high update
frequencies however, reducing the size of magnitude interval
(increasing the number of magnitude classes) results in further
improvement of the forecasting accuracy.

A model’s complexity is always correlated with the required
simulating time. The training time was used to identify the com-
plexity of the forecasting model because this process is the most
time consuming part of this model. Therefore, the training time
for all possible combinations of magnitude intervals was calcu-
lated. The required time for training the model when using 10
and 100 magnitude intervals was 147 and 186 s respectively. This
indicates that the training time was increased by approximately
25%; however, this additional time is of a small duration which



Fig. 3. Times series of the aggregate wind power and its first difference.

Table 1
Descriptive statistics.

Index Value

Mean (MW) 1720.711
Standard deviation (MW) 1281.504
Average rate of change (%) 17.06
Max wind power (MW) 5786
Min wind power (MW) 1
Capacity of wind farm (MW) 7740
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does not affect the real time operation of the model, as the shortest
forecast horizon is 2 h. Obviously, the efficiency is a trade-off
between the forecast effort and the forecast accuracy. The simula-
tions were conducted on an Intel i3 Processor Platform (3.3 GHz),
which consists of 16 GB RAM and Microsoft Windows 7 operating
system.

In order to achieve the best possible forecasts, the training of
the model needs to be updated with the latest available data. For
example, the model cannot provide accurate wind power forecasts
for a typical summer day, when it was trained using the wind gen-
eration data in winter.

Overall, considering 10 Magnitude Classes, the average MAPE
for 1000 forecasts was reduced from 44.2% to 10.15% when the
forecasts were updated every 48 time steps to every 2 time steps,
respectively. This represents a reduction of 77.03% in the forecast-
ing error. The accuracy can be further improved by increasing the
number of Magnitude Classes used in Training Stage. Considering
100 Magnitude Classes, upgrading the forecasts from every 48 time
steps to every 2 time steps reduced the average MAPE for 1000
forecasts by 84.79% from 42.3% to 6.43%. In addition, increasing
the number of Magnitude Classes results in a reduction on the
error range. For 10 magnitude classes and update frequency of 2
half-hours the error range is 23.48%. However, for 100 magnitude
classes the error range is 7.96%.

4. Impacts of the wind power forecast uncertainty on gas-fired
generators

The proposed probabilistic aggregate wind power forecasting
methodology can be used to investigate different aspects of the
integration of wind to power systems. The wind forecast scenarios
will help system operators and market participants to take into
account the wind power uncertainty in their decision makings.

In the following sections the use of the probabilistic aggregate
wind power forecasts in optimal commitment and dispatch of
power generating units is demonstrated.

4.1. Unit Commitment and Economic Dispatch (UC&ED) model

An optimisation model for UC&ED of different types of genera-
tors, including gas-fired generating units, was used in this study to
analyze how uncertainty in wind power forecasting affects the
operational cost of power system and in particular operation of
gas-fired generators.

The UC&EDmodel is described in details in [36–38]. Here a brief
overview of the model is provided. The model minimises the oper-
ational costs of power system to determine optimal operation of
thermal generating units in presence of a large capacity of wind
generation. The objective function includes fuel, variable O&M,
shut down and start-up costs of different generating units, as well
as cost of unserved electricity (Eq. (7)). Minimising the objective



Fig. 4. Twenty forecasts for every day and update frequency.
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Table 2
Performance indices.

Update frequency Index Day1 Day2 Day3 Day4 Day5 Day6 Day7

Every 48 time steps MAPE (%) 32.79 53.45 41.86 35.75 172.08 68.83 44.96
SDE 0.1 0.12 0.16 0.07 0.11 0.05 0.07
NMAE 0.14 0.34 0.19 0.1 0.15 0.05 0.17

Every 24 time steps MAPE (%) 29.2 32.76 45.19 34.09 72.75 44.69 28.54
SDE 0.08 0.1 0.12 0.07 0.06 0.03 0.06
NMAE 0.12 0.19 0.19 0.1 0.08 0.03 0.1

Every 16 time steps MAPE (%) 31.59 23.09 29.69 24.36 41.09 37.49 22.97
SDE 0.07 0.07 0.11 0.05 0.04 0.02 0.05
NMAE 0.12 0.13 0.14 0.07 0.05 0.03 0.08

Every 12 time steps MAPE (%) 23.01 19.92 18.96 24.7 34.78 39.41 18.8
SDE 0.06 0.06 0.08 0.05 0.03 0.02 0.04
NMAE 0.09 0.11 0.1 0.07 0.04 0.03 0.06

Every 8 time steps MAPE (%) 15.46 13.38 16.24 19.45 25.23 27.97 14.53
SDE 0.04 0.05 0.06 0.04 0.03 0.02 0.03
NMAE 0.07 0.07 0.08 0.06 0.03 0.02 0.05

Every 4 time steps MAPE (%) 9.25 7.49 8.56 12.96 15.79 21.49 10.31
SDE 0.03 0.03 0.04 0.03 0.02 0.01 0.03
NMAE 0.04 0.04 0.05 0.04 0.02 0.01 0.03

Every 2 time steps MAPE (%) 6.06 4.9 5.12 8.18 10.74 14.25 7.42
SDE 0.02 0.02 0.02 0.02 0.01 0.01 0.02
NMAE 0.03 0.03 0.03 0.02 0.01 0.01 0.02
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Fig. 5. (a) MAE for the Persistence and proposed probabilistic forecasting model and (b) cumulative NMAE for the Persistence and proposed probabilistic forecasting model.
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function is performed subject to a number of constraints that rep-
resent operating characteristics of different types of generating
units. The key constraints include minimum and maximum gener-
ation limits (Eq. (8)), ramp up/down rate (Eq. (9)) and minimum
up/down time (Eqs. (10) and (11)). The gas demand for power
generation was calculated taking into account the efficiency of
gas-fired generators (Eq. (12)).
Objective ¼ min
X
t

X
i

ðCfuel
i þ Cvar

i ÞPoweri;tts

 

þ
X
b

CeshedPeshed
b;t tsþ

X
g

Csu
i;t þ Csd

i;t

!
ð7Þ

Powerimi:t 6 Poweri:t 6 Powerimi:t ð8Þ
jPoweri;t � Poweri;t�1j 6 Ri ð9Þ
mi;t0 � mi;t0�1 6 mi;t; t0 ¼ ½t � UTi þ 1; t � 1� ð10Þ
mi;t�10 � mi;t0 6 1� mi;t ; t0 ¼ ½t � DTi þ 1; t � 1� ð11Þ
Poweri;t ¼ giHQi;t ð12Þ

Wind power forecast scenarios produced above were used as
inputs to the UC&ED model to investigate the impacts of the wind
power uncertainties on the operation of gas-fired generators and
consequently gas demand for power generation. The Great Britain
generation mix in 2030 reported by National Grid’s Gone Green
scenario [39] was used as a case study (Table 3).
The UC&ED model was developed using Fico Xpress Optimisa-
tion Suite [40]. Due to the binary variables used to imitate ON/
OFF state of the thermal generating units, the UC&ED optimisation
model is a mixed integer linear programming problem, and there-
fore is non-convex. The optimisation problem was solved using a
Branch and Bound framework.

4.2. Operational costs of power systems

The total operational costs of the Great Britain power system for
a representative winter week in 2030 are shown in Fig. 9 for differ-
ent wind power forecast scenarios. Updating the wind power fore-
casts more frequently using the latest wind power out-turn
resulted in smaller variations of the expected operational cost.
On the other hand, when the wind forecasts are updated every
24 h, a significant difference of £45 million between minimum
and maximum expected operational costs of the power system
was observed. The variation in the expected operational costs of
the system can be considered as a proxy for the uncertainty in elec-
tricity price which poses risks to the participation in the electricity
market.

4.3. Standard deviation of power output from gas-fired generators

The standard deviation of power outputs from gas-fired gener-
ators were calculated for different forecast scenarios. Fig. 10 shows
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Table 3
Power generation mix [39].

Generation technology Capacity (GW)

Nuclear 9
Coal with CCS 4.5
Gas 33
Wind 52
Pumped storage 2.7
Interconnector 11.5
Other 2.3

Fig. 9. Operational costs of the power system over a typical winter week in 2030.

Fig. 10. Standard deviation of power output from gas-fired generators.
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that when wind power data is updated on hourly basis, the stan-
dard deviation of gas-fired generators is around 1 GW. On the other
hand in the case that the wind power data is updated every 24 h,
the standard deviation of the gas-fired generation for different
forecast scenarios can be as large as 6 GW. The large standard devi-
ation for the gas-fired generation means that gas network should
be able to deal with wider range of possible gas demand. This
requires more flexibility to be made available to the gas network
via fast cycle local gas storage or linepack.
5. Conclusions

A model was developed for producing day-ahead probabilistic
wind power forecast scenarios. Using a rolling forecasting
approach, the impact of frequent updating of the forecasts was
investigated. The modelling framework consisted of three parts,
Data pre-processing, Training and Forecasting. The Data pre-
processing stage included data normalization according to the max-
imum installed capacity of the wind farms. The Training stage is
related to the extraction of the knowledge hidden behind the
aggregate wind power data. Each normalized data point was clas-
sified according to its magnitude level and trend. For every combi-
nation of the above classes, the probability density functions were
calculated using the Kernel density estimators. Finally, the model
provides probabilistic forecasts for the next time step according
to the Magnitude classes of the two previous time steps and the
Trend Class of the previous time step. The model repeats this pro-
cess to forecast wind power for the following time steps using a
rolling approach.

It was demonstrated that increasing the number of magnitude
classes together with the update frequency results in more accu-
rate forecasts. The impact of various data updating frequency on
the accuracy of the forecasts was investigated. The results showed
an improvement of the forecast accuracy as the model updates the
base values more frequently.

The proposed forecasting model can be used to generate prob-
abilistic aggregate wind power forecast scenarios which are neces-
sary for stochastic scheduling models to investigate optimal
operation of a generation portfolio under wind forecast uncer-
tainty. This includes optimal commitment and dispatch of a gener-
ation portfolio, in addition to optimal allocation of spinning and
operating reserves. Furthermore, the value of more frequent updat-
ing of the wind power forecasts in the scheduling of generation
portfolios can be quantified.

The advantage of the proposed forecasting model is its indepen-
dency on additional attributes (i.e. weather data) for the training
process. Real aggregate power from wind farms across Great Bri-
tain were used to examine the performance of this model. The
application of the forecast scenarios was demonstrated in the unit
commitment of gas fired generators.
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