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Summary

In this thesis, the digital writing practices of two 2™ year undergraduates are examined in terms

of the functions and structures of their revision activity.

Using systemic functional linguistics as an underlying framework, the project takes a first step
toward to a dynamic description of written text in functional terms. To date, research into
dynamic descriptions of language (i.e. the logogenesis, or unfolding of meaning in a text) has been
almost entirely based upon data related to the spoken mode. Furthermore, research into revision
activity has tended to ignore the functionality or meaning inherent in such revisions. The existing
research has, instead, primarily focused on cognitive processes (for e.g., pause times) or which
language structures, such as parts of speech, are more frequently involved in revisions that
others. Ultimately, this thesis works toward providing a dynamic description of the language

functions and revisions involved in revision activity in two student writers.

To do this, it makes use of software called keystroke logging to record how two writers compose
four academic essays on their computers. Such technology allows us to model the unfolding of a
written text in much the same way as a tape recording allows researchers to model the unfolding
of a speech. By examining how these writers revise text in light of academic expectations (a
'valued' configuration of field, tenor, and mode register variables present in language choices)
and digital mediation (computer afforded composing practices), the thesis shows how certain
language functions and structures may play a key role when it comes to shaping an academic
essay. In this light, this thesis takes a first step to providing a dynamic description of what is usually
analysed solely in synoptic terms, by showing how we can analyse written text as process (an
evolving entity) rather than just a product (a static entity). Because of this, a new model of analysis
—a combination of keystroke data and functional systemics — is proposed, which can provide an
additional perspective to the already existing methods of examining writer behaviour by looking

at meaning making practices in revision activity.



Declarations Page

STATEMENT 1

This thesis is the result of my own independent work/investigation, except where otherwise
stated. Other sources are acknowledged by citations and/or footnotes giving explicit
references. A Bibliography is appended.

SIBNEA .t e (candidate) Date: #
STATEMENT 2

This work has not previously been accepted in substance for any degree and is not
concurrently submitted in candidature for any degree.

SIBNEM e (candidate) Date: #
STATEMENT 3

This thesis is being submitted in fulfilment of the requirements for the degree of Doctor of
Philosophy in Language and Communication

SIBNEA .t e (candidate) Date: #

STATEMENT 4: TO BE COMPLETED WHERE A COPY OF THE DISSERTATION IS SUBMITTED IN AN
APPROVED ELECTRONIC FORMAT

| confirm that the electronic copy is identical to the bound copy of the dissertation
SIBNEA ...ttt et (candidate) Date: #
STATEMENT 6

| hereby give consent for my thesis, if accepted, to be available for photocopying and for
inter-library loan, and for the title and summary to be made available to outside
organisations.

SIBNEA ...ttt (candidate) Date: #
STATEMENT 5: BAR ON ACCESS APPROVED

| hereby give consent for my thesis, if accepted, to be available for photocopying and for
inter-library loans after expiry of a bar on access approved by the Graduate Development
Committee.

SINEA ..ot (candidate) Date: #



Acknowledgements

| owe a great debt of gratitude (and numerous apologies) to my Supervisor, Dr Lise Fontaine. |
realise that | am particularly odd (both in how | work and how | am in general), yet despite all of
this you have left me to get on with it, which shows how much faith you actually had in my ability
to create something half decent. For this | am forever grateful. | also owe a great deal of thanks
to the Inputlog team at the University of Antwerp for their continued help and advice. Without
which, this thesis would not have been possible, both in terms of its inception and its completion.
| would particularly like to thank Professor Luuk Van Waes for the many hours of time he has
given up to answer my emails and questions, Marielle Leijten for her enthusiastic support, and

the invaluable opportunity to meet people from outside my primary theoretical field.

| would also like to thank the staff at the Centre for Language and Communication Research at
Cardiff University who have always been so gracious with their time and linguistic expertise. It
seems fitting to thank first the very humble woman who made me realise that averaging 86% in
a Bachelor's degree was something to be proud of. So, | extend my deepest thanks to Professor
Tess Fitzpatrick, my personal tutor at Swansea University and now the deputy head of CLCR, who
has acted as both an academic advisor and therapist on many an occasion -- without your support
and kind nature | would not have finished my bachelor's degree, let alone gone on to a Masters
and a PhD. | would also like to thank Professor Alison Wray who, from the moment we first met,
has shown support and interest that reflects her professionalism and considerable intellect -- your
‘extensive' feedback on my many research proposals (and | mean that in the nicest way) is just
one example of the many ways you have encouraged and challenged me to improve the way |
think and express myself. Finally, | would like to thank Dr Gerard O’Grady (my second supervisor)
and Dr Tom Bartlett for their illuminating insights and encouragement to all things SFL related, as
well as for entertaining my many off topic ramblings and divergences that quite honestly had

nothing to do with my thesis.



Contents

i. List of figures and tables

V. Conventions
vi. List of abbreviations
Chapter 1 Introduction
11 Overview
1.2 Research questions and the underlying motifs used to address them
1.2.1 How students write
1.2.2  What students write
1.2.3  Product-process relationships
13 Organisation and contribution of thesis
Chapter 2 Process knowledge: What writers do
Introduction
2.1 Process models
2.2 Toward an integrated view of writing
2.3 Research into process-product relationships
2.4 Keystroke logging research
2.5 Summary
Chapter 3 System knowledge: What writers write
Introduction
3.1 Academic writing as registerial variation
3.2 Multidimensional Analysis and the undergraduate Essay
3.3 Lexicogrammatical intricacy
3.4 Grammatical metaphor
3.5 Tightly Knit structures
3.6 Lexical density
3.7 Appropriate 'voice'
3.8 Lexical 'bundles'
3.9 Summary
Chapter 4 Sociocultural knowledge: What texts do
Introduction
4.1 Genre and register
4.2 Operationalizing genre
4.3 Development of genre expertise
4.4 Undergraduate text-types and genre families
4.5 The undergraduate 'Essay’
4.6 Summary
Chapter 5 Methodology

Introduction
5.1

Ethical considerations

[© 2 I o B S S O R N

17
20
26
28

30
30
31
35
37
38
40
41
42
48
50

52
52
52
55
57
63
67
70

72
72
74



5.1.1 Procedural ethics 74

5.1.2  Situational ethics 74
5.1.3 Relational ethics 75
5.2 Research design 75
5.2.1 The role of keystroke logging software 75
5.2.2 The role of linguistic theory 76
5.2.2.1 Metafunctions 77
5.2.2.2 Realization 77
5.2.2.3 Rank scale 78
5.2.2.4 Agnation 80
5.2.2.5 Paradigmatic choice 81
53 Sampling selection 83
5.3.1 Participants 83
5.3.2 Raw data 83
5.3.2.1 Product data (type 1): Finished texts and grades 84
5.3.2.2 Process data (type 2): Writing episodes 84
5.3.2.3 Matching up data types 84
5.4 Research site 85
5.4.1 Material site 85
5.4.2  Semiotic site 85
5.5 Data collection 86
5.5.1 Product data 86
5.5.2  Process data 86
5.6 Validity and reliability 86
5.7 Data analysis 88
5.7.1  Product analysis 88
5.7.2  Process analysis 91
5.7.2.1 Coding revisions for time and place 91
5.7.2.2 Coding revisions for language choices 92
5.8 Researcher bias and assumptions 95
Summary 96
Chapter 6 How students write 97
Introduction 97
6.1 The evolution of digital text 97
6.1.1 JD's first essay 98
6.1.2 JD's second essay 103
6.1.3  JD's third essay 104
6.1.4 BB's essay 105
Section summary 107
6.2 The when and where of revisions 108
6.2.1 The start of the writing process 108
6.2.2 The middle of the writing process 111

6.2.3 The end of the writing process 115



6.3

6.4

Summary

Chapter 7
Introduction
7.1

7.2

7.3

Summary

Chapter 8
Introduction
8.1

8.2

8.3

6.2.4 The 'where' of revisions

Section summary

Stability and instability of writing practices
6.3.1 Stable practices

6.3.2 Unstable practices

Section summary

Convergence and divergence in writing practices
6.4.1 'Stability' within a text

6.4.2  'Stability' within a writer

6.4.3 'Stability' between writers

Section summary

What students write

Linguistic choices in revision activity

7.1.1 Metafunctional choice

7.1.2  Rank scale realizations

7.1.3  Systemic choice

Key linguistic choices in revising academic text
7.2.1  Thing Type

7.2.2  Qualification

7.2.3  Determination

7.2.4 Interdependency relations

7.2.5 EventType

'Appropriateness' of language choices in revision activity
7.3.1  Nominal group complexity

7.3.2  Metaphorisation and rank shift

Product-process relationships

The unfolding of revision functions

8.11 JD1
8.12 ID2
8.13 D3
8.14 BB

Section summary
The unfolding of rank realizations

821 JD1
8.2.2 ID2
823 D3
824 BB

Section summary

The unfolding of logicosemantic relations

117
122
123
123
125
126
126
127
127
130
130
131

133
133
134
134
138
141
150
152
154
155
159
163
165
165
167
170

171
171
172
172
176
178
181
182
183
184
188
189
191
191
193



Summary

Chapter 9
Introduction
9.1

9.2
9.3
9.4

Appendices
Appendix 1:
Appendix 2:
Appendix 3:
Appendix 4:
Appendix 5:
Appendix 6:
Appendix 7:
Appendix 8:
Appendix 9:

Appendix 10:
Appendix 11:
Appendix 12:
Appendix 13:
Appendix 14:
Appendix 15:
Appendix 16:

Bibliography

83.1 D1
8.3.2 D2
833 D3
834 BB

Section summary

Conclusion

General contributions of the study
9.1.1 Research into revision activity

9.1.2 Research into the lexicogrammatical features of writing

9.1.3 Research into student writing in general
Major findings
Limitations and further research

Reflections and afterthoughts

Participant information sheet

Participant consent form

Assessment of ethical concerns

Participant debriefing form

Finished essays

Sampling matrix of data

Instructions on how to use Inputlog
Synoptic texts

Coding thematic choices and thematic progressions
Screenshots of Inputlog's analysis files
Dynamic texts

The unfolding of revision types

List of Subject Theme revisions

The unfolding of interdependency relations
List of revisions involving Qualifiers

List of interpersonal additions in each dataset

194
200
203
204
205
206

208
208
209
209
210
211
211
216
219

222
222
224
225
226
227
240
241
243
264
265
268
298
306
316
318
322

327



List of figures and tables

Figure 2.1: The Hayes-Flower model of the writing process

Figure 2.2: Bereiter and Scardamalia's Knowledge-transforming model

Figure 2.3: Hayes' new(er) model of the writing process

Figure 2.4: Hayes' latest model of the writing process

Figure 2.5: Macro-stages in the cognitive development of writing skill

Figure 2.6: Interdependence of language, knowledge, and memory during writing

Figure 3.1: Relation between semogenic processes

Figure 3.2: SFL's stratified view of language

Figure 3.3: SFL's cline of instantiation

Figure 3.4: Grammatical metaphor as stratal tension

Table 3.1: Ways of calculating lexical density

Figure 3.5: Voice and communicative stance in academic writing
Figure 3.6: Axis by which stance is typically analysed

Figure 4.1: Basic elements of comprehending language

Figure 4.2: SFL's cline of instantiation

Table 4.1: Discursive genres (or ‘modes of thought’)

Figure 4.3: Bazerman’s (2004) communicative pyramid

Figure 4.4: Integration of genre knowledge

Table 4.2: Two types of uptake via intermediary genres

Table 4.3: A categorization of written texts and their disciplines
Table 4.4: Distribution of genre families

Figure 4.5: Distribution of genre families across disciplines

Table 4.5: Genre family: Essay

Figure 5.1: Interactions amongst methodological sections/concerns

Figure 5.2: SFL's stratification of language

Table 5.1. Constituency (or rank scale of analysis)

Figure 5.3: Social context and meaning realized through metafunctional strata

Table 5.2: Metafunctional agnation

Figure 5.4: The system of POLARITY

Figure 5.5: Information flow in the English clause

Figure 5.6: Coding system for textual analysis

Table 5.3: Table of lexicogrammatical systems

Figure 5.7: Function-rank matrix

Table 6.1. General overview of document construction (JD1)

Figure 6.1: Focus events (JD1)

11
13
14
16
18
30
32
34
38
41
43
45
54
54
55
56
58
60
64
65
65
66
73
78
79
80
81
82
90
90
93
94
98
99



Table 6.2: Frequency of revisions types (JD1)

Table 6.3: General overview of document construction (JD2)

Table 6.4: Frequency of revisions types (JD2)

Table 6.5: General overview of document construction (JD3)

Table 6.6: Frequency of revisions types (JD3)

Table 6.7. General overview of document construction (BB)

Figure 6.2 Focus events (BB)

Table 6.8: Frequency of revisions types (BB)

Table 6.9: Distribution of FPs in each dataset

Figure 6.3: The unfolding of revision types in session 1 for each dataset
Figure 6.4: The unfolding of revision types in JD1

Figure 6.5: The unfolding of revision types in JD1

Figure 6.6: Percentage of revisions in each session that were FPs (JD)

Figure 6.7: Percentage of revisions in each session that were FPs (JD)

Figure 6.8: The unfolding of revision types in BB

Figure 6.9: Frequency of revisions types in the middle session of each dataset
Table 6.10: Percentage of revision types that were INSAs

Figure 6.10: Percentage of revisions that are INSAs in each dataset

Figure 6.11: The partitioning of a T-unit in terms of THEME/RHEME components

Figure 6.12: The distribution of revisions in terms of their realization
in THEME/RHEME components

Figure 6.13: Participant tracking in English

Table 6.11: Subject Themes and their revision activity in paragraph 1, JD1
Figure 6.14: Percentage of revisions in each session that were INSBs
Figure 6.15: Percentage of revisions in each session that were CPs

Figure 6.16: Distribution of revision types across JD's dataset

Table 6.12: No. of words typed (process counts) and no. of words in each
text (product counts)

Figure 7.1: Using a function-rank matrix to narrow down systemic choice
Figure 7.2: Functional choice in JD1's revisions

Figure 7.3: Functional choice in JD2's revision

Figure 7.4: Functional choice in JD3's revision

Figure 7.5: Functional choice in BB's revision

Table 7.1: Frequency of revisions in functional terms

Figure 7.6: Rank realizations in JD1's revisions

Figure 7.7: Rank realizations in JD2's revision

Figure 7.8: Rank realizations in JD3's revision

Figure 7.9: Rank realizations in BB's revision

100
103
103
104
104
105
106
107
109
109
112
112
113
113
114
115
115
116
117
118

120
121
123
125
128
129

134
135
135
135
135
136
139
139
139
139



Table 7.2: Frequency of rank level realizations in revision based activity

Table 7.3: Function/rank matrix for revision activity in JD1

Table 7.4: Revision activity and systemic choice in JD1

Figure 7.10: Distribution of revisions in terms of systemic choice (JD1)

Table 7.5: Top ten systems/functions/ranks affected by JD1's revisions

Table 7.6: Function/rank matrix for revision activity in JD2

Table 7.7: Revision activity and systemic choice in JD2

Figure 7.11: Distribution of revisions in terms of systemic choice (JD2)

Table 7.8: Top ten systems/functions/ranks affected by revision activity in JD2
Table 7.9: Function-rank matrix for revision activity in JD3

Table 7.10: Revision activity and systemic choice in JD3

Figure 7.12: Distribution of revisions in terms of systemic choice (JD3)

Table 7.11: Top ten systems/functions/ranks affected by revision activity in JD3
Table 7.12: Function/rank matrix for revision activity in BB

Table 7.13: Revision activity and systemic choice in BB

Figure 7.13: Distribution of revisions in terms of systemic choice (BB)

Table 7.14: Top ten systems/functions/ranks affected by revision activity in BB
Table 7.15: Top five systems involved in revision activity

Figure 7.14: Orbital (mono-nuclear) structure of experiential meaning in the NGrp
Table 7.16: Nominal systems in English

Figure 7.15: System of DETERMINATION

Figure 7.16: The systems of clause complexing

Table 7.17: Summary of choices in interdependency relations for complexes
Figure 7.17: Unfolding interdependency choices in revision activity (JD1)
Figure 7.18: Unfolding interdependency choices in revision activity (JD2)
Table 7.18: Revisions contributing to NGrp complexity in each dataset

Table 7.19: Number of revisions involving GM in each dataset

Figure 8.1: The unfolding of language functions in revision activity (JD1)
Figure 8.2: The unfolding of language functions in revision activity (JD2)

Table 8.1: Breakdown of interpersonal revisions in JD2

Figure 8.3: The unfolding of language functions in revision activity (JD3)

Table 8.2: Breakdown of interpersonal revisions in JD3

Figure 8.4: The unfolding of language functions in revision activity (BB)

Figure 8.5: Comparison of functional uptake ratios across the four datasets
Figure 8.6: The unfolding of rank realizations in revision activity (JD1)

Figure 8.7: The unfolding of rank realizations in revision activity (JD2)

Figure 8.8: The unfolding of rank realizations in revision activity (JD3)

139
141
142
142
143
143
144
144
145
145
146
147
147
146
148
148
149
149
151
152
157
160
161
162
162
166
169
173
176
177
178
179
181
182
184
188
189



Figure 8.9: The unfolding of rank realization in revision activity (BB)

Figure 8.10: Uptake ratios of rank constituents via revision activity in each text
Figure 8.11: Unfolding expansion and projection in revision activity (JD1)
Figure 8.12: Unfolding expansion and projection in revision activity (JD2)
Table 8.3: Uptake of expansion and projection in JD2's revisions

Figure 8.13: Unfolding expansion and projection in revision activity (JD3)
Figure 8.14: Unfolding expansion and projection in revision activity (BB)

Figure 8.15: Uptake of expansion and projection in revision activity across all four texts

191
192
194
200
201
203
202
206



Conventions

Systemic description

Case Convention

Example

lower case

name of system term (option or feature)

intensive, identifying process

small capitals

name of lexicogrammatical system

THING TYPE, THEME, MOOD, QUALIFICATION

initial capital
letter

name of functional element realized by a
systemic choice

Thing, Theme, Mood, Qualifier

Operators used in systemic realization statements/descriptions

Description

Operator

Example

Choices selected within a system

[systemic choice]

Choice in event TYpe = [Relational
process]

Structural realization of functional
element

(N structural unit)

[Relational process (Mverb)]

Movement through a system from
left to right (increasing delicacy of
description)

(1% layer : 2™ layer : 3" layer)

[comment Adjunct (Nadverb):
propositional: on whole: assertive]

systemic combination of two system
options/features

['A'&'B']

[Relational process ( Mverb):
intensive & identifying]




List of Abbreviations

Actlits - Academic Literacies

AE - Academic English

BAWE - British Academic Written English corpus
CP - Commutative Progression

ESP - English for Specific Purposes
FP - Forward Progression

GM - Grammatical metaphor

INS - Unclassified revision

INSA - Forward Insertion/Deletion
INSB - Backward Insertion/Deletion
KSL - Keystroke Logging

LTM - Long-term Memory

MDA - Multidimensional Analysis
NGrp - Nominal Group

NR - New Rhetoric

WM - Working Memory

RQ - Research Question

SFL - Systemic Functional Linguistics
STWM - Short-term Working Memory

VGrp - Verbal Group



Chapter 1  Introduction
1.1  Overview

In the past two decades, computers, and the innovations they have spawned (particularly the
internet), have transformed how we interact (e.g. social networking), do commerce (e.g. online
auctions), stay informed (e.g. RSS feeds), and, most significantly for this thesis, how we search
for, access, and present information. These advancements have (and are) changing the way we
produce, disseminate and consume texts. One particular sphere where this has become evident
is the world of student writing, where students now have the means to travel between physical
and virtual worlds, pushing and pulling information through spatial and acoustic environments
they both partake in and (co)construct. Oblinger and Oblinger (2005) posit that this ‘net’
generation build understanding by drawing on multiple sources, leading to non-linear thought
processes based on visualizations. Although, Oblinger and Oblinger’s treatise is premised on
Western adolescents—Eastern students may prefer different modes of learning depending on
their socio-cultural heritage—their view is applicable to this thesis because here we will only be
examining Western (L1 English) students. However, the traditional view of 'literacy' privileges
alphabetic forms, words, and their sequences—a document-centric view that promotes a start-
to-finish view of knowledge transmission. This is somewhat at odds with the increasing
prominence of digital text, where what constitutes a 'page’ is radically transformed via hyperlinks,
hypertext, and 'live' information (Kress, 2003, p.3). Moreover, as Trupe (2002) convincingly
argues, digitally composed text(s) draw on new ways of writing, where single mode genres are
fast becoming obsolete; hence, the recent interest in multimodal or hybrid-based views on text
(cf. Domingo, lewitt, & Kress, 2015). Ultimately, modern-day writers seem to be immersed in the

‘mediated multimodal genre system' (Prior, 2009).

This shift toward a multimodal, dynamic workspace has spurred renewed interest in the concept
of 'literacy', and has unknown implications for our understanding of how students' compose texts.
For example, initial investigations point to growing instability within genre systems, where modes
of meaning-making are made and remade in a matter of months (Bowen & Whithaus, 2013;
Domingo et al.,, 2015). For example, in this multimodal, dynamic workspace, students can
represent themselves (and their knowledge) in a myriad of ways, ranging from the more
traditional words on a page approach (common in most essays), to embedded charts, images,
sounds, and hyperlinks (typical in PowerPoint presentations, for example), and the ability to use
motion, zoom, and spatial arrangements to set up links between ideas/content (e.g., Prezi). In
such dynamic workspaces, ideas and the relationships between them may be more

representative of the producer's actual thought patterns, which will probably, more often than



not, be non-sequentially organized (which can be limiting factor in writing). For example, whilst
the ability to copy, paste, and cross-reference information endows digital text with increasing
fluidity and temporariness, the new modes of meaning-making (some of which were listed above)
draw much more heavily on visualizations and projected (or guided) physical movements, which
seemingly mirror more closely the elasticity with which we hold ideas in memory (Olive &
Passerault, 2012). In writing, though, these networks of non-linear thought patterns need to be
transformed into linear, sequential arrangements, where the affordances listed above get
reduced to the organization of text and 'pointers' within that text that tell us (the reader) where
to look for such connections and related ideas/content. In writing, then, the writer is effectively
reorganizing a collection of 'floating' ideas/content into an unfolding collection of words. It is in
this transformative process that we find a sequence of interactions between the writer and their
text, or as Prior (2009) puts it:
'the composed utterance has a history where a sequence of interactions and

possibly a series of externalized inscriptions have been organized around the project
of a final text/performance.' (p.27)

This history is particularly rich if we take into account computer mediated composition, where
the writer can interact with and manipulate unfolding text using digital applications (drawing
packages, spreadsheets, etc.), digital sources (worldwide web), and more traditional note-taking
techniques (digital and/or pen-and-paper). It is perhaps unsurprising, then, that a great deal of a
writer's time can be spent searching for, and switching between, multiple sources, making use of
‘old’ text in the pursuit of ‘new’ (e.g., Leijten, Van Waes, Schriver, & Hayes, 2014; Swarts, 2010).
However, in the majority of writing research, text is perceived as equivalent to speech, as if it was
conceived of and realized in a single instance, rather than the product of hours, days, weeks,
perhaps even years of agonizing deliberation, reflection, revision, re-organization, and finally
production. As Prior (2009) highlights:

‘Even in some of the richest theoretical and empirical work, there remains a
tendency to freeze writing [...] to see writing as a noun rather than a verb.' (p.22)

For example, although O'Donnell (2013), and others (e.g., Coffin & Donohue, 2012), frequently
highlight that Systemic Functional Linguistics (henceforth SFL) has the potential to examine
written text as process (dynamic descriptions of paradigmatic choice), SFL research into text as
process has concentrated almost exclusively on speech?! (e.g., O'Donnell, 1999; Ventola, 1987;
Yang, 2010). Furthermore, most linguistic-based research into writing has been decidedly

retrospective, focusing on synoptic descriptions of syntagmatic realizations (no doubt due to the

L 0'Donnell (2013) rightly notes that investigations into speech are fundamentally different from writing
because you cannot change a previous utterance. However, you can rephrase something you have just
said, much like you can revise what you have just written.



difficulty of analysing paradigmatic choice as it unfolds (cf. Ventola, 1987)). This is especially
evident in Australian ‘Genre Theory’ (cf. Chapter 4), where an academic text is seen as ‘a staged,
goal-oriented social process realised through register’ (Martin, 1992, p.505). Similarly, in writing
process research, the notion of written text is also centred on the conception of a finished
product, only the primary focus here is on the cognitive processes involved in writing (cf. Chapter
2). Therefore, this study takes up the challenge of studying the language of written text as process
by examining what academic writing in the digital sphere has come to represent. More
specifically, the thesis focuses on how two student writers shape the linguistic features (or
meaning-making potential) of their texts in real-time. It does this by assuming that unfolding
language choices in written text can be examined in part by exploring how students revise text in
terms of choices at the morpheme level and above (i.e. the rank units related to
lexicogrammatical choice, which will be outline in Chapter 5, §5.2.2.3). | have limited my
examination to two participants because: (a) the current state of automatic analysis of linguistic
features during the writing process is limited, resulting in the need for extensive manual coding;
(b) there is no established methodology with which to examine the function of writer's revisions,
and (c) because of (a) and (b) a limited sample means that | can provide a thick description of an

hitherto unexamined area, allowing for both methodology and theory to be explored more fully.

1.2  Research questions and the underlying motifs used to address them

To explore this previously unrealized thread of research into written text as process, this thesis
subsumes a number of underlying motifs (or themes), which are reflected in three sets of

research questions (RQs):

1. Development of a. What practices do students use when digitally composing text?
how students

write: b. When (sequentially) and where (within the clause) are these practices

employed?

c. Which practices (if any) are relatively stable, and which appear to change
over time?

d. Do 'good' writers converge on similar practices?

2. Development of a. What are the key linguistic features of 2nd year undergraduate revisions?
xni;students b. Are these features comparable between/within different writers?

c. Are these features comparable to those of more experienced writers?

3. Product/process  Is there a relationship between how a person writes and the perceived
relationship(s) quality of their text(s)? l.e. does the process affect the product?

These three sets of RQs are broad in scope and cover more than one theoretical concern or thread
of research. Because of this, | have organized the thesis into three separate, yet complementary
areas of investigation (the study's three underlying motifs), each of which reflects one of the three

RQs listed above, and each of which will have its own literature review chapter and discussion
3



chapter (cf. §1.3). Naturally, there will be some overlap in certain chapters, but where this occurs,

| have attempted to outline these commonalties and interconnections as clearly as possible.

Before introducing these three underlying motifs, | should make it clear that this study takes the
view of ‘discourse as genre’ (Bhatia, 2004, p.20), where the primary concerns are the linguistic,
socio-cognitive, and ethnographic view of texts, which can be broadly related to three conceptual
spaces: (i) text, (i) context, and (iii) society/culture, where analysis moves from context to text in
7 steps (Bhatia, 2004, pp.153-182):
1. The text is placed in its given situational context (identify genre).
. Existing research on the genre is surveyed (literature review).

. Goals and relations of genre to readers/writers is explored.

2

3

4. Primary corpus is collected (product and process data).

5. The context surrounding production/reception is investigated (research site).

6. Texts are analysed for linguistic features (data analysis and discussion).

7. Informal feedback from participants is used to inform analysis (member reflections).
Following these steps provides a ‘thick” description of the text, context, and persons involved.
Therefore, using this overarching assumption as the thesis's base, | present the following three
underlying motifs (explained in the following subsections) as a first step toward addressing the
three sets of RQs outlined above. Following this, these three motifs (and their accompanying RQs)

will be picked up in §1.3, where | outline their relevance to the organization of the thesis in terms

of their contribution to each chapter.
1.2.1 How students write

The first theme of the thesis sets out to address the question of 'how' students write. To do this
I make use of keystroke logging software to capture the writing activity of two students as they
composed 4 essays as part of their undergraduate assessment (more will be said of this
technology later): one student produced three essays over two months, the other student
produced one essay over two weeks. Using data collected via keystroke logging software, |
explore what these student writers did when digitally composing text, such as their normal text
production (non-interrupted bursts of activity), their 'focus events' (sources and the programs
they consulted/used outside of MS Word), and their revision activity in terms of the when and

where of revision 'types' (set out in Chapter 5, §5.6).
1.2.2 What students write

The second theme of the thesis sets out to address the question of 'what' student write. To do

this, | use an experimental mixed methods approach, which combines keystroke logging data with
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a traditional text linguistic analysis (SFL based). This approach allowed me to build up a dynamic
description of text as it unfolded. This is a departure from the normal practice of analysing a
finished text (a synoptic description), as we shall attempt to reveal (and examine) the language
choices a writer makes as he/she writes, and not just those that are visible in the final draft. This
means examining deletions and insertions as they occur in the process of text construction,
particularly in terms of how they contribute to the language functions/structures of each text.
Specifically, we will look at the realization of unfolding choice in terms of SFL's views on language

function, rank, and systemic choice (explained more fully in Chapter 5).
1.2.3 Product-process relationships

Finally, in an effort to be 'appliable' (Halliday, 2009), the third theme of the thesis aims to examine
the product in relation to the process. More specifically, it will attempt to examine if the process
of text construction can be linked to its finished 'quality' in any way, and, if so, are there any
theoretical benefits to be gained from such an endeavour? Studies in this vein are very rare, no
doubt due to the complexity involved in drawing such connections (as we shall see in the next
chapter). Therefore, this final theme is more exploratory and takes a somewhat subsidiary role to
the other two themes; as a consequence of this, the final RQ is much broader in scope and less
specific in its aims. Nonetheless, it is an important endeavour, and is one that will run implicitly

throughout the thesis, as well as being explicitly covered in the Chapter 8.

1.3 Organisation and contribution of thesis

As already noted, the three central motifs outlined above broadly inform the three sets of RQs
that provide the underlying aims of this thesis. Therefore, in organizing the thesis | have chosen
to give each motif its own literature review chapter. Accordingly, Chapters 2, 3 and 4 cover the
literature related to each of the motifs in turn. Although, these three chapters appear as separate
entities, they are in fact connected in that they cover: (a) motif number 1: what writers 'do'
(Chapter 2); (b) motif number 2: what academic writers produce (Chapter 3); and (c) motif
number 3: what academic writing 'does' (Chapter 4). More specifically, these 3 chapters explore
the main theories and research behind what writers generally do (in terms of underlying cognitive
process), what academic writers are expected to produce (typical linguistic features of 'model'
academic texts), and how academic texts come to be situated within larger socio-historical
contexts as genres and genre families (how academic texts relate to each other and their
audiences). As such, these three chapters are necessarily broad in scope, and address literature
in several disciplines: cognitive psychology, linguistics, rhetoric, and social-realist education. This

interdisciplinary focus is warranted due to the integrated nature of writing and writing
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development. Because the literature in these fields is extensive and broad in scope, in order to
draw connections between the three literature review chapters, | have chosen to adopt the view

that writing involves a complex interplay of five types of knowledge (Hyland, 2011, p.31):

1. Content knowledge: (Re)appropriating/positioning knowledge in terms of dialogism
(Hyland, 2005, 2008; Tang, 2009) and heteroglossia (Biber, 2006; Hood, 2010; Scott &
Turner, 2009);

2. Contextual knowledge: Awareness of activity systems (Bazerman, 2013), and wider
societal/cultural expectations (Martin & Rose, 2008);

3. Genre knowledge: Knowledge of generic conventions and depth and breadth of genre
networks (Nesi & Gardner, 2012; Tardy, 2009);

4. System knowledge: Learning how to use uncommonsense linguistic repertoires (Christie,
2012; Martin, 2007);

5. Process knowledge: Movement from intra- to inter-level concerns (Kellogg, 2008), in

combination with learning-through-writing (Galbraith, 2009).

By using these five types of knowledge, | hope to situate the contents of each review chapter (2,
3,and 4) in relation to each other, and to the field in general, creating a kind of overarching theme

that informs the rest of the thesis, its findings, discussions and, ultimately, its conclusions.

In relation to the five knowledge types outlined above, then, item 1 (content knowledge) is
somewhat taken for granted in this thesis, because both writers have average grades that
subsume their level of content knowledge to be high (both average over 70% in their studies). To
cover items 2-5, however, | make a distinction between the writer (process knowledge covered
in Chapter 2), the text (system knowledge covered in Chapter 3), and the socio-historical context
behind writing (genre theory covered in Chapter 4). The ordering of these chapters reflects
somewhat the order of the RQs outlined above, and the discussion chapters that follow. l.e. the
ordering in no way reflects the importance of one strand of research over another, it is simply a
means to simplify the organization of the thesis as much as possible in light of a complex 'research

problem'.

Chapter 5 outlines the methodology used to address this 'research problem'. Its organization
attempts to align with Tracy's (2013, p.230) eight 'big tent' criteria of excellence in qualitative
research by addressing the following concerns: research design, sampling selection, research site,
data collection, validity and reliability, data analysis, researcher bias and assumptions, and ethical
considerations. Although these concerns are presented as discrete components (or sections), the
chapter repeatedly highlights how they are parts of an integrated whole. Furthermore, the

methodology represents a contribution to both writing research and linguistics as it combines



two separate yet complementary methods/frameworks: keystroke logging and text linguistic

analysis (based firmly in SFL).

Chapters 6, 7, and 8 present both the results and the discussion of each set of results in relation
to each of the three RQs. l.e. rather than include a chapter entitled results, | have chosen to
incorporate the relevant results alongside their accompanying discussion(s) so as to address each
of the main RQs (or motifs) in turn within a self-contained chapter. Accordingly, Chapter 6
concerns itself with how the two student participants write, and, thus, primarily relates, and
contributes, to the research covered in Chapter 2. It seeks to answer RQ 1. How students write?
Chapter 7 concerns itself with the development of linguistic features found in text and, thus,
primarily reflects upon, and contributes to, the work covered in Chapters 3 and 4; it seeks to
answer RQ2. What do students write? Chapter 8 is exploratory, in that it covers the unfolding of
language in written text—it deals with what SFL refers to as the 'logogenetic time frame' (covered
in Chapter 3). This area is severely under researched and, thus, the work contained in this chapter
contributes to the work covered in Chapters 2, 3, and 4 by exploring a perspective of writing that
has not yet been undertaken—the unfolding of language choices in written text as it is being

produced. It seeks to explore RQ3. Product/process relationships.

Chapter 9 is the conclusion chapter. It brings together the previous chapters and outlines in more
detail the overall contributions of the thesis to the three main strands of research covered by the
RQs and the literature review. In broad terms, these were research into revision activity, SFL
studies into written text, and research into student writing in general. It also outlines the major
findings of the thesis, its limitations, and suggests areas for future research, whilst also reflecting

on the state of current research.



Chapter 2  Process knowledge: What writers do

Introduction

This chapter focuses on cognitively oriented research into writing, which conceptualizes writing
as involving various interrelated processes of differing complexity. Thus whilst Chapter 3 will
examine connections between features of writing (products), and Chapter 4 will examine
connections between writing activities (genre theory), this chapter will examine connections
between cognitive processes, focusing on three key recursive processes that are central to
process-based research: Planning, translating, and reviewing/revising. However, because process
research is extensive (Pritchard & Honeycutt, 2006; Smagorinsky, 2006), this chapter restricts
itself to the following aims: Section 2.1 gives an overview how writing processes are
conceptualised in this paradigm; section 2.2 considers what this paradigm contributes to
discussions of high-level writing tasks (e.g., academic essays); section 2.3 examines what research
into process-product relations has discovered; section 2.4 considers the current state of
Keystroke logging (KSL) research with regard to the linguistics of writing. In relation to these four
points (or sections), | will attempt to show that (i) while writing process research has made a
significant contribution to understanding the main activities related to writing, there is still much
to be done with regard to social and affective factors; (ii) in their current formulation, process
models cannot fully account for argumentative texts because they underspecify the translation
process; (iii) in investigating product-process relationships, process research is slowly moving
toward a more dynamic and multidimensional view of writing; (iv) KSL research tends to focus on

the language of writing in terms of parts of speech rather than meaning.

2.1 Process models

To summarise and evaluate every process model would be a monumental task (cf. Alamargot &
Chanquoy, 2001, for a book length treatment). Therefore, this section focuses on key
contributions, starting with Hayes and Flower's (1980) first, and arguably most influential, box-
and-arrow type model. At the outset | acknowledge that many process models (or frameworks)
are purposely underspecified, and are meant to be modified and augmented in line with
emergent findings (Hayes, 2012). Therefore, any criticisms should be seen as areas for future

research, rather than outright flaws.

Hayes and Flower’s 1980 model was based on an information-processing approach, and grew out
of the findings of one writer's verbal protocols. It provided a framework (or language of

description) for investigating the cognitive processes involved in writing, and in so doing, it moved
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research away from a view of writing as a product, and re-envisioned it as a problem solving, non-
linear, exploratory, and goal driven endeavour. Hayes and Flower postulated that writing was
made up of a number of cognitively driven, recursive activities, centring around: planning,
formulating (translating), and revising. Being recursive, these processes interact with and/or
interrupt each other at any time; i.e., whilst the labels suggest temporal sequencing, processes
occur and reoccur in complex patterns. This model is reconceptualised in figure 2.1, incorporating

Hayes (1996) and more modern terminology:

TASK ENVIRONMENT

WRITING ASSIGNMENT

Topic TEXT PRODUCED SO
Audience FAR

Motivating Cues

WRITER'S LONG - Y COGNITIVE WRITING PROCESSES ¥
TERM MEMORY »
Planning MONITOR Revision
Knowledge of: — |dea generation Reading
Topic — Organizing Text 4
Audience < => Goal setting Generation Editing
Writing Plans

Figure 2.1: The Hayes-Flower model of the writing process (1980)

This model contained 3 core modules: task environment, cognitive writing processes, and writer's
long-term memory (LTM). The task environment incorporates factors that affect the writing task,
including goals and text produced so far. The writer's LTM contains knowledge about topic,
audience, and genre. The cognitive module incorporates planning, text generation (originally
termed 'translating'), and revising, which are all embedded within a 'Monitor'. In most writing
models (this one included), planning incorporates 3 sub-processes: (1) generating ideas from
sources; (2) selecting and evaluating these ideas in line with a topic; (3), organizing these ideas in
relation to the text's goal, audience, and generic expectations (cf. Chapter 4). Text generation,
meanwhile, facilitates the transformation of ideas into language, and revision involves the
evaluation of the resulting text and any resulting transformations in terms of spelling, stylistics,
etc. Revision, then, relies on a writer's interaction with text, with studies showing that students
with higher working memory spans are generally better revisers than students with lower working
memory spans (Piolat, Roussey, Olive, & Amada, 2004). The 'Monitor' represents (albeit implicitly)
what is now commonly called 'the central executive'. Consequently, this initial model suffered the
same 'homunculus' problem that befalls Baddeley and Hitch's model of working memory? (Olive,

2012), and while Hayes (2012) makes the following claim, the monitor still seems to represent a

LIf one process controls the functioning of other processes, what controls that one process?



magical 'black-box'%:

‘The monitor represented the writer’s predisposition to sequence the writing
processes in a particular way. It was not intended to control how those processes
were carried out.' (p.373)

During the 80s, researchers refined and added to this conception of writing by focusing on
reviewing/revising?. This research highlighted how novice writers typically focused on local
revisions, whereas experienced writers made more global level revisions (Flower, Hayes, Carey,
Schriver, & Stratman, 1986; Sommers, 1980). Local revisions are minor changes, either at, or
below, the sentence level, and thus typically involve lexical choices, corrections to grammar,
spelling, etc. Global revisions are major changes, made at the clausal, paragraph, or discourse
level, and thus typically involve the manipulation of information. Much of this research, however,
was either premised on writing as a top-down process, or imposed an artificial separation
between drafting and revising for experimental purposes. Proponents of dual-processing models,
such as Galbraith and Torrance (2004, pp.64-65), for example, would link revision strategies to
the writer's preferred writing style, and would class revisions made by writers who prefer top-
down strategies as 'reactive’, in that revisions seek to bring the text in line with initial expectations
(i.e. meeting pre-established goals), and thus would be unrelated to developing understanding
and would often negatively affect text quality. Writers who prefer bottom-up approaches, on the
other hand, would primarily make 'proactive' revisions, leading to increased understanding, but
may not affect text quality (Baaijen, Galbraith, & de Glopper, 2014). This complex interaction
between revision and writing styles is highlighted by Wallace et al. (1996) and Midgette, Haria,
and MacArthur (2008), who show how very brief instruction (8 and 2 minutes, respectively) can
lead to more substantive, macro-level revisions. However, while such findings suggest that less
experienced writers lack evaluative criteria for what they write (Hayes, 2004), and who they write
for (MacArthur, 2013), it may be that such instruction is limited in terms of transfer/future uptake

as it may not be generalizable to other situations (cf.Adams, Simmons, Willis, & Pawling, 2010).

In another key model, Bereiter and Scardamalia (1987) argue that at least two process models
are needed to account for the differences between novice (knowledge-telling) and skilled
(knowledge-transforming) writers: knowledge-telling writers generate text in response to an
association (usually prior text or an assignment prompt) in a list-like fashion, where elaboration
mainly involves formal features (spelling, etc.). In this ‘stage’, writers transform ideas into text

under constraints of topic and genre—it is using writing to 'tell'. knowledge-transforming writers,

2 Discussions of a monitor/central executive are rare, even in present studies (cf. Olive, 2012).

3 perhaps because of this focus on text modification activities, the processes responsible for translating
ideas into language remains underspecified, both with respect to how letters, words, phrases, etc., are
generated and transposed in real-time (however, see Berninger & Swanson, 1994).
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on the other hand, generate text in response to a problem (usually self-generated), where
elaboration involves not only formal features, but also meaning—this elaboration is typically
achieved by iteratively attending to the text (Lindgren, Leijten, & Van Waes, 2011). The
knowledge-transforming stage, then, as per the Hayes-Flower model, frames writing as a top-
down, problem solving process, but it conceptualizes expert writing as the ability to formulate
and solve problems in terms of two spaces: content (topical) and rhetorical (organizational) space,

as per figure 2.2:
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knowledge knowledge
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Figure 2.2: Bereiter and Scardamalia's Knowledge-transforming model (1987, p.12)

In this model, knowledge-transforming is a dialogue between content and rhetoric, where writers
shape text in light of an overarching problem, emerging text, discourse, and topic: experienced
writers negotiate goals, contexts, and actions in relation to themselves and what they know—it
is using writing to 'recontextualise knowledge'. Numerous studies support these fundamental
tenets (C. Beauvais, Olive, & Passerault, 2011; L. Beauvais, Favart, Passerault, & Beauvais, 2014),
where the consensus is that writers resort to knowledge-telling alone because of one (or more)
of five key reasons (Alamargot & Fayol, 2009; Hayes, 2012; Torrance & Galbraith, 2006): (1)
underdeveloped language, (2) inefficient writing strategies, (3) lack of topic knowledge, (4)
underspecified goals, and/or (5) lack of motivation. However, in relation to argumentative
writing, Coirier, Andriessen, and Chanquoy (1999) suggest that:
'two perspectives are playing a role: problem solving/topic structure, and

argumentation structure. Experts can solve the dissonance between these
perspectives [...]. Non-experts rely mostly on topic structure.' (p.14)

It could also be argued, then, that in constructing argumentative texts, a knowledge-transforming

stage would need an additional 'pragmatic/interpersonal space', which could interact with the
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other two spaces in light of restructuring a text (and its contents) toward different goals, points
of view, or perspectives. Highlighting that in such texts the points made are sometimes less
important than how they are made (Hyland, 2012; Smagorinsky, Daigle, O'Donnell-Allen, &
Bynum, 2010). Consequently, one could say that the knowledge-transforming model appears to
privilege cohesion over coherence. Furthermore, although Bereiter and Scardamalia (1987)
illustrate that knowledge-transforming is only evident in more experienced writers
(postgraduates), they fail to explain how one moves from knowledge-telling to knowledge-
transforming or, therefore, what occurs between these phases (Hayes, 2011)*. Thirdly, as with
the Hayes-Flower (1980) model, the distinction between novice and expert belies the fact that
writing is field specific, where novices in one field may be experts in another, and vice-versa; i.e.
these models explicated a large portion of context, focusing on cognition, to the behest of

situational and interactional concerns.

During the 90s, process research shifted toward memory and writing. It further incorporated
Baddeley's (2003) model of working memory and in The science of writing: Theories, methods,

individual differences, and applications, three new(er) models were proposed:

Firstly, Kellogg (1996; elaborated in 2001) drew on Bereiter and Scardamalia's (1987) model and
previous research to produce a speculative model of how writers mature to become experts,
moving from knowledge-transforming to 'knowledge-crafting'. Kellogg based his thesis on the
logical assumption that experienced writers are able to hold three distinct representations of text
in WM: knowledge conveyed by the text, the author's representation of that knowledge, and the
author's judgement on how that text will be received (virtual reader's perspective). Experienced
writers are believed to be able to juggle cognitive processes with higher-level concerns of
content, rhetoric, and audience awareness because they have developed automatized routines
that prevent overloading the central executive. Regardless of which view of WM one assumes®,
two basic mechanisms appear to reduce cognitive demands: (1) automatizing task information
(e.g., increasing topic knowledge) or task demands (e.g., using generic templates); (2) using
compensating strategies to consciously reduce the load on non-essential activities (e.g. ignoring
spelling mistakes). Mechanisms for reducing constraints, then, can top-down (outlining,
conceptual maps) or bottom-up (freewriting®, extensive revising). Kellogg (2008) also suggests

that demand can be reduced by: (1) maturation of the central executive with age; (2) committing

4 Hayes is currently working on an intermediary stage: 'knowledge-structuring'.

5> Studies into WM constraints typically assume: (1) Dual-task interference (a capacity theory of writing),
which posits that when an individual is engaged in two or more tasks, the performance on one, or both
tasks will reduce (McCutchen, 2000; Olive, 2012), or (2) a componential view of writing, which believes
there are limits to how much information we can store in any one component of memory (Kellogg, 1996).
6 Freewriting delays revising and editing until after the first draft (a dual-draft approach); see Elbow (2012)
for a significant publication from the originator of 'freewriting'.
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disciplinary knowledge to LTM; (3) automatizing some aspect of planning, revising, or generating.
Similarly, Torrance and Galbraith (2006) suggest: (1) automatizing low-level skills; (2) developing
compensatory strategies to reduce parallel processing; (3) minimizing on-line planning by making

notes/outlines.

In the same book (The science of writing: Theories, methods, individual differences, and
applications), Hayes (1996) focused on the sub-processes related to revision, cognition and affect,

and reformulated his original model, as per figure 2.3.

THE TASK ENVIRONMENT
The Social Environment The Physical Environment
| The Audience | | Text produced so far |
| Collaboration | | Composing medium |
1 THE INDIVIDUAL %
WORKING MEMORY
| Phonological memory |
MOTIVATION / AFFECT | Visual/spatial sketchpad |

COGNITIVE PROCESSES

Goals |
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v Reflection
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Text production
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| |
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Figure 2.3: Hayes' new(er) model of the writing process (1996, p.4)

The major changes in this model are the increased attention to WM, addition of visuospatial
sketchpad, integration of motivation/affect, and the reconfiguration of cognitive processes so
that text interpretation becomes more central. These changes aimed to account for internal
predispositions to writing, language ability, and social/physical influences. However, while the
model sees the task environment as essential, it is left underspecified, as is text production and

motivation/affect. Some of these issues are carried forward to Hayes (2012):
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Figure 2.4: Hayes' latest model of the writing process (2012, p.371)

In its newest incarnation, Hayes' (2012) process level is split into writing processes and task
environment. Writing processes are internal activities that a writer uses to compose his/her
message, and include ‘proposer’ (non-verbal idea generation), ‘translator’ (transforms proposals
into language), ‘transcriber’ (transforms the ‘translation’ into text), and ‘evaluator’ (assesses the
output from the previous processes). Planning and revising (reviewing), then, are no longer
separate processes in separate modules, but become 'a special application of the writing model'
(p.376). In other words, the iterative nature of specialized activities (planning, summarizing, etc.)
is now reconceptualised 'as declarative knowledge in LTM (as a stored plan or task scheme)'
(p.375). In this view, activities that once reflected discrete cognitive processes are
reconceptualised as parts of task schemas, which can be modified via instruction/experience. By
placing the task environment and writing processes at the same level, this model also attempts
to attend to how outside influences (physical, social, and cultural) may impact writing’. However,
despite these improvements, the model still suffers from simplistic labelling, and much is left
implicit in its description. For example, it is unclear as to how metalinguistic and metastrategic
knowledge (presumably housed at the Resource Level) comes to be shaped by: (i) the eco-social
elements of genre and intertextuality (presumably housed at the Control Level), and (ii) semiotic
and material mediation (presumably housed at the Process Level). This is perhaps unsurprising

given that there is little research into the role of metalinguistic knowledge in writing (Myhill, 2012,

7 For example, research has frequently shown how the medium of transcription (typed vs. written) can
effect text quality (Connelly, Gee, & Walsh, 2007).
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p.253), or how eco-social demands (e.g., genre) link to writing processes. Furthermore, it is
unclear how such a model would cope with the generation and maintenance of argumentative
texts (texts with particulate patterns of meaning, cf. §3.3). As per other process models, there
also appears to be little explicit discussion of how the organization of text may be constrained by
the topic itself; for example, the chronological ordering of facts, or the logical relations between
them, may impose constraints on the writer as to how they order ideas. Furthermore, in
constructing argumentative text, the translator would be responsible for taking a complex
multidimensional argument (represented in the mind of a writer as networked propositions and
concepts) and transforming this gestalt representation into linearly segmented text. This process
would involve the manipulation of complex lexicogrammar (cf. §3.3), anaphora (§3.4), and
information structures (§3.5) to achieve rhetorical and pragmatic goals that align themselves with
the audience and purpose of a text. Although such concerns are given theoretical status in Hayes'
models (cf. the various labels used), they are rarely discussed—language, for example, is
considered mainly in terms of syntax and lexis, with little mention of function (cf. Coirier et al,,
1999, pp.16-18, for similar sentiments). Finally, with regards to the Control Level, although Hayes
(2012) adds social and affective influences (e.g., Collaborators & Critics), motivation remains a
blanket term for a whole host of variables. Consequently, the model still does not account for
motivation in terms of its underlying constructs of self-efficacy, self-regulation, beliefs, etc.
However, this lack of detailed attention to motivation may be an epiphenomenon of the research
designs used in such paradigms: process research, for example, frequently uses experimental
designs that call for texts to be produced for no other reason than providing data, while socio-
constructivist research collects text(s) produced in authentic settings. It could be said, then, that
much process research negates the need to look at motivation, while much socio-constructivist

research takes motivation for granted®.

Ultimately, while Hayes continues to update his model in line with current theorising, any model
embedded in such a strong cognitive account of writing will inevitably be concerned with
production rather than communication: writing as a skill rather than writing as a meaning-
potential. For example, Leijten et al. (2014), in their case study of one professional writer
spanning five writing episodes spread over four days, clearly illustrate how a complex writing task
(business proposal) draws upon multiple sources (old and new) in the construction of a
communicative and strategic goal. Using a combination of KSL, interviews, and online
observations, they observed how one writer oriented to the reader (prospective client) by using

external sources to retrieve content, structure and formulate text, design visuals and layout, and

8 Academic literacies, for example, state that motivation (or lack thereof) to write is closely linked to a
writer's self-belief in their ability to write, how they self-regulate cognition, affect, behaviour, and their
environment, and to their underlying motive for writing (Hidi & Boscolo, 2007; Lea & Street, 1998).
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provide additional warrant for claims. Using writing to construct new meaning from old is a form
of discourse synthetic approach: ‘Readers become writers, creating new texts by selecting,
organizing and connecting content from source texts’ (Spivey & King, 1989, p.7). Such an
approach reflects a movement from knowledge-telling to knowledge-transforming (writing as a
constructive process). However, the professional writer in Leijten, Van Waes, et al.’s (2014) study
also assumed the reader’s point of view. This additional ‘developmental stage’ can be situated in

relation to both Bereiter and Scardamalia (1987) and Kellogg (1996, 2008):
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Figure 2.5: Macro-stages in the cognitive development of writing skill (Kellogg, 2008, p.4)
Drawing parallels between high-level writing and the development of other high-level
skills/abilities, such as playing chess or the violin, Kellogg (2008) suggests a developmental
pathway for writing proficiency (as portrayed in figure 2.5), where writers move from knowledge-
telling to knowledge-crafting after, on average, ten years of practice. In this view, a writer moves
from intra- to inter-level concerns aided by cognitive maturity, disciplinary knowledge, and
writing practice. However, although Kellogg's (2008) logic appears sound, it could be argued that

some highly-skilled abilities are only mastered by those with a propensity for such talents.

In conclusion, as Alamargot and Chanquoy (2001, p.21) note, most models subsume a number of
cognitive components that are: (a) constrained by WM, (b) draw on 3 core activities (planning,
formulating, and revising), and (c) controlled by a central management unit. Furthermore, writing
expertise appears to stem from practice/maturity, which probably explains why the field as a
whole sees writing as a 'skill' to be learnt (cf. the ubiquitous use of 'learning-to-write' in Manchdn
(2012) and Torrance et al. (2012); i.e. many process models assume a top-down approach to
content integration, where block and arrow diagrams, whilst useful from a research design
perspective, underrepresent and overlook the start-stop nature of composition. Fundamentally,

any number of influential factors—changing task representations, human-transcription interface
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problems, gestation periods between drafts, (Daneman & Stainton, 1993), etc.—can dynamically
alter the trajectory and quality of writing. Consequently, because writing is portrayed as an event,
involving strategic and deliberate plan-translate-revise cycles in the pursuit of solving a 'problem’,
many models also assume text generation to be somewhat passive, and are thus too general and
holistic in terms of the interpersonal and textual functions of language®. Furthermore, many
models see text generation in terms of form (syntax and lexis), and this in turn negates the
meaning-making potential of writing and side-lines rhetorical and pragmatic goals—aspects of
language that are crucial to argumentative texts because it is the vehicle through which
multidimensional structures (e.g., topics, arguments, and referents) are mapped onto linear

sequences (Coirier et al., 1999).

2.2 Toward an integrated view of writing

Many of the models introduced above are based on writing as a problem solving activity.
Consequently, they often carry an implicit assumption that writing is unidirectional—a process
that begins in the mind and culminates in a text. However, more recent research views writing as
both a problem solving endeavour (top-down) and a constructive process (bottom-up) (Galbraith,
2009a). This more modern view highlights the dialogic potential of writing, and thus accords more
closely with view of writing assumed in this thesis—hence the inclusion of this section at this
juncture. In this dialogic view of writing, writer and text, internal and external thought work
together to advance text and the knowledge and ability of a writer. For example, in process
research, there is the oft cited remark that writers typically adopt one of two polarised writing
styles. These are deemed 'planners' and 'revisers': planners prefer to have a clear idea as to what
they are writing before they start, and tend to write fewer drafts than revisers; revisers use
writing to clarify their understanding, and tend to produce more drafts than planners. Torrance,
Thomas, and Robinson (1994), however, intersect these two styles with an intermediary style
deemed 'mixed strategy', which brings together the primarily top-down process of planning and
the primarily bottom-up process of revision. Similar research premised on the existence of a cline
of writing styles also reflects the duality of top-down/bottom-up processing (Kieft, Rijlaarsdam,
& Van den Bergh, 2008). Perhaps the most well-known explication of this comes from Galbraith
(1999, 2009a), and his research on self-monitoring. Galbraith posits a knowledge-constituting
process, which aims to incorporate the emergence of knowledge that can occur during writing.
This model draws heavily on the fact that text production is a major component of text generation

(cf. Berninger & Swanson, 1994; Chenoweth & Hayes, 2001), and that text generation involves

° This problem is typically acknowledged in terms of 'pragmatics', but in keeping with the SFL basis of this
thesis, | have decided to highlight the specific nature of these underspecifications.
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the internal formulation of a linguistic message before transcription. Galbraith (2009a)
convincingly argues that because writing enables reflection and revision, some writers use this
production window to re-contextualise what they already know: i.e. internal (semantic intent)
and external (instantiated thought) work together, renegotiating knowledge/ideas, where
'‘progressive refinement of thought is achieved in the text itself, and involves
successive dispositional responses to emerging propositions rather than a
progressive redefinition of rhetorical constraints.' (p.62)
This dual-process approach incorporates explicit (knowledge-transforming) and implicit
(knowledge-crafting) writing systems, where text quality is impacted by explicit organizing
processes (top-down strategies) and implicit, dispositionally-guided text production processes
(bottom-up strategies):
'A top-down strategy prioritizes the explicit organizing process, focusing initially on
establishing the global structure of the text and then on using this to control text
production. A bottom-up strategy prioritizes the dispositionally-guided text
production process, focusing initially on producing text that captures the writer's
understanding and then on revising this to produce rhetorically appropriate
organization.' (Baaijen et al., 2014, p.83)
The idea of re-contextualised knowledge through language (an unpacking and repacking of
ideas/knowledge) is gaining ground in social realist literature (e.g. Maton, 2013b), where such a
mechanism, if used correctly, could be a key enabler of accumulative knowledge building. For
example, Scardamalia and Bereiter's (2006) Knowledge Building approach, focuses on developing
the content space through the dialogic potential of writing. They posit that investigations through
writing can lead to changing goals, new sources of material, and audience feedback (i.e. their
work draws heavily on scaffolded learning (Vygotsky, 2012)). Another advocate of this potential
for writing to learn is McCutchen (2011), who argues that 'writing expertise depends on the
development of two necessary (but not sufficient) components' (p.61): (i) fluent language
generation, and (ii) field specific knowledge. McCutchen argues that by developing these two
components, writers can shift attentional resources from short-term to long-term WM, as per

figure 2.6:

\

STWM LTWM
constraints, constraints

Knowledge relevant
to writing

Figure 2.6: Interdependence of language, knowledge and
memory during writing (McCutchen, 2011, p.52)
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However, although linguistic skills and knowledge relevant to writing can be broadly related to
the development of genre expertise (cf. §4.3) and disciplinary knowledge (Langer, 2011), an
increase in genre and disciplinary knowledge stretches beyond mere lexical and syntactic choice.
For example, increased familiarity with a topic (top-down knowledge) can lead to increased
attention to text structure and the distribution of meanings within that structure (bottom-up
concerns), resulting in better quality texts. This is reflected in McCutchen, Francis, and Kerr (1997)
research, where they asked students to detect and correct form (misspellings) and meaning
(disruptions in chronological sequencing) in two texts that differed in topic familiarity. Their
results indicated that in texts where topic knowledge was less familiar, writers mostly attended
to surface-level errors. Whereas in texts where topic knowledge was more familiar, writers
attended to surface-level errors first, and then attended to higher-level concerns of discourse
structure and paragraph organisation. The conclusion being that writers cannot revise for
meaning if they do not understand what they are reading. However, research that looks into the
effects of topic knowledge (top-down knowledge) on writing argumentative texts suggests that
depth and breadth of knowledge alone are not systematically linked to improved argumentation
(Coirier et al., 1999). Research such as this suggests that in order to construct more complex texts,
such as those calling for sound, credible arguments, a writer must have at their disposal both

sufficient topic knowledge and linguistic skills, which accords with McCutchen's views above.

Ultimately, a writer's aptitude appears to be tied to his/her ability to recall appropriate topic
knowledge, rhetorical strategies, and linguistic registers, all of which stem from an increased
awareness of, exposure to, and experience with language/writing in general (Alamargot &
Chanquoy, 2001; Kellogg, 2008; Manchdn, 2009)%. This dynamic complexity is reflected in the
modularised nature of writing research, where various factors are born out in terms of isolated
objects of study: disciplinary knowledge (McCutchen, 2011; McCutchen et al., 1997; Scardamalia
& Bereiter, 2006), experience and audience awareness (Lindgren et al., 2011), maturation of WM
(Kellogg, 2008), metacognitive awareness (Negretti, 2012), linguistic skills (Alamargot & Fayol,
2009; McCutchen, 2011), etc. However, because of the top-down bias of most of this research,
top-down strategies have received far more empirical support. For instance, many process
approaches revolve around planning, where writers establish goals and then select and organise
content to transcribe; thus whilst process models recognize recursive activities, in practice such
processes are researched/taught in sequential terms. An alternative approach is where a writer
simply writes. This approach is exemplified in 'freewriting', where writers produce an initial draft

with minimal or no revision. Only when the first draft is complete do they then evaluate it, using

10 Manchén and de Larios (2007, p.575) suggest that practice rather than proficiency may be the key to
advanced mastery of writing, which clearly supports the notion of writing as situated social practice (Prior,
2006).
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what they deem valuable to inform the next draft. Research provides evidence that writers
typically lean toward one of these two approaches, reflecting a broad distinction between
planners/high self-monitors and free-writers/low self-monitors (Galbraith, 2009b; Levy &
Ransdell, 1996; Torrance, Thomas, & Robinson, 2000). However, there is little research comparing

the benefits of either approach.

This section has attempted to highlight that writing is not only a problem-solving activity, but that
it is also a constructive one, where meaning is formulated, given form, and transformed on the
page and in the mind (Galbraith, 2009a). This distinction appears to mirror the broad distinction
between explicit (top-down) and implicit (bottom-up) mechanisms, and, although such
mechanisms rarely work in isolation, this appears to have become the dominant view in process
research, as two intersecting (and thus equally valid) perspectives have seemingly diverged into

two disparate paradigms.

2.3 Research into process-product relationships

The previous sections have highlighted that writing process research tends to focus on what
writers do (processes), and thus it often takes for granted what writers produce (Rijlaarsdam &
Van den Bergh, 2012). One reason for this may be that task demands are oftenill-defined in terms
of ambiguous, multiple goals, such as texts need to be 'informative', 'easy to understand’,
‘cohesive', etc. Similarly, defining 'text quality’ is problematic, and as such many seemingly

conclusive results are, in fact, clouded by methodological efficacy? (cf. Schoonen, 2005).

Furthermore, until recently, most writing process research centred on a conception of text that
is very different from those that we now produce—modern texts are rarely handwritten, mono-
modal, or produced in one sitting by one person. Another problem when considering process-
product relationships is that many studies employ a single-task design (e.g. de Larios, Manchén,
& Murphy, 2006), which, as Meuffels and Van den Bergh (2005) illustrate, can result in
overestimating individual differences; i.e. single-task designs cannot tell us if the task is causing
variation, or if the writer is just having a bad day. To reliably estimate an individual's writing habits,
for example, Rijlaarsdam and Van den Bergh (2012, p.580) suggest sampling at least 4 essay like
texts or 14 short functional texts. However, most studies into student writing focus on short texts
produced in one sitting, which are ecologically less valid (Bazerman, 2008; MacArthur, Graham,

& Fitzgerald, 2006). Furthermore, very few studies take into account writer variables such as

1 For example, McNamara, Kintsch, Songer, and Kintsch (1996) show how a reader's subject-matter
knowledge can affect judgements of text cohesiveness, because readers that are more knowledgeable
about a topic can fill in the blanks between seemingly disconnected referents (cf. also McNamara, 2013).
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L1/L2 writing proficiency (Van Weijen, 2009), beliefs about writing (Baaijen et al., 2014), or writing
styles'? (Galbraith, 2009b; Tillema, Van den Bergh, Rijlaarsdam, & Sanders, 2011). Consequently,
while variations in text quality are commonly found in within-task, different writer designs,
between-task, same writer findings are less conclusive. Moreover, amongst the few studies that
investigate process-product relationships, their focus has been somewhat limited, ranging from
the effects of a single cognitive activity (de Larios, Marin, & Murphy, 2001; Jones & Tetroe, 1987;
Stevenson, Schoonen, & de Glopper, 2006), proficiency or metacognition on text quality
(Schoonen et al., 2003; Stevenson, 2005), to how the writing process as a whole affects some

isolated aspect of text quality, such as accuracy or syntactic complexity (Ellis & Yuan, 2004, 2005).

Research into the influence of planning (Manchén & de Larios, 2007), formulating (de Larios et
al., 2006), and revising (Stevenson et al., 2006) on text quality has shown that the effects of
planning on text quality is more significant at the start of writing, whereas the effects of revising
on text quality increases toward the end of writing (de Larios et al., 2006; Rijlaarsdam & Van den
Bergh, 2006). It is mostly when activities are employed outside their typical distributional pattern,
that they negatively affect text quality (Breetvelt, Van den Bergh, & Rijlaarsdam, 1994; Van den
Bergh & Rijlaarsdam, 2001). As Rijlaarsdam and Van den Bergh (2006) state:
'If the moment an activity is employed is left out of the analysis, hardly any relation

can be found between cognitive activities on one hand and text quality on the other.'
(p.42)

In this temporal approach, individuation essentially becomes a function of when and where in the
writing process a cognitive activity is employed (Leijten & Van Waes, 2006; Van Weijen, 2009).
For instance, research into planning outside the task environment (i.e. pre-task planning) shows
that it is not the amount of time devoted to planning that counts, but how and when that planning
is used (Hayes & Gradwohl Nash, 1996). However, Rijlaarsdam and Van den Bergh (2006) also
posit that 'combinations of cognitive activities behave as functional relations' (p.46), where the
functions of activities relate to where and in what order they occur during writing. This leads them
to suggest that combinations rather than single activities should be considered as units of
analysis. This idea is supported by a number of studies showing how the order of activities, and
the combinations in which they occur, can have significant effects on text quality (de Larios,
Manchén, Murphy, & Marin, 2008, p.44; Van den Bergh & Rijlaarsdam, 2007). Drawing on an
extensive research program, Rijlaarsdam and Van den Bergh (2006), for example, illustrate how
a combination of 're-reading already constructed text' and 'generating new text' facilitates an

increase in text quality when it occurs in the second half of a composing task, but inhibits text

12 Although on the surface these studies appear to be different in focus, they both relate to the distinction
made earlier between top-down and bottom-up approaches to writing.
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quality when they occur together in the first half. These results draw parallels with those of
Breetvelt et al. (1996), and highlight how reading plays an integral role in successful writing,

particularly rereading one's own text.

Rereading invokes planning, revising, and text generation (Hayes, 1996), yet rereading is also key
to evaluating and integrating new sources of information. Consequently, this skill has proved to
be particularly relevant when it comes to the quality of students' writing and the revision
strategies they employ (Hayes, 2004; McCutchen et al., 1997). For example, to build a critical
argument, one must be able to understand a critical argument. Therefore, becoming a critical
writer goes hand-in-hand with becoming a critical reader. However, critical understanding is an
ability that develops much later than some writing abilities (Larson, Britt, & Larson, 2004).
However, when it comes to the effects of reading ability on academic writing, we know relatively

little (Deane et al., 2008, p.30).

Furthermore, the relation between combinatorial activities and text quality is not always the
same for all writers. Rijlaarsdam and Van den Bergh (2006) suggest that this variation may be due
to topic knowledge:

'Perhaps this difference in functional relations between these activities is mediated

by topic knowledge; if one knows enough about a topic, one does not need to

consult the assignment to come up with ideas." (p.49)
Although topic knowledge is a known predictor of text quality (McCutchen, 1986), Rijlaarsdam
and Van den Bergh (2006) also predict that a complex interplay of activities, affective factors, task
environment, etc., are called into play at different times, and at differing levels of intergratedness.
Such a complex interplay was suggested by Flower and Hayes (1981) over 30 years ago:

‘The composing process has an episodic pattern of its own which is not dictated by

the patterns of the text. Writers appear to work in composing "episodes" or units of

concentration which are organized around a goal or plan. Understanding the overall

architecture of these episodes and the logic which begins and ends them will, we

think, tell us a great deal about how writers combine planning and text production.'

(p.242)
If writers do shift from one schema to another in line with their current goal and stage in text
construction, then if a writer chooses an inappropriate goal, or misplaces their 'sense' of a text,
this could result in using a schema that reduces text quality. Therefore, whilst research into
individual writing activities (e.g. planning) is important, it is essential not to lose sight of the fact
that these activities interact in complex ways that rely upon the time at which an activity occurs,
its combination with certain proficiencies, and its sequencing in relation to other activities (de

Larios, Murphy, & Marin, 2002, p.44; Deane et al., 2008, p.31).
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Overall, then, temporal based research represents a movement toward a more dynamic
representation of writing, where some of the more implicit (and previously underrepresented)
processes are taken into account. Such research suggest that there are dynamic patterns/trends
in the allocation of resources during the writing process, which clearly emphasize the importance
of time as a proxy variable in the writing process (Van den Bergh & Rijlaarsdam, 2007). However,
it may also be the case that individuals possess specific combinations of activities, larger
functional units (more combined processes), or favour different combinations in specific
situations, possibly due to experience and/or cognitive ability. For instance, there is some
empirical support that writers exhibit a certain stability in their transitions between writing
processes. Levy and Ransdell (1996) deemed this stability 'writing signatures''®. In an early
experimental study, they used an improvised screen capture technique to investigate the writing
habits of 10 undergraduates over 10 weeks. They recorded the undergraduates as they composed
one text per week, on different topics, under a 40 minute time limit and following a broad rubric
of writing for 'a sophisticated national publication'. They mapped writing processes (planning,
translating, reviewing, and revising) at 1 second intervals using EventLog** and used concurrent
verbal protocols to disambiguate planning and reviewing. However, the 10 week time span is a
relatively short period of time in relation to the development of a complex skill. For example, it is
doubtful how much the habits of an advanced chess player would change in the same amount of
time/practice. Furthermore, it could be argued that it was inevitable that translating (text
generation) would be the dominant process when a 40 minute time limit was imposed.
Consequently, it is questionable how much 'stability’ would remain if writing longer texts,
different text-types, or over multiple composing episodes, and as evidenced by Van Waes and
Schellens (2003), the writing mode has a significant effect on how a writer writes (Levy and
Ransdell only studied computer composition). Nevertheless, they provided clear evidence of little

within-writer variability over the ten weeks.

Some within-writer invariance was also found by Torrance, Thomas, and Robinson (2000) in their
self-reported study of writing strategies from 322 UK undergraduates (715 essays were sampled).
Using cluster analysis, they identified 4 distinct writing strategies: minimal-drafting, outline-and-
develop, detailed-planning, and think-then-do. In their longitudinal sample (n=48), 41 students
used a single strategy for, on average, 69% of essay writing (these students produced 5-9 essays
each, over 3 years). The other 7 students used a mixture of two strategies that accounted for 88%

of their essay writing. Taken together, their results suggest that while students may have

13 Writing signatures 'are distinctively different between individuals. And like cursive signatures, they
exhibit small unsystematic differences within individuals across time' (p.158).

14 Eventlog records how long a keyboard key is depressed. Keys are assigned to events. When an event is
observed, the analyst holds down the corresponding key for as long as the event continues.
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preferred writing strategies (or 'signatures'), they are also not immune to switching between
strategies if the need arises. Whilst there is little investigation of this in the literature, movement
between strategies could be due to any number of interrelated factors (changing task demands,
motivation, etc.). Furthermore, in relation to strategy use and text quality, Torrance et al. admit
that their results are less than conclusive, and whilst they provide evidence that 'detailed-
planning' and 'think-then-do' strategies resulted in slightly better quality texts overall, they also
admit that correlations between strategy use and performance may be an epiphenomenon of a
number of interrelated factors, such as the writer's knowledge of the topic, their motivation to

write, time constraints, and their perception of the task.

Other research has highlighted the role of outlining on text quality. Until recently, it was well
accepted that creating an outline had a positive effect on text quality (Kellogg, 1994). However,
research by Baaijen et al. (2014) indicates that two additional variables may interact with the
effectiveness of outlining in relation to academic writing. Firstly, certain text-types may not
benefit from outlining, such as texts that call for complex, particulate patterns, which rely heavily
on topic knowledge for cohesiveness and cohesion. Furthermore, if a writer is learning the topic
as she/he is writing (as is often the case with student writers), then outlining may hinder the text's
potential to develop alongside the writer's understanding. In other words, imposing a text
structure may confine a writer to a certain line of thought, and if they cannot follow that line of
thought, then the text’s overall quality may suffer. This has clear implications for texts that call
for Aristotelian topoi realised via particulate patternings, such as the academic Essay, which | will
introduce in Chapter 4. Fundamentally, texts that call for Aristotelian topoi (or unfolding
arguments and their accompanying warrants) often call for a collection of rhetorical
spaces/schemes that are not easily realized via linear sequences of text. For example, a writer
may use the projection of objectivity or 'voice''® (a form of ethos), to appeal to a reader's
emotions or viewpoint (a form of pathos) via a collection of propositions that are interspersed
throughout a text, which, in turn, are given warrant by logical appeals and empirical evidence
(logos). Realizing the complex connections between these rhetorical strategies of pathos, ethos,
and logos—what | referred to earlier as particulate patternings—relies upon an elastic composing
space, because a slight change in any one of these strategies means a reorganization of the other
two. Although Baaijen at al. provide speculative evidence of this in their study, they fail to
explicitly make the connection between the increased complexity of the text the writer is being
asked to produce (in organizational terms) and the effects of outlining (cf. also C. Beauvais et al,,
2011, p.424). Secondly, in a somewhat related manner, outlining may only benefit writers who

prefer top-down strategies (i.e. a teaching to aptitudes approach, cf. Kieft et al., 2008). For

15 The linguistic realization of which will be covered in Chapter3, §3.7.
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example, Baaijen et al. (2014, p.90) found that high-transactional writers—those who prefer
bottom-up, spontaneous text production, and see writing as primarily heteroglossic (high-
transmissional)—produced significantly poorer quality texts when they spent five minutes
producing an outline prior to writing. Conversely, low-transactional writers—those who prefer
top-down, high-level problem solving processes, and see writing as primarily about summarising
content (low-transmissional)—produced significantly better quality texts when using an outline.
However, because of the nature of the task demands®® used by Baaijen et al., it would be
interesting to see their study replicated with a 'writing from sources' argumentative task. In such
a scenario the effects of outlining should be more pronounced, as low-transactional writers
should have a clear disadvantage in terms of producing texts that call for multiple points of view
on an unfolding argument, whereas high-transactional writers should be hampered in their ability

to develop the necessary understanding in such a situation.

The effect of revision on text quality is another contested area in process research. Fitzgerald
(1987) highlights how global revisions made by novice writers can negatively affect higher level
rhetorical functions (e.g. discourse organisation and flow), as they focus on surface level
corrections rather than connections between stretches of text. Similarly, Flower et al. (1986)
show how novice writers prefer a Detect/Rewrite strategy, while experienced writers prefer a
Diagnose/Revise strategy. Their findings illustrate that diagnostic skills, particularly the ability to
plan ahead, are key for successful revision. Here, past writing experiences may allow experienced
writers to implement 'a rapid interplay of conscious and automatic processes' (p.48), which aid
in the successful implementation of more complex globally-oriented revisions. Campbell, Smith,
and Brooker (1998) also found that early undergraduates focused on form (spelling, punctuation
and verb agreement) rather than meaning (semantic inconsistencies), as did Hacker, Plumb,
Butterfield, Quathamer and Heineken (1994). Similarly, Piolat, Roussey, Olive, and Amada (2004)
note how many students lack the ability to revise for improved coherence. Levy and Ransdell
(1996), however, observed that the higher rated essays in their experiments were associated with
40% more reviewing and revision time. Yet they also admit that measures of text quality were
relativistic and holistic. Overall, as Rijlaarsdam, Couzijn, and Van den Bergh (2004) note, 'revision
in itself is not the decisive factor of text quality' (p.190), and, as evidenced in Galbraith and
Torrance (2004), it may well be that 'poor' planners compensate with stronger revision skills,

whereas 'good' planners may not need strong revision skills.

In conclusion, then, as Van Weijen (2009, pp.79-81) rightly notes, generalizing across process

studies is inherently difficult, as studies vary considerably in sample size, methodology, number

16 Writers were asked to compose a journalistic piece calling for personal opinion.
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of tasks, task demands, conceptual focus (product, process, or product-process), design
(between/within group), measures of text quality, and whether or not they take the temporal
aspect of writing into account. However, although contradictory findings seemingly weaken
existing cognitive writing models—lending support to the fact that 'writing is a rich amalgam of
elements of which cognition is only one' (Hyland, 2011, p.20)—this short review has highlighted
that the absence of a fully developed model of writing may be an epiphenomenon of the
methodology used in its investigation; i.e. think-aloud protocols force a writer to verbalize actions
in terms of one activity at a time, when in reality many higher functions (e.g. generating and
translating ideas) are parallel and subconscious. Therefore, research is now moving away from
univariate analysis and toward multivariate analysis; here attempts are made to relate
combinations of activities to larger units of analysis (e.g. schemas). This move toward a
hierarchically structured view of writing, where composition occurs along a phase space
trajectory, not only supports Hayes' (2012) recursive schemas, but may also make for more
reliable predictors of text quality (Rijlaarsdam & Van den Bergh, 1996, pp.112-115; Van Weijen,
2009, pp.113-134). Consequently, we see increasingly complex methodologies used to collect

and analyse data, including keystroke logging software, which is the focus of the next section.

24 Keystroke logging research

Keystroke logging software (KSL) has become an increasingly popular means to collect data on
writers' habits. KSL records a user's inputs on a computer (e.g. key presses), and logs these inputs
against a time stamp (Lindgren & Sullivan, 2006). The majority of KSL research so far has
concentrated on the cognitive processes outlined above that can be linked to pause-related or
revision-based activity (cf. Abdel Latif, 2008). In pause related research, for example, the
assumption is that writing draws on the same cognitive capacities as speech. Such research
repeatedly shows a significant correlation between pauses and whole language units such as
between words or syllables, where intra-units pauses occur (e.g. intra-syllable) these tend to be
confined to individuals who show some kind of language impairment (Wengelin, 2007), thus
supporting the underlying assumption that writing does draw on some of the same capacities as
speech. Consequently, the majority of its findings relate to the cognitive aspects of revising, whilst
language based investigations focus on simple linguistic structures, such as the frequencies with
which parts of speech occur (Leijten, Macken, Hoste, Van Horenbeeck, & Van Waes, 2012;
Sullivan & Lindgren, 2006), pause lengths between language units as an indicator of language
impairment (Leijten, Engelborghs, et al., 2014), or how writers consult and use sources (Leijten,

Van Waes, et al., 2014).
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The importance of KSL to linguistic-based analysis is that it can provide insights into the when and
where of text production. This means that research can be expanded into other areas of writing
besides those covered above. The most significant for this thesis is the ability to examine the
unfolding of language features/functions/meanings in written text in real-time, in a similar
manner to that adopted by linguists who examine unfolding speech via transcripts (e.g.,
conversation analysts’). However, there is very little research that has focused on the unfolding
of meaning within written text, let alone focussed on the unfolding of larger discourse units (texts)
in terms of the co-textual and contextual variables that make up an instance of a specific genre
(i.e. the register variables of field, tenor, and mode). One tentative approach, however, was taken
by O'Donnell (2013), who used KSL to test how well three discourse semantic structures
commonly used within SFL research: Thematic Progression (Danes, 1974), Generic Structure
Potential (Hasan, 1978), and Rhetorical Structure Theory (Mann & Thompson, 1988) could model
the organization of text as it unfolded. O'Donnell's (2013) primary assumption was that at least
one (or possibly all) of these rhetorically based frameworks could provide valuable insights into
how written text was an evolving process (dynamic view) rather than a creationary product
(synoptic view). Although O'Donnell's study was admittedly exploratory, and involved relatively
short texts (less than 500 words each) that were structurally simple (15 were descriptive and 1
was a narrative), and elicited from volunteers via an online webpage (increasing writer variability),
it highlighted how meaning (or choice) could be modelled in an unfolding (or dynamic) text.
Although, he concluded that RST was the most applicable approach in relation to the one
narrative text, he had to modify it to account for the non-linearity of real-time composition.
Fundamentally, RST views text as synoptic, where interdependency relations are modelled in
terms of a head (nucleus) and its dependents (satellites). This makes it difficult (and very
cumbersome) to use RST where the analysis is incremental and interdependencies are often
changing—i.e. because text is constantly being moved around, added, or removed during
revision, links between spans of text are also constantly shifting, being deleted, and/or added. To
account for the fact that RST is designed for use on finished (or synoptic) texts, O'Donnell had to
modify it to incorporate multi-nuclei and additional schemas, with right branching bias. This right
branching bias allowed him to include 'temporary' satellites (i.e. those that were added, removed
or moved during revision activity) by attaching them to the corresponding nucleus as composition
unfolded. As this one study illustrates, then, analysing text as process can be very complex and
quite messy. Consequently, research seeking to analyse unfolding written text in any terms other

than syntax or morphology lacks a firm theoretical framework upon which analysis can draw.

7 The process of writing could be seen as having a conversation with oneself (or the text produced so far),
whereas the linguistic analysis of written texts primarily focuses on how the text itself is sequenced--as
opposed to how the writer wrote the text.
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Subsequently, a large proportion of this thesis is dedicated to developing and testing such an

approach (particularly, chapters 5 and 8)

In terms of examining the language of revisions, Lindgren and Sullivan (2006), attempted to
outline a taxonomy of revision types, defined as precontextual (low-level):
‘revisions at the point of transcription [...] that occur when the writer notices and

decides something that has just been or is in the process of being transcribed needs
adjusting.' (p.161)

and contextual (high-level):

‘revisions that are undertaken when writers move away from the point of
transcription to insert new text or to delete, substitute, or rearrange already written
text." (p.171)

However, whilst coding revisions according to the leading edge of text (what they assume to be
the writer's immediate focus) seems logical, their terminology suggests a demarcation between
planning/reviewing (precontextual) and realization/transcription (contextual), and does not allow
for the kind of movement a writer is making; i.e. is the writer moving forwards or backwards, and
how far from the point of inscription are they moving? Subsequently, this thesis suggests an
alternative approach based on spatial location, direction of movement, and temporal sequencing.

This is outlined in Chapter 5, §5.6.

2.5 Summary

This chapter has focused on writing through a cognitive psychology perspective. It showed how
process research initially perceived writing as a problem-solving activity, premised on the
attainment of expert-like practices. It then moved on to outline more recent research, where
writing is also viewed as a constructive process that helps create new meanings, connections, and
ideas on the page and in the writer. This chapter also showed how the interaction between
cognitive activities related to writing is fundamentally constrained by 'cold' cognition (attention,
cognitive processes, and memory) and 'warm' cognition (affects, emotion, motivation, etc.), and
the relationships between these and writing modes, lexicogrammatical conventions,
writing/reading strategies, and individual preferences for how to write. Moreover, it has indicated
how memory resources are, in turn, constrained by topic knowledge, linguistic proficiency, and

situational knowledge (e.g. audience awareness and genre expectations).

However, this chapter has also shown how cognitive models explicate many societal and
contextual concerns, and thus fail to explicitly address the varying demands placed upon writers
in different settings. However, it was also suggested that these omissions may be an

epiphenomenon of the research design itself, as most process studies (and models) focus on
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single writing episodes, and do not take in to account contemporary views on composition, where
writers frequently switch between documents (old and new), whilst also searching for, reading,
and drawing on multiple (re)sources (e.g., Leijten, Van Waes, et al., 2014). In other words, a lot
of writing is done 'mentally' during gestation periods and via intuitive processes, and draws
heavily on intertextuality (both materially and semiotically, as shall be argued in the following
chapters). Nonetheless, while it is easy to criticize such models on the grounds of 'methodological
solipsism', they have proved invaluable because: (1) they provide a common language (or
framework) for discussion; (2) they often include explicit predictions that can be (and have been)
subsequently tested; (3) because of (1) and (2) they have encouraged debate that has

incrementally advanced the field as a whole.

In conclusion, it appears that more research needs to be carried out on: (a) how the text produced
so far influences writing in terms of its contribution to cohesion, idea generation, external
coherence, and revision strategies '®;(b) teasing apart how different motivational aspects
(motives, self-efficacy, and self-regulation) influence the writing process, particularly during
periods of prolonged gestation (Hidi & Boscolo, 2007); (c) drawing together interdisciplinary
threads, particularly psychological views on cognition, linguistic views on meaning-making
(Byrnes, 2013), and affectual views on individual differences; (d) the role of 'content’, particularly
how genre knowledge can shape writing; and (e) how multidimensional structures (e.g.,
elaborated argumentative texts) are linearized through linguistic structuration. This last point is
particularly relevant here, because writing process models implicitly assume a one-to-one
mapping of thought to text. Whilst this holds true for some text-types, such as narratives, which
can be primarily structured in terms of linearity (causality, chronology, sequencing, etc.), many
essays rely on complex interdependencies set up within the text. For example, in terms of
argumentative essays, it appears that depth and breadth of topic knowledge is just as important
as how that knowledge is represented (Maton, 2013a). These interdependencies are realized in
the linguistic structures introduced in the next chapter (Chapter 3), which include inter-sentential
organizers, thematic relations, metaphorizations, etc., all of which enable a writer's thoughts
(ideas) and corresponding referential domains (e.g. opinions and beliefs) to be phased into a
seemingly linear representation that serves a particular function, usually that which falls within a

particular genre, realizing registerial patterns such as those introduced in Chapter 4.

18 Such research could benefit from eye-and-pen or eye-and KSL tracking methods.
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CHAPTER 3 System knowledge: What writers write

Introduction

The previous chapter introduced us to the first motif of this thesis, which was 'what writers do'.
This chapter focused on the actions of the writer, and primarily focused on the three key recursive
processes central to process-based research: planning, translating, and reviewing/revising. The
current chapter, however, moves us away from research into the connections between cognitive
processes (a cognitive psychology perspective on writing), and takes us into the realm of
connections between features of written texts (a text linguistic perspective on writing). This
chapter, then, introduces us to the second motif of the thesis, which is 'what academic writers
produce'. More specifically, it is here that we will examine what student writers are often
expected to produce by examining research into Academic English. Accordingly, we will start by

defining what 'Academic English' actually means.

Academic English (AE) is variably defined as a variety, register, or style of English used in school.
Developmentally, it reflects a move from congruent, dynamic (instantial) language to
incongruent, synoptic (systemic) language (Halliday & Martin, 1993; Kopple, 2002). In synoptic
language, things (participants in SFL terms) are foregrounded, and actions (processes) are
backgrounded. A gradual preference for synoptic language over dynamic language in scientific
writing is said to reverberate across all three time frames related to semantic change, or what

Halliday and Matthiessen (1999) term 'semogenesis', as shown in figure 3.1:
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Figure 3.1: Relation between semogenic processes (Halliday &
Matthiessen, 1999, p.18)

Phylogenesis is the expansion of the language system in the species (Halliday & Martin, 1993);
ontogenesis is the development of the language system in the individual (Christie, 2010);
logogenesis is the instantiation of the language system in text (Klein & Unsworth, 2014)%. This
chapter deals with research covering the phylogenetic and ontogenetic time frames, as it is from

these environments that the expectations of AE are derived; i.e. whilst the thesis concerns itself

1 This may be clearer if one (re)consults the 'cline of instantiation' (see figure 3.3, §3.1 below).
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with the logogenetic time frame, at this juncture | introduce how written AE is perceived (and

arguably valued) within academia.

In linguistic terms, written AE is often recognized and defined in relation to the syndrome of
features (or patterns of co-occurrence) it often displays. These typified patterns of co-occurrence
are more commonly referred to as ‘registers’. Register is a key concept in studying language
variation, yet exact definitions, as per definitions of genre (cf. §4.1), are somewhat varied.
Consequently, in the first section (§3.1), | attempt to situate register holistically, as both a
guantitative and qualitative measure of variation, using it as a primary backdrop against which,
for presentation purposes, | outline the kind of system knowledge (or linguistic repertoires) that
academic writers are often expected to (re)produce. This knowledge is represented in the form
of seven sections (§3.2—-3.8). Whilst these sections are presented linearly, their order in no way
represents the importance of one section over another, instead the contents of each section act
synergistically, in different measures, and to different degrees in different contexts, in order to
give text an academic 'flavouring' or registerial 'feel'. Moreover, although specific disciplines and
text-types foreground these features in different ways, | focus here on features related to the
'undergraduate Essay' (cf. §4.5), which, for the most part, is categorized as 'general academic
prose' (Nesi & Gardner, 2012). Consequently, in examining written AE in such a way, | am not
promoting a deficit model of student writing. | am merely contextualising development in terms
of movement toward a different registerial variation that arose in light of achieving functional

goals and social purposes (Halliday & Martin, 1993, p.68).

3.1 Academic writing as registerial variation

In different contexts, people speak/write in different ways. These ways of speaking/writing are
both reflective of and constitutive of the contextual features surrounding an interaction. For
example, the setting surrounding an exchange, the people we are addressing, the subject matter
we are covering, all have an impact on the language we use. Halliday (1978) notes how the term
'register' was first used by Reid (1956) to describe such variation in language use, and he
subsequently adopted (and adapted) it as a central concept in his theory of language (SFL).
However, as Lukin et al. (2011) note, because Halliday's view of language is multidimensional, so
too must be his take on register. For example, in 1978 Halliday defined register as 'the clustering
of semantic features according to situation type’ (p.68, 111, 123). This definition places register
within semantics, and perhaps explains why it is sometimes labelled ‘semantic sub-potential’ in
SFL diagrams (e.g., figure 3.3: Cline of instantiation). In later writings, Halliday (2011) defined
register as ‘the resetting of the probabilities in some region or regions of the lexicogrammar’

(p.57). Halliday's idiosyncratic use of the terms semantics and lexicogrammar in relation to
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register, then, reflects the fact that register cuts across all language strata (Halliday, 2005 [1995],
p.253ff), and thus both definitions are strictly true. In simpler terms, we can say that within SFL
register variation is observable at the level of 'Language internal: Content', whereas register as a
construct (or higher level abstraction) can be found at the level of ('Language external'), as shown
in figure 3.2 below. This view of register as ineffable, or varying according to perspective, reflects
the arguments put forth by Matthiessen (2015) that register can be a key means to bring theory

(language external) and description (language internal) together.
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Figure 3.2: SFL’s stratified view of language
However, as Lemke (1999) rightly states, register does not appear to cover all contingencies:
‘Register can give us the grounds for the typology of texts, but not for their typical
topographies [...] Something else is needed to map out the sequential phases or
stages of texts on various scales, including the changes in register potential in each
phase.’
Fundamentally, because Halliday’s register is systemic (potential), it covers simultaneous (holistic)
contingencies, as opposed to sequential ones; i.e. it is necessarily based on paradigmatic choice
because it needs to cover all four language functions. Martin (1992) deals with this tension
between typography and topography by modelling 'Language external: Context' as a double
layering of semiotic patterns represented by genre and register (figure 3.2 above and §4.1 for
more detail). In Martin's eyes, the fundamental difference between genre and register appears

to be realization, with genres being in a direct dialectal relationship with culture, and register
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being in a dialectical relationship with situation. This effectively means genre becomes the yin
(topographical) to register's yang (typographical)?. However, in practice, research has construed
this relationship primarily in terms of structure; i.e. genres are seen to have recognizable stages
(or 'scripts'), denoting a beginning, middle, and end, whereas registers do not: genre is
construed/activated by prototypical registerial patterns, and register is construed/activated by
language patterns (realized in the content plane of language). Hence, the quote: ‘genre is a
pattern of register patterns, just as register variables are a pattern of linguistic ones’ (Martin &
Rose, 2007, p.308). In this study, the use of keystroke logging can capture the unfolding of each
essay's typographical features, but for their topography | have drawn on existing research into

academic genres (cf. Chapter 4, particularly §4.5).

Consequently, it is in examining the unfolding of typographical features that register becomes a
useful perspective, particularly if we consider the view espoused by scholars such as Biber,
Conrad, Martin, Rose, and others (e.g., Bhatia, 2004; Hyland, 2002), where register appears to be
associated with ‘the grammatical dimension of genre [where] the characterisation of registers is
only probabilistic’ (Van Dijk, 2008, pp.151-152). In other words, being the manifestation of
meaning, lexicogrammar (the grammatical dimension of genre) can be ‘measured’ in much the
same way that matter can be measured in terms of mass, density, etc. It is perhaps unsurprising,
then, that larger corpus-based studies of register variation tend to ‘shunt’ its operationalization
into the lexicogrammatical strata of the content plane (much like Martin implicitly does). This
'shunting' may be intentional, or it may be an epiphenomenon of researchers' attempts to
decrease subjectivity and increase replicability. Nevertheless, it appears to be beneficial in many
ways: For example, semantic variation is much more difficult to measure, as not all processes of
meaning are realized in words and structures?®; for example, value systems, morals, and aesthetics

‘cannot be reduced to bytes of information; (Halliday, 2005, p.71).

Ultimately, regardless of which perspective on register one assumes, the core notion of Halliday's
view of register as relativistic and frequency based remains. Consequently, it seems safe to

assume a positioning of register (and genre) as per that of SFL's cline of instantiation:

2 Although, see Hasan’s (1995) contrasting view of genre as axial: system-structure.
3 Chapter 8 of this thesis, for example, proves this point to some degree.
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Figure 3.3: SFL's cline of instantiation* (Halliday & Matthiessen, 2013, p.28)

SFL's cline of instantiation (figure 3.3 above) embodies a complementarity of angles, where one's
perspective shifts from language as system to language in use; l.e. language as a system-text
continuum rather than a mechanism for the production/reception of texts (cf. Saussure's
langue/parole). From the system end of the cline, where phylogenesis occurs, a register appears
as a sub-potential (or sub-system), whilst from the instance end, where logogenesis occurs, a

register appears as one of many recognizable text-types! (Halliday, 2005 [1995], p.248).

However, by limiting register to the lexicogrammatical level, as Biber and others do, it is perhaps
easier to see how it is a useful construct when attempting to explicate linguistic features that
arise from a text’s perceived function; i.e. such a view allows us to separate the ideal (genre) from
the real (text), where what is frequently called a ‘text-type’ is, in reality, the coming together of
genre and register. Following this view of register, then, features of written AE are often
demarcated into quantifiable dimensions (e.g., Biber, 2006) or qualitative categories (e.g.,
Schleppegrell, 2004b). Quantitative studies typically count features assigned to certain
dimensions/categories, and one long standing (and popular) methodology in this respect is
Douglas Biber’s Multidimensional analysis (§3.2 below). Qualitative studies, on the other hand,

typically examine linguistic features in relation to one (or more) of the following broad categories:

4 Genre is placed under semantic sub-potential by Martin and Rose (2007, p.310).
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(1) Lexicogrammatical intricacy, (2) use of grammatical metaphor (congruent/incongruent
realizations), (3) tightly knit structures, (4) lexical density, (5) appropriate ‘voice’, and (6) use of
formulaic sequences. It is the coming together of these six broad language features in certain
combinations/frequencies that gives 'well-polished' academic text the impression of lexical
precision, informational density, explicit organization, and clear stance. These six features will be

covered in sections 3.3 to 3.8, respectively.

3.2 Multidimensional Analysis and the undergraduate Essay

Multidimensional analysis (MDA) provides a bottom-up subsidiary to the top-down discourse
analytic approach of many SFL qualitative studies. Put simply, whereas SFL studies use field, tenor,
and mode to mediate between context and language (modelling register as the explication of
system probabilities (Matthiessen, 2006)), MDA uses ‘Dimensions’ to mediate between situation
and language, and thus aims to reveal the relative distribution of linguistic parameters (or
dimensions) in text: it ‘permits comparisons of multiple registers along a relatively small number
of underlying dimensions of variation’ (Biber & Conrad, 2009, p.216). These dimensions are made
up of groups of co-occurring linguistic features (‘factors’), where both positive and negative
features make up a dimension®. For example, 3™ person pronouns, past tense verbs, mental and
verbal processes, and animate nouns are seen as positively contributing to narration; whereas
concrete technical nouns (and their quantifiers) are seen as negative contributors to narration

(Biber & Conrad, 2009, p.228).

From a multidimensional viewpoint, registers differ with regard to how a number of key
dimensions are distributed across communicative/situational contexts. These dimensions emerge
from a corpus-based factor analysis (a statistical approach used to reduce a large number of
linguistic features to a relatively small number of groupings or 'dimensions'). These groupings are
then analysed for their functional purpose and given an appropriate label. Such an approach
allows the analyst to compare and contrast texts in terms of a multidimensional space, with
dimensions given ‘scores’ along a cline that represent more or less of a particular communicative
function. Scores for each dimension are calculated by adding up all the positive features related
to that dimension and then subtracting all the negative features related to that dimension (i.e.
feature counts). Scores are also normalized (per 1000 words) and standardized for comparison

across texts, collections of texts, or 'established' registers.

In Nesi and Gardner's (2012) study of UK university writing (also covered in Chapter 4), Douglas

Biber was employed to use his MDA on their data. He scored the 'Essay' genre as follows:

> Positive and negative reflect high and low frequencies, and are thus mathematical rather than evaluative.
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Dimension 1: Involved versus informational. This dimension differentiates between face-to-face

conversation (+35) and academic prose (-15). Low (negative) scores reflect densely packed and
precise informational content. The Essay scored -14.33, reflecting text with a relatively high

number of complex nominal groups (NGrps) and a high type-token ratio.

Dimension 2: Narrative versus non-narrative. This dimension differentiates between romance

fiction (+7) and academic prose (-2). High (positive) scores reflect the presence of features
denoting narration (past tense verbs, perfect aspect, third person pronouns etc.). The Essay

scored -2.48.

Dimension 3: Elaborated versus situation dependent. This dimension differentiates between

official documents (+7) and radio broadcasts (-9). Low (negative) scores reflect elaborate and
specific language. The Essay genre scored -6.2 (academic prose=-6), representing a relatively high

occurrence of Wh-relative clauses, nominalizations, time and place adverbials, and locatives.

Dimension 4: Persuasive. This dimension differentiates between editorials (+3) and broadcasts (-

4). Positive features include infinitives (hope to prove), suasive verbs (e.g., insist, command),
modals (except obligation), and conditional subordination. As Nesi and Gardner (2012, p.46) note,
the Essay scored the same as academic textbooks (-1.8), which suggests that students realise
arguments differently from expert writers, possibly by emulating those texts they are most often

exposed to (cf. Chapter 4, §4.3 for more on this).

Dimension 5: Abstract and impersonal versus non-impersonal. This dimension differentiates

between academic prose (+6) and telephone conversation (-4). The Essay scored 5.9, reflecting
abstract and impersonal language that includes conjunctions, passives, and post-

nominal/adverbial clauses.

Overall, the Essay fell at ‘the mid-point of student writing on the informational (first), persuasive
(fourth) and impersonal (fifth) dimensions’ (Nesi & Gardner, 2012, p.120). In terms of elaboration
(third dimension), the Essay was more elaborate than other academic genres, whilst in terms of

narration (second dimension), it showed less narrative features than general academic prose.

Ultimately, then, MDA can help locate a text's characteristics in relation to genres and/or other
texts, giving insights into how different functional orientations (reflected in lexicogrammatical
patterns) are construed/activated by different situational characteristics. However, such an
analysis is highly involved, and while Biber uses a computer program to automate some of this
process, this program is not available to other researchers. Furthermore, although there are
examples of what linguistic features fall under what dimensions, a full list of the features used by

Biber is not readily available, and whilst some of the features (such as those listed above) are

6 1n their study Nesi and Gardner reversed the polarity of this dimension for ease of comprehension.
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relatively objective, and are thus straight forward to code, there are other features (particularly
stance markers (cf. §3.7 below)) that are more dependent on subjective interpretations.
Moreover, as with most corpus linguistic approaches there is a privileging of alphabetic literacy,
and thus MDA does not take into account contributions from other semiotic modalities. Finally,
as many scholars argue (Gardner & Nesi, 2013; Hunston, 2013), to make sense of the complex
patterns provided by such analyses we need a complex theory of language, such as SFL, which
affords a systematic way to examine language choices. What exactly this theory of language can
offer will be explicated in Chapter 5, §5.2.2. For the time being, however, we will move on to

examine what the complex lexicogrammatical patterns hinted at above actually represent.

3.3 Lexicogrammatical intricacy

As indicated by Biber's findings (above), academic writing is seen to be informationally dense, and
as we shall see in the following sections (particularly §3.7), this density is often engendered in
complex NGrp (Participant) structures. However, such wordings not only increase informational
density, but they also provide a textual function, linking entities within and across texts (McCabe

& Gallagher, 2008).

In a stratified view of language this duality reflects the distinction between 'the potential to refer,
and the potential to expand' (Ravelli, 2004, p.132). Whittaker et al. (2011), for example, in a 4
year study of 12-16 year old Spanish students learning English through Content and Language
Integrated Learning (CLIL), focused on the NGrp's potential to act as referent (information
management via recoverability) and carrier of semantic density (register appropriateness through
pre-/post-modification). Their results showed greater textual cohesion in later texts (15/16yr.
olds) due to a slight increase in co-textual referents (endophora) and NGrp complexity, and a
decrease in contextual reference (exophora). However, their findings were limited as students
only had 20 minutes to complete their task, resulting in texts of only 105-238 words.
Nevertheless, their findings illustrate how writers can exploit the NGrp to fine tune how we

introduce (presenting reference) or track (presuming reference) an entity in a text (Martin, 1992).

A great deal of similar research’ shows how by manipulating NGrps (Participant structures), a
writer can 'freeze' reality, construing dynamic events as static entities, and turning abstractions
into seemingly concrete things that can be conceptualised and analysed (Christie, 2012; Halliday,
1998; Halliday & Martin, 1993). Such NGrp complexity in terms of semantic density (e.g.

nominalizations such as those examined by Martin (1991)) and the number of elements present

7 Corpus-based studies, for instance, frequently cite noun modification as a significant feature of written
AE: Biber et al. (1999, p.578), for example, found that 60% of nouns were pre- or post-modified.
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(i.e. increased pre- and post-modification as measured by Biber (2006)) is clearly engendered by
writing's affordances to plan, revise, and edit text, with studies showing strong correlations
between the number of complex NGrps per clause and written complexity (Lu, 2011), and the

number of complex NGrps per Theme and text quality (McNamara, Crossley, & McCarthy, 2010).

34 Grammatical metaphor

As mentioned above, informationally dense text often makes use of abstract/technical lexis
contained within NGrps (Halliday & Martin, 1993). It is these kinds of wordings that function to
reconstrue logical relations (e.g. relational clauses), events (processes), and qualities

(circumstances) into things (nouns) that can be quantified and evaluated (e.g., fluctuation).

When elements are reconstrued in such a manner, they are said to be incongruently realized.
Halliday (1998) coined the term grammatical metaphor (henceforth GM) to account for this
process. Perhaps the simplest definition of GM comes via comparison with the more traditional
concept of lexical metaphor. Looked at from above, and drawing on Saussure's (1916)
signified/signifier bifurcation, Halliday (1998, p.191) sees lexical metaphor as involving a
departure from congruent (or most frequent) meaning, while GM involves a departure from
congruent (or most frequent) realization: lexical metaphor=same signifier (realization), different
signified (meaning), GM=different signifier (realization), similar signified (meaning). For example,
the congruent (most frequent) realization of a Thing is a noun, and for an Event it is a verb. If GM
is the reconstrual of congruent meaning into a new form, then an example of an incongruently

realized event/happening (congruently a verb) would be a thing (congruently a noun).

Martin (2013) equates this transformative process to stratal tension between lexicogrammar and
discourse semantics, where 'grammatical metaphor affects the coding relation between

semantics and grammar' (p.27), as per figure 3.4:
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Figure 3.4: Grammatical metaphor as stratal tension (Martin, 2007, p.53)
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In figure 3.4, happenings (processes), circumstances (qualities), and logical relations (e.g.,
conjunctions) are transformed into things (nouns) through a stratal 'shift' more commonly known
as 'nominalization'. Here, we get reconstruals such as the verb 'submit' becoming the noun

'submission' (Martin, 1991).

However, although nominalization is the most frequent kind of GM, GM occurs across all ranks
and metafunctions. For example, GM also takes figures at the level of discourse semantics
(clauses) and condenses, distils, and reconstrues them into constituents within lower ranks (e.g.
NGrps) (Halliday & Matthiessen, 1999). Being able to manipulate meaning in such a way affords
the writer a considerable amount of semantic energy, 'transforming the flux of experience into

configurations of semiotic classes' (Halliday, 1998, p.197).

One of SFLs' most important contributions in this respect has been to illuminate the role of GM
in advanced writing (Simon-Vandenbergen, Taverniers, & Ravelli, 2003). For example, GM is seen
as a key contributor to the NGrp's ability to expand and distil information, enabling referential
chains to be constructed and maintained, which in turn enables information within a text to move
from one phase to the next, as discussed above (Christie & Derewianka, 2008; Halliday, 1993,
1998). Textually, then, GM can provide anaphoric reconstruals, taking previously stated
information and repackaging it into a compact referent (semantically speaking), which can then
be used to maintain the Given®*New status preferred in language (Fries, 1992, 2002).
Interpersonally, GM allows evaluative elements to be added as pre-modifiers, creating multiple

meanings within the NGrp.

However, GM is often said to promote a loss of information, introducing ambiguity, uncertainty,
and abstraction because it can take detailed meanings (e.g. fully constructed clauses) and
condense them down into smaller units (e.g. NGrps) where some of the original meaning is made
implicit (Halliday, 1998, pp.169-171; Halliday & Matthiessen, 1999, p.230). Consequently,
extracting the implicit meanings and relations embedded in GM often requires the reader to be
part of the specific discourse community from whence that GM evolved. In numerous articles
connecting SFL with social realism, for example, Martin (2007) even suggests that GM is the
fundamental 'social semiotic nub of institutionalized learning' (p.55), and, in essence, it is GM that
symbolises the successful transition from common-sense (horizontal) discourse to uncommon-
sense (vertical) discourse: 'From a functional linguistic perspective, if no grammatical metaphor,
then no verticality' (p.54). However, while Martin's view (and others) perhaps places too much
emphasis on GM—for example, many L2 students make minimal use of GM yet still pass English
universities courses (Liardét, 2013)—the agnation of GM (interpersonal, ideational, and textual
GMs) throughout the entire semiotic system makes it an ideal and challenging candidate for

examining advanced writing. Consequently, studies have moved beyond the traditional focus of
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L1 English students (Christie, 2010; Christie & Derewianka, 2008), and expanded their scope to
give a clearer picture of what GM actually does. These include studies on EFL learners (Liardét,
2013), ESL learners (Schleppegrell, 2004a), German as a FL® (Byrnes, 2009). Liardét (2013)
undertook a cross-sectional study of 6 Chinese English majors enrolled in years 1 and 4 at a
Chinese university. Although she only analysed 3 texts from each year, she augmented her
analysis by including learner errors in form, yet her overall findings indicated that all forms of GM
were significantly underused by all her subjects. Similarly, Schleppegrell (2004a) examined lab
reports produced by three L2 writers and one L1 writer (3rd/4th year undergraduates). Her
analysis also indicated that her L2 writers made less use of GMs than the L1 writer did, resulting
in reports that were deemed wordy, informal, and at times difficult to follow (pp.180-181).
However, through wider usage of GMs (interpersonal, ideational, and textual) the L1 writer
achieved a level of technicality, authoritativeness, and cohesiveness that was more valued by the
same assessors®. Ultimately, as Thompson (2009) aptly illustrates, increasing repertoires of GM
(particularly those serving a cohesive function) can result in better received academic texts, but

student writers can still achieve their intended goals without full mastery of GM.

35 Tightly knit structures

When text is seen as discourse (language achieving a specific purpose) rather than isolated
structures, linguistic patterns are said to 'point to contexts beyond the page, implying a range of
social constraints and choices' (Hyland, 2011, p.23)%°. It is in operationalizing these meanings in
terms of text structure, linking meaning to wording, that SFL has made a major contribution to
studies of academic writing (Devrim, 2015). Take, for example, a text concerning the transmission
of historical knowledge. This would typically take the form of an Exposition and follow a
progressive pattern (Coffin, 2006), where a topic is introduced, expounded, and then expanded
upon in a logical sequence. In this kind of patterning, text progresses from something
presupposed (Given) to something introduced (New), where its thematic progression (periodic
meaning) is relatively stable!'. Alternatively, in a text concerning rhetorical persuasion and
argumentation, grammatical patterning is likely to be more complex, as meanings are dispersed
prosodically as well as periodically, reflecting increased abstraction as interpretations and

evaluations become things, participants are effaced, and dynamic happenings become static

8 Byrnes (2009) study was interventionist and involved explicit instruction, so it is not discussed here.

9 For example, through textual metaphors the L1 writer manipulated what came first in the clause by
condensing previous text and linking it to what came next. This enabled him to switch from non-specific to
specific reference, allowing him topic elaboration whilst maintaining texture.

0 This is the view that subsumes many strands of genre theory (cf. §4.1), where organizational expectations
are reflected in typified patterns inherent in text-types.

1 Lexical cohesion in such text is achieved via referential chains, which link information between clauses.
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events (cf. Coffin, 2006).

In terms of the structuring of student essays at the macro-level, it is said that most essays follow
a three part structure of Intro*Argument(s)”Conclusion (Nesi & Gardner, 2012, p.97). In terms of
Exposition and Discussion (the two genres examined in this thesis) this structuring is relabelled as

Thesis”Evidence”Restate_thesis and Issue*Alternative_Argument(s)”Final_Position .

At the micro-level of text structuring (within paragraphs/stages), information is said to be
organised via referential relations, which are typically identified and elaborated within the text
because additional information and recourse to the writer are not always available. However,
research is somewhat divided as to the role of explicit referential markers as predictors of text
quality: for example, studies that manually code linguistic features show strong correlations
between explicit cohesive markers and text quality (Uccelli, Dobbs, & Scott, 2013); while studies
that use less subjective, automated coding procedures suggest that overall coherence is a better
predictor of writing quality than the inclusion of cohesive markers (McNamara et al., 2010).
Ultimately, as will be argued in the next chapter, a complex interplay between the presentation
of knowledge (the writer's perspective) and reception of knowledge (the reader's perspective)

makes studying the notions of cohesion and coherence in complex texts difficult.

3.6 Lexical density

By age 13, students are regularly exposed to dense informational texts (Schleppegrell, 2006,
p.51). This density is engendered by the previously listed features, which condense key
information into language structures (i.e. metaphorisation, embedded clauses, NGrp complexity,
etc.). To put a figure on the this density, studies use a measure called 'lexical density', which gives
the proportion of nouns, verbs, adjectives, and some adverbs in a text. It is calculated in one of

three ways:

Open class words

x 100 (Ure, 1971)

Total no.of words

Lexical density | oOpen class words
(LD) = Closed class words

(Ure & Ellis, 1977)

No.of lexical items

(Halliday, 1985; Halliday & Martin, 1993, p.76)

No.of ranking clauses

Table 3.1: Ways of calculating lexical density

Despite the subtle differences in these formulas, research repeatedly shows that lexical density
is highest in formal written language. Fundamentally, this increased density reflects key
information embedded and/or condensed within the textual peaks of a clause (i.e. elaborated
participants). When meanings are 'lexicalised' in such a fashion (as explained in §3.4), the

opposition between spoken and written text, in its broadest sense, can be seen as clausal
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(dynamic/unpacked) versus nominal (static/packed). However, measures of lexical density do not
take into account the frequency of items in the language as a whole. As Halliday (2009) states 'in
some sense, at least, using items of very low frequency increases the complexity of the text'
(p.76); studies into more successful writers, for example, frequently indicate that higher rated
essays use more infrequent, more ambiguous, and fewer concrete words, which seem to increase
with exposure to schooling (Crossley, Weston, Sullivan, & McNamara, 2011). Furthermore, many
studies show that, taken together, lexical diversity and syntactic complexity are better predictors
of text quality (Beers & Nagy, 2009; McNamara et al., 2010; Uccelli et al., 2013), while other
researchers, notably Ventola (1996, pp.187-188), maintain that measures of lexical density do
not always reflect 'good' academic writing, as writers need to be able to pack (condense) and

unpack (diffuse) information for readers (cf. also Martin, 2013; Maton, 2013).

Ultimately, although such measures are quick and easy, there are a number of other factors that

need to be considered when examining the 'complexity' or 'density' of language within text.

3.7 Appropriate 'voice'

"Voice', and the accompanying term 'stance', are defined (and used) in a number of ways. For
example, some researchers use the term 'stance' (Biber, 2006; Hyland, 2005b), others prefer
‘appraisal' (Martin & White, 2005), 'evaluation' (Hunston & Thompson, 1999), or 'footing'
(Goffman, 1981). Likewise, 'voice' has been called 'personal stamp' (Elbow, 1994), 'idiolect'
(Coulthard, 2008), 'sighature/key' (Martin & White, 2005), and 'key' (Hood, 2004, 2010)*2. One of
the main researchers into academic voice in writing, Ken Hyland (2012b), defines the terms as
follows:
'| understand stance to refer to a writer's rhetorically expressed attitude to the
propositions in a text and voice as his or her attitude to a given community.' (p.134,
italics in original)
From Hyland's perspective, stance orients to topic (more writer-oriented), whilst voice orients to
context (more reader-oriented). Similarly, Matsuda (2001) sees voice as:
'the amalgamative effect of the use of discursive and non-discursive features that
language users choose, deliberately or otherwise, from socially available yet ever-
changing repertoires; it is the overall impression.' (p.40)
Voice, then, is often seen as the gestalt impression a reader gets. Stance, meanwhile, appears to
be linked to the status and value of information, and is evident in features such as attitude

markers (interesting), boosters (very), hedges (possibly), self-mention (pronominals), and

2 |n SFL voice is instantiated at the level of register and stance/appraisal is instantiated at the level of text.
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engagement markers (forms of address, questions, etc.) (Hyland, 2005b). However, for reasons
of consistency (and personal orientation), here | turn to a somewhat speculative formulation.
Namely, there are three overlapping sides®® to 'voice' in writing, and that these reflect the basic
distinction between dialogism (reader-writer interaction), heteroglossia (interaction with other
voices), and intertextuality (interaction with other texts). | have attempted to overlay these

interactions onto Bazerman/Aristotle's (2004) communicative triangle (also introduced in §4.2):

Topic
T
D
—+
. . e . .
<—Dialogism —&8 —Dialogism —»
PO
o,

Reader @ 3ligns » Writer
Figure 3.5: Voice and communicative stance in academic writing

In figure 3.5, | have 'pulled out' heteroglossic and dialogic positionings to more clearly represent
their trajectories (shown on the right hand side). Intertextuality occurs at the intersection of these
positionings, where reader/writer/topic positionings pass through 'literature/knowledge’. In this
way, voice as a metaphorical construct can be seen as the sum of the interactions along each side
of the triangle, all of which are subject to intertextual forces. Stance (interactional resources),
meanwhile, can be seen as the position(s) taken between the reader/writer and the topic, and
thus primarily represents heteroglossic concerns. Audience awareness (interactive resources) can
be seen as the positionings taken up between the reader and writer, which primarily represent
dialogic concerns. From this point of view, the three sides of the triangle represent individual
areas of investigation (as explicated below). Furthermore, by suggesting such a view, | hope to
highlight that voice in writing, and all forms of stance (interactional, subjective/positioning, and
evaluative) are ultimately filtered' through the lens of existent literature (or 'knowledge'), and
that both concepts relate to a positioning of communal versus personal versus dialogical. I.e., this
view recognizes that voice can be examined in three separate, yet interrelated ways: as an effect
on the reader, a role taken on by the author, and an empowering tool to signal membership within
a discourse community. Such a view also highlights the problems associated with examining voice,

as it represents a medley of opposing forces: 'competing claims of self-assertion and self-

13 |n SFL terms, these would primarily concern textual, logical, and interpersonal meanings.
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effacement, individual creativity and institutional authority, personal commitments and
community expectations' (Cameron, 2012, p.249). These forces, broadly speaking, draw on the
full spectrum of metafunctional meanings (ideational, interpersonal, and textual)*, and thus

constitutes a field of research that covers many angles of the same phenomenon.
Dialogism

The first 'side' to voice is dialogism, which in writing primarily involves features that are more
traditionally associated with textual (or interactive) moves. Research in this area concerns the
connections made between textual structures and the information contained in text, as well as
the features that seek to draw the reader into the text. The main function of such moves is to
help the reader navigate the text and its propositional content by signalling Given/New

information, highlighting topic shifts, elevating objectives, etc.

From a corpus linguistic perspective, these moves are researched in terms of ‘interactive
metadiscourse’ (Hyland, 2005a) or 'discourse organizers' (Biber, 2006). Hyland (2005a) cites five
broad subcategories: frame markers (one reason, firstly), transition markers (therefore, however),
endophoric markers (see figure x), evidentials (Smith states), and code glosses (for example, i.e.).
Such features assist in 'the creation of coherent, reader-friendly prose while conveying the
writer’s audience-sensitivity and relationship to the message' (Hyland, 2007, p.266). In other
words, these features contribute to an author's voice by helping to construct and maintain
relationships with readers. However, much of this work has been done on texts produced by
experienced or professional writers, and thus many of the features listed are often missing in low-
level student writing (Nesi & Gardner, 2012; Uccelli et al., 2013). Aull and Lancaster (2014), for
example, found that many of the code glosses and adversative/contrast connectors®® present in
4™ year undergraduate and early postgraduate texts (n=615) were absent, or very infrequent in

texts written by pre-enrolment students (n=4032)%.

Furthermore, corpus linguistic approaches, such as that of Hyland and Biber which primarily rely
on ‘countable’ features, can miss many of the features that contribute to a text’s dialogic appeal.
For example, relations between stretches of text can be signalled by means other than linguistic
markers. For example, because of SFL’s increased focus on the semantics of text, it has the ability
to uncover implicit dialogic contributions. Broadly speaking, SFL research focuses on
textual/logical (interactive) moves in terms of two basic structures: inter-sentence structure—

investigated in terms of logicosemantic links (Martin, 1992), rhetorical structure theory (Mann &

4 Whilst | acknowledge that other aspects can contribute to academic stance (wording of essay prompts,
explicit advice/feedback, cultural norms, etc.), | limit my focus here to textual evidence.

15 These are treated under the functional category of 'counter-expectancy' by Martin and White (2005).

16 For example, they found that one type of code gloss, 'reduction’ (a type of reformulation strategy), was
almost twice as popular in the more experienced writer's texts (p.165).
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Thompson, 1988), and thematic progression (Berry, 2013); and (2) intra-sentence structure—
investigated in terms of Theme”Rheme choices and/or marked/unmarked conflations of theme,

information, and reference (Moore, 2012).
Heteroglossia

Heteroglossia, the second 'side' to voice in writing, involves those features of language that are
more traditionally associated with interpersonal (or interactional) moves. Most frequently
referred to under the broad label of 'stance' (Biber, 2006; Hyland, 2005b), such features have also
been examined under the rubrics of ‘interactional metadiscourse’ (Hyland, 2005a), 'appraisal’
(Martin & White, 2005), 'evaluation' (Hunston & Thompson, 1999), and 'footing' (Goffman, 1981).
Appraisal theory, for example, builds on the traditional concepts of affect and epistemic modality,

but also encompasses attitude, engagement, and graduation.

The majority of this research operates on the basis that stance is instantiated with regard to two
independent axis (Gray & Biber, 2012): one interpersonal and epistemic, which ranges from
feelings and attitudes about knowledge (affect) to the status of knowledge (evidentiality), and

one linguistic, which ranges from lexis to grammar, as shown in figure 3.6:

Affect Evidentiality

Lexis Grammar

Figure 3.6: Axis by which stance is typically analysed (Gray & Biber, 2012, p.19)

In relation to the first axis (Affect-to-Evidentiality), affect broadly refers to the value (attitudinal
stance) of knowledge, or the 'feelings, moods, dispositions, and attitudes associated with persons
and/or situations' (Ochs & Schieffelin, 1989, p.16). Evidentiality, on the other hand, broadly refers

to the status (epistemic stance) of knowledge (Chafe & Nichols, 1986).

Academic writing is said to draw considerably more on evidentiality than affect in portraying
appropriate 'stance' (Gray & Biber, 2012, p.19). More specifically, epistemic markers that are
typically cautious and delimited, yet retain an air of assertion, are frequently cited as being the
most valued forms of stance amongst community members (Aull & Lancaster, 2014; Uccelli et al.,
2013). This is reflected in research that focuses on the distinction between deontic projections of
obligation, necessity, disapproval (e.g., x should not exceed y), and epistemic projections of
degrees of certainty or belief (e.g., it may be that). Reilly, Baruch, Jisa, and Berman (2002) go as
far as to suggest that students show a developmental path from deontic to increasingly epistemic
views on knowledge. However, their findings are limited by their decidedly homogenous sample

(middle-classed adolescents).
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Nevertheless, other researchers frequently remark how experience with academic writing leads
to a decrease in deontic markers (boosters) and an increase in epistemic markers (hedges) (Aull
& Lancaster, 2014; Hyland, 2005b). Simply put, research suggests that writers assume a more
distanced stance through prolonged exposure to academia, reflecting movement toward a
community's preferred way of presenting knowledge. For example, in a study of 51 students,
Uccelli et al. (2013) found that the use of epistemic hedges significantly correlated (p<.01) with
the perceived quality of students' essays. However, they only sampled one text-type and only 21
essays featured epistemic markers. Still, such research clearly illustrates how research into voice
and stance in written AE focuses on phenomena that falls near the evidentiality end of this axis.
This is because 'overt stance expressions are relatively rare in academic writing' (Gray & Biber,

2012, p.24).

Furthermore, until recently most studies into stance have focused on the introduction section of
research articles, as this is seen as a prime site to construct authorial positioning and identity
(Hood, 2010). Consequently, research into how undergraduates construct stance is relatively
rare. Yet, despite these limitations, there appears to be some specialized stance structures that
are highly valued in academic writing, some of which | introduce here in relation to the second

axis (Lexis-to-Grammar).

Drawing on the metaphor of field, wave, and particle frequently used within SFL (Halliday, 1979),
stance markers can be realized prosodically (field-like) as interpersonal elements, such as
adjectives, adverbs, and other modifiers (Biber, 2006; Hood, 2004; Hyland, 2005b; Lancaster,
2014), periodically (wave-like) as textual structures within Theme-Rheme (A. Hewings, 2004;
Hyland, 2012a; North, 2005), or iteratively (particle-like) via logical relations such as hypotactic or
paratactic expansion and projection (cf. Chapter 7, §7.2.4 and Chapter 8, §8.3), logicosemantic

links (Martin, 2007), compliment clauses (Biber, 2006), or rhetorical relations.

Prosodic realizations, such as hedges or boosters, are distinguishable interpersonal elements that
are spread throughout a clause. Hedges are often embedded within the verbal group, where they
decrease epistemic commitment by means of evidential verbs (appears/seems), verbal/mental
processes (suggest/believe), modals (may/might), approximate adverbs (possibly/feasibly), or
minimizers (almost/essentially) (Aull & Lancaster, 2014, p.160)*. Boosters, on the other hand,
serve to increase epistemic commitment, with the most common being amplifying/intensifying
adverbs (entirely/obviously). However, research into these features has not examined 'the extent
to which stance is expressed lexically (through evaluative choices) in academic writing' (Gray &

Biber, 2012, p.27). This leaves open the question of how much stance in writing is realized

7 Biber (2006, chp 5) indicates that modal verbs are the most frequent stance device in all academic
registers, whilst 'stance adverbs' are the third most frequent.
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implicitly. Thus, whilst large corpus based studies have revealed interesting patterns, more

gualitative studies are needed.

Periodic realizations of stance most commonly appear as extraposed complement clauses (Biber
et al., 1999, p.674). A clear example of their use and distribution can be seen in Hewings and
Hewings (2002) study of 'thematized comments' (G. Thompson, 2004, p.152). In this study the
authors aptly illustrate how students use formulaic-like constructions (cf. the next section for
more detail) to balance depersonalization and evaluative stance, obscuring the true source of
appraisal. Similarly, Schleppegrell (20044, introduced above) shows how assessors favoured the
more objective projections (e.g. it is obvious that...) produced by one L1 writer as opposed to the

more subjective projections of L2 writers (e.g. | believe that...).

Whilst the research above has investigated voice from the perspective of textual evidence, other
research has investigated voice from the reader's perspective (Matsuda & Tardy, 2007). This
research argues that any judgement on a text's voice/stance is ultimately ascribed by the reader.
For example, Matsuda and Jeffery (2012) see voice as 'a metaphorical concept capturing the
sense of author identity that comes through when readers interact with texts' (p.151). They
conclude that 'if the rubrics include voice in their criteria, they will increase the likelihood of
teachers and students valuing voice as an important concept' (p.153). Similarly, Matsuda and
Tardy's (2007) exploratory study of a simulated blind peer review showed how holistic
conceptions of voice are often gleaned from whole texts, rather than any particular feature or
group of features. Consequently, they conclude that
'the impressions that a reader forms of an author - or more specifically, the aspects

of identity that a reader attends to - are unlikely to be static across readers or tasks'
(p.44).

Conversely, Hood (2004) sees voice in terms of registerial 'keys', which she defines as:

'the ways in which patterns of evaluative resources construct positional roles
associated with given registerial genres. It is these registerial keys in discourse that
in SFL research are sometimes referred to as voices. From the perspective of
instantiation, then, voice is more or less synonymous with key' (Hood, 2012, p.56).
In her research on introductions to academic papers (2004), she identifies three different keys:
observer, critic, and participant. Each 'key' is associated with a different configuration and range

of options with regard to choices in APPRAISAL. This view, then, once again highlights how holistic

concepts such as 'voice' and 'register' are often framed as probabilistic patterns inherent in texts.
Intertextuality

Intertextuality in written AE is most visible/explicit in citation practices. As Groom (2000) argues,

successful argumentation calls for the writer's voice to be the most dominant and, thus, whilst
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other voices must be acknowledged, they should be subordinated by, and thus subordinate to,
the writer's subjectivity. Paul Thompson (2012) believes that this tension can be seen in the
interplay between 'averral' and 'attribution', where averral identifies (and identifies with) the
author, and takes the form of self-mention, self-reference, etc., while attribution acknowledges
(and identifies) a contribution from a third party (typically via citation). However, as Hyland
(2005a) notes, these functions rarely occur in isolation, and, therefore, 'it is not entirely clear how
far either the analyst or the reader can determine which function may be intended' (p.33). This
makes it difficult to assign exact labels to features found in texts. However, citation practices are
repeatedly cited as an important attribute in 'good quality' texts. Wingate's (2012) study of 1
year linguistics majors, for example, found that 70% of high scoring essays received comments

on good use of sources.

3.8 Lexical 'bundles'

This final section takes a brief foray into the increasing interest in the role of multi-word
sequences in written AE. Referred to as 'clusters' (Hyland, 2008a; Nesi & Gardner, 2012), 'n-
grams' (Stubbs, 2007), 'lexical bundles' (Biber et al., 1999; Chen & Baker, 2010; Hyland, 2008b;
Pérez-Llantada, 2014), and more, these sequences include constructions such as it should be
noted that and in what follows | will. In terms of studying written AE the frequency of these
bundles reflects the lexicogrammatical intricacy of NGrps explained above. For example, Biber
(2006, p.137) claims that 70% of bundles in academic prose either involve NGrp expressions or
bridge across prepositional phrases. Similarly, Pérez-Llantada (2014, p.87) reports 60% and 71%
of L1 and L2 writers' bundles, respectively, involved NGrps; Cortes (2004, p.400) also reports a
figure of 60% for L1 writers. This research suggests that a large proportion of bundles in written
AE provide a referential function, increasing/decreasing specificity or adding time/place/text
deixis (cf. Biber, 2006, table 6.2, pp.159-160). For example, 70% of the 4-word bundles in Biber
et al. (1999, pp.997-1025) follow one of three syntagms: (i) prepositional_phrase+of (typically
inANGrp”of'), e.g., in the context of; (ii) NGrp+of (typically 'the*noun”of~the/a), e.g., the
development of the; and (iii) anticipatory 'it' projections, e.g., it was found that. Such
constructions also dominated the most frequent bundles found by Hyland (2008a, 2008b), and
Chen and Baker (2010, p.35). Essentially, many bundles in written AE are part of nominal or
prepositional based constructions that seemingly correspond to fixed frames or 'phrase-frames'

(Stubbs, 2007).

A brief review of the literature illuminates five main reasons behind the perceived importance of
these 'bundles' (Coxhead & Byrd, 2007; Hyland, 2008b). Firstly, through repeated use, they can

become part of a writer's repertoire, providing ready-made 'chunks' of writing to insert into text.
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Secondly, much as idioms do for speech, they can be seen as markers of fluent, native-like
language, and thus also contribute to legitimising writing in light of disciplinary membership.
Thirdly, they provide a kind of pragmatic ‘head’ or discoursal frame, signposting what follows in
terms of logical relations (as a result of), interpersonal projections (it is important to note that),
clause-complexing (the extent to which), and even HyperNews (this clearly shows that) (Nesi &
Gardner, 2012, pp.110-111). Finally, from a psycholinguistic viewpoint, such constructions have
'a processing advantage over creatively generated language' (Conklin & Schmitt, 2008), freeing

up cognitive resources for other aspects of the writing process®®.

The use of such bundles, however, appears to vary across genres, groups, and possibly experience
(Hyland, 2012a). For example, Hyland (2008a) in his study of a 3.5 million word corpus of
academic articles and thesis by L2 writers in Hong Kong, indicates that formulaic expressions (his
terminology) were more prevalent in student writing, with discourse organizing bundles being

19, However, his findings do not take into account the possibility of outside

the most frequen
influence; i.e. academic articles are frequently submitted to third parties (often native speakers)
for editing/reviewing. In a study drawing on the same data, Hyland (2008b) also posits a cline of
bundle usage, where the relative frequency of ‘research-oriented” bundles was lower in PhD
thesis than MA thesis, while the relative frequency of ‘text-oriented” and ‘participant-oriented’
bundles was higher in PhD thesis. While this finding is interesting, Hyland makes no reference to
how he dealt with multifunctional bundles. For example, it should be noted that... could be classed
as ‘text-oriented’ (pointing the reader to 'New' information) and/or ‘participant-oriented’
(nudging the reader toward increasingly deontic views). Furthermore, many of his bundles
include the same three core words; for example, one list includes the other hand, on the other

hand, and on the other hand the (2008b, p.7); i.e. there appears to be little concern for

overlapping word-units.

Moreover, the identification of such 'bundles' is based on a rather low (and arbitrary) frequency
threshold of 10-40 times per million words (Leedham, 2011, p.153), and as such they appear to
be relatively rare in AE. Consequently, to increase validity many of the researchers noted above
include string length (usually 4-words), nature of the sequence (language function), and its
distribution across texts (usually 5 or more texts in the same register). However, it can be argued
that many of these 'bundles' are not strictly formulaic by Wray's (2002) definition, as they are

closer to extended collocations than formulaic phrases because they are neither idiomatic nor,

18 Consequently, the recent interest in academic formula lists (akin to academic word lists) is perhaps
unsurprising (e.g. Simpson-Vlach & Ellis, 2010).
¥ Their rate only fell below 50% amongst MA students (p.54).
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typically, whole grammatical units®. Yet, as Hyland, Biber, and others argue, such collocations
‘are a key way of shaping text meanings and contributing to our sense of distinctiveness in a
register' (Hyland, 2012a, p.152). Thus, whilst Wray (2002, p.31) rightly posits that frequency alone
does not equate to pre-fabrication, Biber (and others) hypothesize (somewhat unfalteringly) that
most lexical bundles are, in fact, stored as whole units on the basis that they consistently function
as a single unit, providing one of three primary discourse functions, which, incidentally, mirror
SFL's three metafunctions (interpersonal, textual, and ideational). These discourse functions are
stance expressions, discourse organizers, and referential expressions, respectively (Biber, 2006,
pp.139-146). Thus, whereas SFL focuses on paradigmatic choice, research into lexical bundles (a
phraseological approach) foregrounds the syntagm (collocational meaning), providing a
complimentary perspective to both the qualitative research outlined above and research into

formulaic language in general.

Ultimately, because these 'bundles' are increasingly seen as important to realizing academic
writing, they have been noted here as a complementarity to the lexicogrammatical bias of most
register based studies. However, it should be noted that all of the above studies are based on
examining finished (synoptic) texts. By using keystroke logging, for example, such collocations can
be examined with respect to the writing process (dynamic texts), and proposals that such
collocations are stored as whole units may be given extra credence by examining if they are
produced in a single burst, or whether there are long pauses within them, or even a gradual build-
up of such collocations through revision rounds. Whilst this thesis, will not directly examine such
phenomenon, it is a significant area for further research, and the findings presented in chapters

7 and 8 may be of some use for researchers interested in this field.

3.9 Summary

This chapter has looked at writing in terms of what it is that academic writers produce.
Consequently, the above sections have focused on research into finished academic texts. This
research is extensive, and has shown that 'model' academic texts (usually those produced by
experienced writers) often show discernible linguistic patterns that can be modelled in terms of

registerial variation.

Moreover, from the vast amount of findings into NGrp complexity, and the frequent comment
that academic writing engenders 'lexicalization' through its nominal (synoptic) nature, we can say

that written AE primarily reflects movement within the overall language system from: (a) one

20 As was suggested to me by Gerard O'Grady, a bridge between these two approaches may be that of Gries
and Stefenowitsch's work on collocational analysis (cf. Gries & Stefanowitsch, 2010, for a brief introduction
to their approach).
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rank scale to another (e.g. downranked figures), (b) congruent to incongruent mappings (§3.4),
and (c) univariate (logical) structures to multivariate (complex) structures (e.g. clause
subordination to NGrp expansion). The result of this 'lexicalization' is discourse that is highly
'semioticized’, where higher value is placed on meaning in relation to material knowledge?*

(Fairclough, Jessop, & Sayer, 2003).

However, this chapter has also shown that many of the linguistic features found in such 'model'
texts are conspicuously absent from student writing, yet this does not affect the students' ability
to create a text that is acceptable in the eyes of academia. It is more likely, therefore, that the
expectations we have of student writing is fundamentally different from the expectations we have
of 'expert' writing, as noted by several authors (Nesi & Gardner, 2012). Consequently, it is perhaps
unwise to measure student texts against 'model' texts, and instead we should focus on what it is
that 'good' student writers produce in comparison to their peers. It is in this light that the function
of a text takes precedence; i.e. does a text accomplish what it sets out to do in terms of putting
across a strong argument, describing a point of view, reporting on a study, etc. This is what the
literature reviewed in the next chapter seeks to do. More specifically, the next chapter looks at
how writing is not just a general skill (Chapter 2) or a pattern of linguistic features (this chapter),
but is also a socially, culturally, and historically situated activity. Accordingly, the next chapter
uses the notion of 'genre' as a sensitizing concept to ground the discussion in a socio-
cultural/purposive view of writing, where the focus will be on academic genres, particularly the

‘undergraduate essay'.

21 The relative semiotic weight of discourse is highest in horizontal discourses (e.g. the Humanities), where
knowledge is more relativistic.
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Chapter 4  Sociocultural knowledge: What texts do

Introduction

This chapter deals with what texts 'do'. In other words, it frames writing not as a general skill
(Chapter 2), or a collection of language features (Chapter 3), but as a socially, culturally, and
historically situated activity, where certain genres (particularly those explicated in §4.4) have
evolved to perform specific functions in specific contexts. More specifically, this chapter
introduces a view of writing that takes into account how the cognitive processes covered in
Chapter 2, and the linguistic features introduced in Chapter 3, are socially and historically
situated, where certain ways of thinking (and writing) are mediated by societal and cultural
concerns that have emerged in local discourse communities® over time. Those subscribing to this
view assume either a socio-cultural view, which sees writing as situated, emergent, improvised,
and mediated by social conventions, practices, and other texts (Prior, 2006), or a socio-purposive
view, which sees writing as functionally oriented to specific situational exchanges, which are
reflected in, and constitutive of, rhetorical ‘moves/stages’ and lexicogrammatical patterns (Biber,

2006; Swales, 1990).

Common to both perspectives is the concept of ‘genre’, which is an inherently complex, yet
ultimately useful construct when dealing with literacy (Lee, 2001). Consequently, this chapter
uses genre as a sensitizing concept, grounding the discussion firmly within a socio-
historical/purposive frame as a means to situate the texts produced by the two writers in this
study. Accordingly, the chapter covers the following concerns: section 4.1 gives a brief overview
of the term ‘genre’ and the closely related term ‘register’ (introduced in the last chapter), and
how they are variably defined in different research paradigms. Following this, section 4.2 outlines
how genre is operationalised in research and introduces some of the key concepts underlying its
use. Section 4.3 briefly covers how genre knowledge/expertise is thought to develop, and section
4.4 narrows the focus to academic genres. The final section (§4.5) ends the chapter by giving an

overview of the ‘undergraduate essay’.

41 Genre and register

To the lay person, genre is a means to classify texts according to content (e.g. science-fiction),
form (novel), style (humorous), purpose (entertainment), etc. In sociolinguistics, stylistics, and

discourse analysis, genre is somewhat more ineffable, yet it remains important to analysts,

! Discourse communities are socio-rhetorical networks that emerge in the pursuit of shared goals.
However, because it is a contested term (cf. Hyland, 2009), this study adopts SFL's 'context of culture' and
'context of situation’, which allows a finer gradation of ideologies and practices.
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teachers, and students because it helps situate particular texts amongst a sea of other texts,
providing a much needed comparative function. However, because the concept is somewhat
fuzzy, its usage varies across paradigms and pedagogic approaches. The underlying assumption,
though, is that genre is a form of cultural capital: a product of social practice that has evolved in
response to valued ways of achieving recurrent goals, and thus mediates between context and
text, giving meaning to socially recognized, typified situations, actions, and meaningful events;
i.e. genres are not actual texts, but assist us in making sense of past, present, and future social
activities, communicative events, and stabilized-for-now meanings. For example, let us consider

four popular approaches to genre.

In New Rhetoric (NR), genres are 'typified rhetorical actions based in recurrent situations' (Miller,
1984, p.159); i.e. genre as situated/social action (cf. Bazerman, 2013; Devitt, 2004). In English for
Specific Purposes (ESP), genre is 'a class of communicative events; the members of which share
some set of communicative purposes' (Swales, 1990, p.58); i.e. genre as communicative
competence? (cf. Bhatia, 1993; Hyland, 2006). For the Australian Systemic-Functional school ('the
Sydney School'), genre is 'a staged, goal-oriented social process realised through register’ (Martin,
1992, p.505); i.e. genre as social process that is construed/activated by the structural
arrangement of text in functional terms (cf. Christie, 2012; Martin, 2009; Martin & Rose, 2008).
Through these definitions, we see how NR’s initial concern was unpacking the complex
relationship between texts and contexts, focusing on how genres evolve and cluster together to
form sets, systems, and networks (Bazerman, 1994). ESP’s initial concern was unpacking the
formal and functional features of genres that arose in given situations, which is particularly
evident in Swales' (1990) 'moves' analysis, and focuses on the interaction between genre,
communicative purpose, and discourse community, while, the ‘Sydney school’ leans more toward
the social than the practical (communicative) purposes of texts. Here, genre is primarily a means
to investigate and model textual structure (Martin, 2009), where the underlying aim is
empowerment via the notion of 'choice’, particularly through ‘the sequential unfolding of text as
process’ (Martin, 1992, p.506). . In a somewhat simplistic, yet important, map making exercise,
Hyon (1996) attributes these differences to each approach's target audience: NR focused on L1
undergraduate writing, ESP on EFL/EAP students, and the Sydney School on (disadvantaged) L1
and ESL students. Hyon’s paper also highlights (somewhat implicitly and simplistically) the initial
orientation of each tradition toward 'texts' (SFL), 'contexts and process' (NR), and a subtle mixture
of the two (ESP). A fourth approach is the Brazilian based didactic method (Bawarshi & Reiff,

2010, p.177), which draws on Bakhtinian and Vygotskian concepts. In other words, it explicitly

2 Although Swales has changed his view on genre to one of ‘metaphor’ rather than ‘definition’ (Swales,
2009), most work within ESP continues in this vain.
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addresses some of the weaknesses of earlier approaches by bringing context and text together

through mixed-methods (Johns, 2011).

By synthesising these four views on genre (Bazerman, 2013; Khalifa & Weir, 2009; Martin & Rose,

2008), a basic metaphorical hierarchy can be derived:

4 Level Type of Knowledge
World General
Top-down Context - -
Culture and Society Roles and relations
Genre Intertextuality; typified functions, actions,
Situation Pragmatic
Text Macro-meaning
Content c |
ause (complex) Grammar
Group Lexis
Word
) Morpheme Micro-meaning
Bottom-up [Expression
4 Phonology/graphology Sounds/letters

Figure 4.1: Basic elements of comprehending language

Here, genre is positioned between a person's Cultural and Societal knowledge (overall meaning-
making system) and their situational knowledge. This hierarchy shows how each element can be
approached from the top-down, bottom-up, or a combination of both, and reflects how genres
vary according to communicative purpose, contextual circumstances, activities/events they are
part of, the relationships between those using the genre, and the previous knowledge of those
involved. In terms of the underlying paradigm of this thesis (i.e. social constructionism) such

perspectives can also be represented via SFL's ‘cline of instantiation’:

Site of semiotic Reading
mediation Context of (idealization ~
situation realization)

[ Insta{ >

‘ Logogenesis
Language
as text

[ Individual Repertoires >

Situation Ontogenesis

type

|| d

| Genre & Register (semantic sub-potential)

Context of Text type
Culture
System: Generalised Meaning Potential (Cultural reservoir) >
Phylogenesis
Language
as system

Figure 4.2: SFL's cline of instantiation (Halliday & Matthiessen, 2013, p.28)*

3 Genre is placed under semantic sub-potential by Martin and Rose (2007, p.310)
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From the system end of this cline, genres appear categorical, whole, and thus ideal. From the
instance end, however, some genres appear to ‘transcend particular networks of social practice’
(Fairclough, 2003, p.68), and thus appear to operate ‘above’ other genres, at a superordinate
‘level’ of abstraction (cf. also Martin & Rose, 2008; Swales, 1990). To overcome such difficulties
regarding perspectival understandings, | concur with Van Dijk (2008, p.149), in that some genres
are best defined in terms of contextual features (e.g. news reports), whilst others are best defined
in terms of discoursal features (e.g. narratives); i.e. discoursal (or ‘discursive’) genres are those
that transcend societal and cultural networks, and thus represent superordinate, macro-genres
or ‘modes of thought'.

For the initial reasons outlined in Chapter 3, §3.1, this study aligns itself with Martin's approach
to genre within the SFL framework. This approach was also chosen because it subsumes many of
the 'transcendental' genres that are seen as key to academic discourse (cf. §4.4 for more detail).
As a means to contextualise and situate this view (i.e. Martin's), table 4.1 lists the various

terminology used across approaches/researchers:

Martin (1992) Fairclough (2003) |Swales (1990) | Smith (2003) Bhatia (2004)
(Macro)genres Pre-genres Pre-genres Discourse modes| Generic values
Argument v v v v
Description v v v v
Exposition v v
Evaluation v
Information v
Instruction v v
Narrative v v v v v
Persuasion v
Procedures v
Recounts v
Reports v v v
Conversation v v

Table 4.1: Discursive genres (or ‘modes of thought’)

4.2 Operationalizing genre

Any study adopting a rhetorical view of genre (as does this one) will at some point refer to the
fact that recurrent situations draw on recurrent text-types, and that each of these text-types only
has meaning in relation to other text-types. This phenomenon refers to the somewhat ubiquitous
concept of ‘intertextuality’®. As Lemke (1999) puts it:

‘Genres are social semiotic formations, that is, they are social constructions, the
products of conventional social meaning-making practices that belong to a

4 Coined by Kristeva (1980), intertextuality aimed to blend Saussurean and Bakhtinian ideas in service of a
new semiotics; it aimed to capture the idea that no text is original, unique, or isolated, but always relational.
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community's system of intertextuality'.

Somewhat appropriately, however, considering that it refers to a dynamic and unstable view of
knowledge/text, the term 'intertextuality' has been (re)adapted and (re)defined in numerous
ways (cf. Allen, 2000). However, in keeping with the notion of 'voice' in academic writing that was
established in §3.7, we will once more draw on the Bakhtin’s notions of ‘dialogism’ and

‘heteroglossia’, which Kristeva herself makes frequent use of in her work.

Bakhtin (1981, pp.279-280) posited that for any utterance (text) 'its beginning is preceded by the
utterance of others, and its end is followed by the responsive utterance of others' (p.71); i.e. all
utterances (texts) are ‘double-voiced” and thus dialogic. Heteroglossia, meanwhile, is the ability
of language to contain both one’s own voice, and the voice of others; i.e. Heteroglossia is
principally a tension between the 'same' (collective practices) and the 'different' (contextual
regulations): every text 'serves as a point where centrifugal as well as centripetal forces are
brought to bear' (p.272); i.e. all utterances are torn between 'reproduction' and 'transformation'.
In essence, then, every text is a mosaic of dialogism (addressivity/responsivity) and heteroglossia

(construction/reconstruction), where this mosaic is, in turn, embedded in an intertextual system.

Furthermore, from discussions surrounding Bakhtin’s work (Bazerman, 2004; Prior, 2009),
dialogism and heteroglossia are seen to occur between system (potential) and instance (text),
realizing a double mediating relation of opposing forces. As Bazerman (2004) states:
‘The audience and author knowledge of the subject is built on prior texts; the
audience knowledge and orientation is based on their reading; and the author's

authority, resources, interests, and current stance grow out of engagement with the
literature." (p.61)

Bazerman represents this interaction by means of Aristotle's communicative triangle:

subject
matter

literature

writer

Figure 4.3: Bazerman’s (2004) communicative pyramid

However, recent theorising has also acknowledged the role of writer identity (Dressen-

> Similar sentiments are echoed by Adam’s (2001, p.38) ‘identity’ versus ‘difference’ and Bronckart’s (2006)
‘adoption’ versus ‘adaptation’.
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Hammouda, 2008), where Bourdieu’s (1984) notion of ‘habitus’ (a productivity) is called upon to
provide a socially structured explanation for the unconscious uptake of disciplinary frames of
knowing. In this view, genres are also seen as habitations and habits: sites of social/rhetorical
action and typified ways of socially/rhetorically acting (Bazerman, 1997); i.e. genres are socially
embedded and socially constructive (conventional and innovative), and thus do not constrain
meaning, but provide the potential for meaning to be construed in a normalized manner.
‘Genres are not just forms. Genres are forms of life, ways of being. They are frames

of social action. They are environments for learning. They are locations within which
meaning is constructed.” (Bazerman, 1997, p.19)

This view, then, highlights how any classification of a text as an instance of genre will be
necessarily fuzzy and flexible, as generic practices and their instantiations are ultimately a coming
together of language system and social system. Consequently, this explains why some definitions
lean toward the system end, privileging language (Paltridge, 2006, p.84), whilst others lean
toward the societal end, privileging activity or purpose (Martin, 1992; Swales, 1990, p.58). This
thesis shares the view of Martin and Swales®, who believe that the key function of a genre largely
guides the realization of its features; i.e. structure, lexicogrammar, layout, etc., are more likely to
be designed according to a text's overall function. In this way, it is more useful to start with a

text's function/purpose and examine how its features support that function.

4.3 Development of genre expertise

Studies into the development of genre expertise typically examine either practice or instructional
effects. This dichotomy is frequently complemented by a bifurcation of L1 and L2 writers.
Although these categories are practical from a research design perspective, they make it more
difficult to draw conclusions as to how writers develop genre expertise. Tardy (2006), however,
provides a useful general overview with her detailed synthesis of 60 empirical studies, while
Bawarshi and Reiff (2010, Chp 6), and Tardy (2009), give a detailed overview of genre
development in relation to academic settings. In what follows | attempt to synthesize these
accounts, using six of Tardy's (2006) subheadings, whilst adding 'audience awareness' and

updates where needed.
Dimensions of genre knowledge

Genre knowledge is a multifaceted construct, which Tardy (2009) sees as encompassing four

overlapping knowledge 'types':

6 However, in agreement with Biber and Conrad (2009), | also recognise that situational characteristics
outside social/communicative purpose can have a bearing on some text features.
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Nascent
knowledge

Rhetorical
knowledge

Formal . Subject
knowledge Expertise knowledge

Nascent
knowledge

Process
knowledge

Figure 4.4: Integration of genre knowledge

Although, this model is admittedly heuristic, it provides a useful overview of knowledge 'types'.
Three of which will be covered here, whilst the fourth, process knowledge, refers to the kinds of
processes we have already covered in Chapter 2. Rhetorical knowledge ‘captures an
understanding of the genre’s intended purposes and an awareness of the dynamics of persuasion
within a socio-rhetorical context’” (Tardy, 2009, p.21). Formal knowledge refers to the
lexicogrammatical and structural conventions of a genre, as well as the modes and media through
which meaning is transmitted. However, within formal knowledge a clear distinction can be made
between discourse organization (stages/moves) and lexicogrammatical patterns (registers),
highlighting just one alternative configuration amongst many. ‘Subject-matter knowledge’ refers
to content or topic knowledge. However, Biber and Conrad (2009) make the sweeping statement:
‘topical [subject-matter] differences are not influential for determining grammatical
differences. Rather the pervasive grammatical characterisation of a register are
mostly determined by the physical situational context and the communicative
purpose.’ (p.46)
Yet research repeatedly shows that subject-matter knowledge is a strong predictor of text quality
(Chuy, Scardamalia, & Bereiter, 2011). However, it is also argued that lack of subject-matter
knowledge can be compensated for by an increase in other knowledge types. For example,
Smagorinsky et al. (2010) illustrate how a student created the impression of subject-matter
knowledge via a kind of rhetorical chutzpah—empty propositions given a patina of 'bullshit"
through fancy titles, lexis, and complex discourse structures. This ability to demonstrate
disciplinary membership through formal and rhetorical knowledge, regardless of subject-matter

knowledge (content), lies at the heart of debates surrounding the 'secret English' of academia

7 Smagorinsky et al. use the term 'bullshit', or some derivative of it, 166 times in their article. Hence, my
decision to include it here in quotations
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(Martin, Wignell, Eggins, & Rothery, 1986). l.e. are students successful because they master
disciplinary knowledge, or do some merely combine minimal knowledge with acceptable forms

of writing?

Moreover, subject-matter knowledge and working memory are intricately linked, and both are
strong predictors of text quality. Hence, it may well be that their respective impacts vary across
genres. For example, subject-matter knowledge may have a stronger effect on the reception of
Expositions than Discussions, as Expositions are relatively simple in terms of overall generic
structure (information is typically sequentially ordered), and thus for those reading/assessing
such texts the content will be easier to extract. Discussions, on the other hand, make greater use
of cohesive ties and links that span longer stretches of text (unconventional grammatical
patterns), which place more demands on working memory (both for producer and receiver), and

thus subject-matter may be harder to extract.
Genre experience and practice

'‘Good' writers are said to be able to draw upon familiar, already learnt genres when encountering
new genres, which they can subsequently use to bootstrap themselves into new rhetorical
situations. For example, to adapt to the rhetorical conventions of an academic genre, a writer
may move away from the features of less suited genres and adopt increasingly more complex
syntax, lexical diversity, and infrequent wordings (Crossley, Weston, Sullivan, & McNamara,
2011). However, it is also said that prior genre knowledge can stifle genre development as some
writers stick to previously learned, often less complex genres (particularly narratives).
Furthermore, it is difficult to disassociate increased subject-matter knowledge and writing
strategies from increased genre knowledge, as a complex symbiosis exists between the three.
Ultimately, as outlined in Chapter 2, where increased practice was shown to be a strong predictor
of writing expertise, increased practice in writing a genre alongside relevant content is perhaps

the only known way a writer is sure to develop genre expertise.
Textual interactions

Textual interactions with peers and experts, whether electronically or face-to-face, can provide
the student with important insights into the thought processes and activities of a target
community. Soliday (2005), for example, examined what genres science students were asked to
produce, how knowledge about these genres was conveyed to them, how they responded to
these genre requirements, and how the teacher judged their papers in response to his genre
knowledge. Soliday's findings showed that implicit genre knowledge was conveyed through
lectures, class discussion, and assignment readings, whereas explicit genre knowledge was gained
through course documents, assighnment sheets, and model texts. However, some students

displayed individual preferences with respect to integrating prior genre knowledge. Thus, while
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Soliday’s findings point to the impact of both implicit and explicit genre exposure, some of her
results also suggest that integration of genre knowledge depends on individual preferences. Such
findings coincide with Tardy's (2006, p.84) views that textual interactions are not always equally

beneficial, as participating in such interactions is highly individualized.
Textual modelling

As highlighted above, textual interactions are a key contributor to genre development.
Fundamentally, as teacher feedback is infrequent and often non-standardised, often a student's
only recourse to academic conventions is through other texts. Here intertextuality may assist in
creating a problem space, where writing can be scaffolded in relation to other texts. This is
otherwise known as 'textual modelling'. Essentially, as students are exposed to more and more
disciplinary texts, they build implicit knowledge with regard to the expected formal and rhetorical
features of such texts. From this tacit knowledge, students may implicitly or explicitly 'borrow!
elements for their own writing (e.g., see §2.1 on discourse synthesis, pp. 15-16) Similar
sentiments are echoed in process research, with scholars theorising that genre familiarity can
provide the writer with an organized schema in long-term memory (Olive, Favart, Beauvais, &
Beauvais, 2009), and that these schemas can reduce certain planning and revising loads, aiding
the development of writing through a 'pedagogy of osmosis'. Tachino (2012, p.459), for example,
provides an example of how this may occur through the use of two intermediary genres: one that
contributes content, another that contributes form, as shown in table 4.2 (here genre A acts as

an intermediary to assist the writer in taking up content/form from B into C?):

Uptake of content: Uptake of form:
Genre A Genre A
/(press release) \ / (composition textbook) \
Genres B —----mmmmmmoooo > Genre C GenresB --------------- > GenreC
(corporate genres) (news articles)|(scholarly genres) (Classroom essays)

Table 4.2: Two types of uptake via intermediary genres

Although NR scholars argue that such 'borrowing' can lead to reduced creativity and critical
thinking, this has not been empirically tested (Tardy, 2006, p.90). Furthermore, it may be that the
fluid, temporary, and multimodal composition of many electronic texts may engender an increase

in such 'borrowing' (Kress, 2003)°.

8 Tachino goes on to illustrate (via a single case study) how manifestations of primary and secondary
intermediaries are theoretically and methodologically useful in light of knowledge mobilization (movement
from psychological research to judicial reform).

° The use of academic 'bundles' (as outlined in §3.8) is another means whereby writers may 'bootstrap’
themselves into a new genre—in this instance it is one way whereby students can construct an '‘academic
voice' (Ivanic, 1998) through the use of interpersonal projections e.g. it should be noted that).
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Feedback and instruction

Only a handful of studies have examined the effects of explicitly discussing genre knowledge,
conventions, and expectations. As Tardy (2006, p.86) explains, this contention may lie in how
studies define and operationalise 'explicit' feedback/instruction, where conclusions regarding
associated benefits are often speculative, and based on the absence of instruction rather than its

inclusion. Consequently, research is still divided as to the broader issue of feedback/instruction.

Wardle (2004), however, explored the effects of peer feedback on 26 intermediate college
writers. Using a combination of interviews, observations, and peer critiques, Wardle found that
many students acquired genre knowledge through group work, despite there being no explicit
feedback during such interactions. Overall, Wardle concludes that 'genre knowledge may at least
partially be gained through participating in the work of creating a new genre with the help of a

community of supporting peers' (p.101).
Transferability and conflict

As Devitt's (2007) study on first year composition shows, many undergraduates have an initial
awareness of genre constraints—a kind of broad schema for academic writing. However, in many
cases these schemas are implicitly drawn upon. and can often lead to conflicting expectations
between students and assessors: for example, expectations can change between tasks as
students move from professor to professor, giving rise to what are deemed inappropriate texts
on the basis of individual/disciplinary differences (Prior, 1998). In one study, for example, North
(2005a) found a significant difference between the average scores obtained by students with
different backgrounds when they were asked to write an art history essay, with students from a
‘soft’ science background scored significantly higher (77.3%) than those with a ‘hard’ science
background (66.9%)%. North (2005b) also found significant differences in the use of contextual
frames (interpersonal, textual, and marked Themes) between the same two groups, where
students from the ‘soft’ sciences used significantly more elaborated themes (t=2.865, p<.006) to
contextualise information at the end of clauses (p.440). This finding illustrates how writers with
different backgrounds orient to dialogic and heteroglossic concerns, differently, where ‘soft’
science students seemingly using thematic prominence to a greater effect to inject disciplinary
voice (citations) and subjective positioning. However, as Tardy (2006) notes, operationalizing
transferability in research is inherently difficult because many transfers are implicit. Mitchell and
Andrews (1994), for example, investigated what successful and less-successful students did as
they moved from simple genres (historical narratives) to more complex genres (historical

analysis). By examining how the students produced increasingly complex assignments, they

10].e. those already ‘socialized’ in horizontal discourses (e.g., art history) knew what expectations to fulfil.
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concluded that genre performance is tied to disciplinary knowledge and, as such, genre
conventions cannot be taught separately from content and meaning; i.e. generic form cannot
precede function, as the two develop in tandem. This finding supports Devitt's (2007, p.222)
approach to genre, which states that whilst previously learnt genres can be applied to new
disciplinary knowledge, new genres must develop alongside the knowledge that requires them.
Successful writers, then, are more likely to be those who can flexibly manipulate previous genre

knowledge whilst also incorporating new topic knowledge (cf. also Loudermilk, 2007, p.202).
Individual styles and identities

Individual styles and identities are commonplace in writing, with some students embracing their
academic identity, whilst others reject it (Tardy, 2005). However, as Tardy (2006, p.88) notes, the
degree of individuality is sometimes questionable, as many investigations examine only one or
two writers without recourse to other members of the same discourse community. Therefore,
whilst some writers clearly feel the need to retain their individuality, many findings are weakened

by small sample sizes and /or insufficient contextual data.

Ultimately, research suggest that identity and genre expertise go hand-in-hand (Schryer & Spoel,
2005), where disciplinary identity embodies both unstated meanings (symbolic genres) and
stated meanings (materialized genres) (Dressen-Hammouda, 2008; Morton, 2009). Disciplinary
identity, therefore, may be inextricably linked to knowledge and acceptance of disciplinary frames
(embodied semiotic resources that exist in specialized networks), which are a key component in

realizing specialized meanings such as those reflected in genres (Devitt, 2004; Roth, 2004).
Audience awareness

One of the main differences between writing and speech is that the audience is often absent
during writing. Consequently, a skilled writer must construct a suitable representation of their
(virtual) audience, to which they can appropriately shape and build text. For example, in writing
a Discussion, a key audience-related skill is the ability to assess what counterpoints may be made,
and how much (and what kind of) evidence should be given to counter such claims (Deane et al,,
2008, p.18). Conversely, in writing an Exposition, a key audience-related skill is knowing what
needs to be made explicit and what can be left implicit. For example, McNamara et al. (1996)
show how readers with high levels of subject-matter knowledge draw more from texts with
greater implicit links than if the same text was made more explicit but contained less implicit
information. Similar research (Crossley et al., 2011; McNamara, Crossley, & McCarthy, 2010)
indicates that as writers mature the coherence of their texts lay not in the presence of explicit
linguistic markers (i.e. cohesive features such as anaphoric reference), but in their absence. Once
again, these studies show that the three most predictive indices of perceived quality are syntactic

complexity, lexical diversity, and less frequent words, where the notion of coherence is tied to
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reader knowledge and skill. However, in terms of student writers, who may be less experienced
in the disciplinary expectations of their field, they may judge their audiences' expectations solely
on what they know about the person's social standing, institutional role, or through their (the
audiences') engagement with the topic; for example, an impression of a teacher's viewpoint may

stem from how they present it in lectures.

Ultimately, in terms of essay writing, a writer's sensitivity to the audience's needs appears to exist
along two-axis: (i) awareness of who the audience is and what they know, and (ii) the ability to
adjust content and presentation in line with the text’s purpose. In this light, relative measures of
text coherence may very well be a function of epistemic stance toward the reader; i.e. what may
be perfectly cohesive and coherent to one reader may be perfectly incohesive and/or incoherent

to another reader (McNamara, 2013).

4.4 Undergraduate text-types and genre families

One of the main arguments levelled at genre theory is that the mutability and diversity which
characterise language use makes it impossible to catalogue and describe every single recurrent
event in terms of genre. Fundamentally, in many instances, genre and genre systems are implicitly
presented as stable, and objectively observable!. However, as Paltridge (1997) demonstrates,
not all texts can be associated with a genre based on linguistic and structural patterns alone, as
context and interactional frames can override typified language forms*2. Moreover, much genre-
based research/pedagogy privileges alphabetic literacy (cf. Kress, 2003), which backgrounds the
meaning-making potential of other semiotic modes®3, such as figures, illustrations, equations,
page layout, and even colour'®. Ultimately, though, research continues to show that there is a
great deal of predictability and stability in how texts are shaped toward a particular
communicative act, and it is this predictability that is valuable to pedagogy (Martin & Rose, 2008;
Nesi & Gardner, 2012; Woodward-Kron, 2004).

With regard to this 'predictability’ in undergraduate writing, a number of scholars have produced

taxonomies of genre families. Coffin et al (2003), for example, suggest the following:

1 Cf. the proliferation of generic labels such as Recounts, Expositions, etc.

12 Research such as this reflects the inherent tension in SFL between Halliday's view of register as tightly
bound to mode, and Martin's view of register as tightly bound to genre (functional tenor).

13 As Leedham (2011) shows ‘visuals and lists are viable alternative means of presenting information’, and
can help students avoid pitfalls associated with managing macro-level discourse concerns via text alone.
14 Cf. Lemke (1998) for an interesting discussion regarding other modes of expression.
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Sciences Social Sciences Humanities/Arts Applied Disciplines

" Physics, chemistry, Sociology, English, history, Philosophy, music,
= 2 biology, geology geography, languages, classics,  engineering,
é % politics, fine art, nursing, business studies,
=2 psychology, media religious studies health and social

studies welfare

o Essays, lab. reports,  Essays, project Essays, critical Essays, case studies,
2 o project proposals and reports, fieldwork —analysis, translations, projects,
E % reports, fieldwork notes, projects dissertations
S notes, dissertations  dissertations

Table 4.3: A categorization of written texts and their disciplines (Coffin et al., 2003, p.46)

In the UK, Nesi and Gardner (2013; 2012) propose a similar classification system, drawing on
genre theory (particularly, Martin, 1992; Swales, 1990), corpus linguistics (Biber, 1988), and
ethnography. In this long-term study (launched in 2004), Nesi and Gardner systematically
sampled a range of student texts across levels and disciplines, which they subsequently used to
construct a corpus of British Academic Written English (BAWE). The BAWE covers 4 British
universities, and incorporates 2858 assignments written by over 1000 students, spanning 30
subject areas and 4 levels of study. It is particularly relevant to this study as the majority of texts

were Composed on computer.

Nesi and Gardner categorized their findings according to a 4x4 matrix of discipline (Arts and
Humanities, Social Sciences, Life Sciences, and Physical Sciences), and level (1, 2", 3™ year
undergraduate, and postgraduate). This allowed them to examine the distribution of texts across
disciplines and levels by recursively grouping, regrouping, and ultimately defining texts with
similar social purpose and staging into genres, and then genre families on the basis of family
resemblance and differentiating criteria. This delicate balance of co-textual and contextual
analyses resulted in a robust and empirical classification of student texts based on 2761
assignments averaging 2300 words each. Their final categorisation resulted in 'five broad social

purposes and thirteen genre families' (Nesi & Gardner, 2012, p.256).

Despite the exclusion of some text-types (e.g. exams, presentations), and the rather homogenous
sampling of others (some examples were collected from just one university and one department),
their resultant corpus is arguably the most representative example of good/high standard student
writing across developmental stages and disciplinary fields. Moreover, although their project was
admittedly a framework to stimulate further, more detailed research into academic genres, a
cursory glance at their results, in combination with Coffin et al.'s (2003) taxonomy, demonstrates
the diversity of texts found at university, and clearly brings into question the usefulness of

'‘generalized' academic writing (cf. Tribble, 2009, for a recent critique):
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Arts and Life Physical Social Total
Humanities | Sciences Sciences Sciences
N % N M & N o N %
Case Study ] 0 a1 37 [ &6 B 194 7
Critigue 48 7 B4 12 T6 12 114 14 32 11
Design Specification | 0 2 1] 87 14 3 [[] 93 3
Empathy Writing 3 1 19 3 Q 1 3 ] 36 1
Essay 61 83 127 18 %] 10 444 56 1237 43
Exercise 14 2 13 5 49 ] 18 2 114 4
Explanation ] 1 117 16 %] 10 23 3 214 T
Literature Survey T 1 14 2 4 1 10 1 35 1
Methodology Recount 13 2 157 12 170 7 16 2 361 13
Narrative Recount [} 1 15 3 21 3 19 2 75 3
Problem (Juestion 0 0 2 1] [ 1 32 4 40 1
Propasal 2 0 6 4 19 3 0 4 T6 3
Research Report t 1 22 3 16 3 14 2 &1 2
Total 724 10 TI9 1 624 1 791 100 2E38 [131]

Table 4.4: Distribution of genre families (from Gardner & Nesi, 2013, p.46)

Table 4.4 shows that the ‘Essay’ was the most frequent genre family across disciplines and levels
in Nesi and Gardner's research, accounting for over 40% (1237) of all assignments in 24 disciplines
where 50 or more assignments were collected (Nesi & Gardner, 2012, p.43). Discussion and
Exposition were by far the most frequently realized genre, whereas Challenges were the rarest®®.
These findings support the oft cited remark that the ‘Essay’ is the most common undergraduate

writing task (e.g. Hyland, 2009, p.130; Paltridge, 2004).

However, Nesi and Gardner found that the Essay was significantly more prevalent in the 'soft'
sciences, with Arts and Humanities averaging 83% overall (91% at level 1 dropping to 61% at level

4), and the Social Sciences averaging 56% (Nesi & Gardner, 2012, p.50), as shown in figure 4.5:

m Cass Shudy

m Critiquea

O Design Spaciication
@ Empathy Writing
mEssay

OExemcize

m Explanation
mLitesture Suney

m Msthodology Recount
O Mamative Racoun

O Problem Cusstion
mProposal

m Ressarch Report

Ars and Lz Sciences Phwysical Social Sciences
Humanities Seiences

Figure 4.5: Distribution of genre families across disciplines (from Gardner & Nesi, 2013, p.46)

15 Probably because undergraduates mainly reproduce established knowledge rather than oppose it.
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When compared to the figures for the 'hard' sciences (Life = 18%, Physical Sciences = 10%), the
Essay clearly holds greater value amongst the ‘soft’ sciences. Perhaps this explains why writing in
the humanities and social sciences (disciplines that engender horizontal knowledge structures,
such as those briefly covered in Chapter 3, §3.4 (cf. also Martin, 2007)) is seen as more challenging
for novice L2 writers (Chang & Schleppegrell, 2011, p.143). In essence, the knowledge contained
within an Essay 'give[s] greater importance to explicit interpretation' (Hyland, 2006, p.240), as
evidenced by Hyland (2005, pp.186-187), who found 75% of all interactional markers (features of

author visibility) occurred in the humanities and social sciences?®.

Nesi and Gardner (2012) place six genres within the Essay genre family, which serve the common

social purpose of 'developing powers of informed and independent reasoning' (p.98):

Genre family: Essay

Social Purpose: to demonstrate/develop the ability to construct a coherent argument and
employ critical thinking skills

Genre family stages: IntroductionArguments”Conclusion
Genres: Genre stages

Challenge Challenge”Evidence”Thesis

Commentary Text(s)*Introduction®Comments*Summary
Consequential | State®Ensuing Factors"Summary Thesis
Discussion Issue™Alternative Arguments”Final Position
Exposition Thesis"Evidence”Restate Thesis

Factorial State”Contributory factors*Summary thesis

Table 4.5 Genre family: Essay (Nesi & Gardner, 2012, p.98)
Within SFL, the Discussion is seen as the most complex genre because it draws upon both
Exposition and Challenge, and calls for informed choices to be made about which points of view
to take (Martin & Rose, 2008). Therefore, despite the above taxonomy suggesting discrete
genres, SFL theorists still recognise considerable overlap and hybridity between genres,

particularly within genre families.

However, it could also be argued that the above classification is a somewhat simplistic view based
firmly in structure. As was outlined in §3.7, students are also expected to manipulate multiple
sources and disciplinary voices. These intertextual concerns make for more complex realizations
of genre than that subsumed in the table above. Consequently, while Nesi and Gardner's research
is substantial and empirically sound, it could be argued that the scale of their project (and its
necessary complexity) obscures the inherent complexity of genre systems. Therefore, whilst this
research is incredibly valuable, and indirectly contributes to the interdisciplinary dialogue
between social-realism and SFLY, for the rest of this thesis, | will use the terms 'Essay’,

'Discussion’, and ‘Exposition’ loosely.

16 Sych findings support Maton's (2013) argument that these disciplines engender 'knower structures'.
7 This dialogue highlights how the representation (and reproduction) of knowledge varies between
disciplines.
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4.5 The undergraduate 'Essay’

Essay writing is high-stakes, and has been described as the 'genre par excellence for assessment
in the academy' (Andrews, 2010, pp.158-163). Those who take a critical stance on academic
literacy even make an explicit link between academic acceptance and the Essay's importance by
referring to academic writing as 'essayist literacy' (e.g. Lillis, 2001). This view sees academia as
construing the relationship between texts as more important than the relationship between the
producers of text, which is a direct consequence of the underlying aim of academic writing: to
convey logical implications based on empirical 'truths'. From the student's viewpoint, they find
themselves embroiled in a 'complex negotiation between individuality and authority, message
and code, their own words and the words of others' (Bazerman, 2004, p.60). From a departmental
viewpoint, the essay is a form of quality control, a way to measure and judge student performance
both internally (within the institution) and externally (within the wider educational system). From
a critical viewpoint, the essay is discoursal, a hybrid of 'communicative' and 'strategic' (Fairclough,
2003)—communicative in that it aims at transmitting knowledge from student to assessor,
strategic in that it aims for accreditation'®. From a pedagogical viewpoint, the essay is a
mechanism by which teachers attempt to move a student from knowledge-telling to knowledge-
transforming (cf. Chapter 2). It does this by asking students to draw together relevant research,
critically evaluate it, and then recontextualise it in appropriate ideational and interpersonal terms
(Hyland, 2009, p.132; Woodward-Kron, 2002). From an analytical viewpoint, the essay functions
as a cultural artefact: an emergent record of how students draw from and combine semiotic and
material artefacts to respond to the demands of a perceived situation. However, the position a
student takes is usually based on sources drawn from the literature rather than their own
empirical research. Yet, as a text that crosses disciplinary divides, the essay has no concrete,
substantive identity (Freedman, 1993). Therefore, while research has tried to uncover its generic
structure (e.g. Henry & Roseberry, 1997), this has proved inherently difficult for a number of

reasons.

Firstly, many students are unsure as to what it is they are writing, let alone how to write it (Hyland,
2009, p.131). Lillis (2001, p.58), for example, sees the essay as 'an enactment of the institutional
practice of mystery', where student-tutor expectations frequently collide. Similarly, Woodward-
Kron (2002) shows how the quintessential expectation of a 'good' essay (that it be 'critical') is
steeped in misunderstandings. By combining ethnography and a genre/linguistic analysis (SFL-

based), Woodward-Kron investigated the relationship between description and critical analysis in

8 The ratio between communicative and strategic may also be dependent on how the student
conceptualizes a task, which, in turn, is intrinsically tied to their ability, identity, and affective factors (e.g.,
motivation).
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20 high scoring essays (approximately 2000 words each) written by teacher trainees enrolled at
an Australian university. Essays were classified as either Exposition or Discussion, and further
unpacked to reveal their micro-genres, generic structuring, and clausal-level choices in
Transitivity. Woodward-Kron concludes that micro-genres were a key means by which 'students
review and build knowledge of the field within an expository structure' (p.132). However, in many
essays, these sequences also implicitly supported argumentative stages within larger macro-
structures®®, where, in making links between knowledge, some students made use of Exemplums,
linking theory to real-world experience, whilst others chose to initiate a new schematic stage by
embedding additional structures via Implication (n=17/20). Although, the results revealed no
discernible pattern at the micro-level, this variation at the macro-level supported Woodward-
Kron's hypothesis that critical analysis, as realized in writing, is complex and multifaceted, and
much more than just a transferable skill. Fundamentally, Woodward-Kron's approach illustrates
that critical analysis is embedded in social and disciplinary expectations, which, when combined
with individual writing preferences and knowledge, can lead to it being realized in any number of
ways. Some of the differences in these realizations will be explored later on in this thesis in
relation to the unfolding of writing practices (Chapter 6) and meaning-making practices (Chapters

7 and 8) with regard to the two student writers involved in this study.

Secondly, research into writing has shown that it takes a considerable amount of time to become
fluent in writing complex genres because they typically call upon a wide range of
lexicogrammatical repertoires and complex schematic staging (Kellogg, 2008). However,
undergraduate study usually spans just three years, and encompasses widely different levels of
student ability and development®®; moreover, the discourse community that is home to
undergraduate essays can be highly unstable as student (and staff) turnover is high and rapid.
Such instability clearly contributes to a high degree of structural and stylistic variability.
Furthermore, when we add the occluded nature of the Essay, where students often have only
their previous essays to draw on (Nesi & Gardner, 2012, pp.257-258), we have a genre that is, by
necessity, a hybrid one, constructed by fragmenting together various other genres that are only
indirectly relevant to a student's needs. This hybridity, whilst also being reflected in macro-level
structuring (as per Woodward-Kron's 2002 findings (above)), is also reflected in the
lexicogrammatical features that are instantiated in different text-types. This mixing of features

will be explored to varying degrees in the upcoming chapters (particularly Chapter 7).

Thirdly, as shown in Chapter 3, a well-rounded academic text is characterized as containing lexis

1% Although she gives no evidence to support this claim, the reader can safely infer that clarifying concepts
is a necessary step in supporting any argument that follows.

20 Even high scoring students showed great variation in generic staging and structuring (cf. Woodward-
Kron, 2002).

68



that is abstract and dense, where discourse participants are linked via extensive use of relational
processes, and clauses are embedded with interpersonal modality and objective evaluation, all
of which calls for a high-level of language mastery. Moreover, while an Essay may be hierarchically
structured, containing a beginning, middle, and end--much like a Narrative (Martin & Rose, 2008,
pp.118-124)--an essay may also contain particulate (non-constrained) orderings of conclusions,
generalizations, arguments, and even mini-narratives (as when giving personal examples); any of
which may not follow a chronological sequence. In other words, because the function of an essay
is to inform and explicate a point of view, its construction calls upon a higher level of cognitive
development than that of a Narrative, for example, because ideas, information, critical
evaluations, etc., all need to be linked in a coherent, clear and persuasive manner, which calls
upon an implicit hierarchy of cognitive and linguistic demands (Olive et al., 2009). Consequently,
as an analytic text, it is often one of the last genres encountered during schooling and, therefore,
it is perhaps not surprising that differences between groups of writers are most clearly seen in its
realization (Berman & Verhoeven, 2002, p.19; Liardét, 2013; Martin-Uriz & Murcia-Bielsa, 2008).
It seems, therefore, that the more cognitively demanding a genre is, the more likely it appears to
engender variation. Deane et al. (2008, p.17), for example, see these genre demands as differing
along four broad dimensions: (1) text organisation, which is primarily a function of topic
knowledge and working memory constraints; (2) sensitivity to audience expectations and existing
knowledge; (3) textual resources, such as appropriate lexicogrammatical choices and logico-
semantic links; and (4) critical thinking and reasoning, which primarily involves seeing and
understanding connections between ideas and theories. Cognitively, then, genres can be seen to
range from relatively stable, consciously learned templates, to complex, particulate patterns that
reflect unconscious choices. These differing demands draw on cognitive resources in varying
ways, and reflect the increasing/decreasing complexity of different writing tasks as trade-offs are
made between memory constraints, writing activities, and writer goals. These trade-offs are
outlined in a sophisticated account by Coirier et al. (1999), who examine the processes writers go
through when constructing an effective Discussion. They postulate eight social/discursive
elements are key to creating an effective Discussion, and that the interaction amongst these
elements leads to a complex, hierarchical web of interconnected warrants, points of view, and
subject-matter inclusion. They convincingly argue that in attempting to realize this reconciliation
of values, voices, and knowledge, the writer is torn between a dynamic, multi-dimensional
thought pattern, and the linear, sequential nature of writing. This view also highlights the
importance of working memory, because as writers are challenged to hold and manipulate these

complex thought patterns in memory, the ability to keep emerging text sequentially organised
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relies heavily on advanced linguistic skills?*. Some of these differences in realizational patterns
will be explored in upcoming chapters, where we will look at how the non-sequential thought

patterns of the two writers involved in this study are instantiated in unfolding text.

Finally, many studies into academic writing (cf. Chapter 3) predominantly focus on published
research articles or textbooks, where the examined texts are designed to instruct, explain, or
persuade (e.g. Biber, 2006; Chang & Schleppegrell, 2011). These are, of course, different social
purposes from those of a student essay. Firstly, this appears problematic when we consider that
student work is aimed at demonstrating the acquisition of acquired knowledge and its critical
evaluation (Gardner & Nesi, 2013)?2. Secondly, this focus on easily accessible texts (thesis and
publications being in the public domain) neglects the fact that students are asked to emulate
occluded or pedagogical genres; i.e. genres that 'are written to be assessed and discarded;
published examples are rare' (Nesi & Gardner, 2012, p.257). Fundamentally, exemplars of essays
are not readily available in the same manner as published works and, consequently, students are
left to fashion their texts after less than ideal models. Thirdly, published texts, and even
thesis/dissertations, are highly edited and often go through a rigorous process of peer review,
making them somewhat antipodal to the products of individual students. And, although recent
research has started to examine undergraduate and postgraduate coursework in isolation, these
studies are either based on small corpuses?, limited to specific disciplinary fields (Chang &
Schleppegrell, 2011; Loudermilk, 2007; North, 2005a; Swain, 2007; Woodward-Kron, 2002), or
focus on thesis or dissertations (Hood, 2004; Lee & Chen, 2009). This thesis takes a different view
as it explores how two student writers (re)negotiate their own ideas of what constitutes an essay
in light of what they deem acceptable, particularly with respect to the unfolding language

features of their own texts.

4.6 Summary

This chapter introduced the research surrounding the production/reception of written texts in
socio-cultural/purposive terms. Subsequently, it used the notion of genre as a backdrop to
illustrate how academic texts are immersed in social and cultural networks of recursive activities,

text-types, and discourse communities.

Section 4.1 introduced the various ways in which genre is seen (and researched) in four of the

most popular research/teaching paradigms. It was argued that regardless of which view of genre

21 This complex patterning, for example, is reflected in Biber's multidimensional analysis of the BAWE (§3.2).
22 |.e. studies of academic writing/genres are often based on texts that undergraduates rarely produce.

23 No doubt due to the painstaking process of manually coding data at the micro-level combined with the
inherent variability of developing writers (a clear exception being Hinkel (2002)).
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one assumes, the underlying premise remains the same: genre as a mediating concept that lies
between culture/society and the reception/production of text, and it is this mediating function

that assists us in making sense of 'stabilized-for-now' activities and events.

Section 4.2 outlined how genre can be operationalized (implicitly and explicitly) in terms of three
key concepts: heteroglossia, dialogism, and intertextuality. These three theoretical concerns
were also introduced in Chapter 3 in relation to 'voice' in academic writing. However, in this
section we also saw how can be applied to another holistic phenomena, that of genre. We also
saw how genre expertise can be modularised into overlapping knowledge 'types': rhetorical,

formal, subject-matter, and process knowledge, which combine and interact in complex ways.

Section 4.3 gave a very brief overview of how genre expertise is thought to develop/emerge. It
considered how the main contributing factors to increasing genre expertise were exposure,
practice, implicit/explicit interactions and feedback from other individuals/texts. However, it was
also noted that these factors can be affected by individual preference, styles, and identities, as
well as the writer's ability to construct a 'virtual reader'—the ability to distance oneself from one's

text and see it through the eyes of an intended recipient.

Section 4.4 showed how research has revealed the extent of predictability and stability in
academic texts, and that it is this predictability/stability which makes genre theory so attractive
to researchers/educators. However, this section also showed that whilst the Essay is by far the
most prevalent of genres that undergraduates are expected to produce, its distribution, and that
of other genres, is highly unstable across disciplines and study levels. This finding brings into
question the usefulness of 'general academic writing' courses by highlighting how specific

disciplines/levels call for highly specialized and diversified writing.

In section 4.5 we saw how the Essay performed many functions for students, departments,
researchers, critical theorists, teachers, institutions, and society in general. Furthermore, it was
argued that because the Essay has no concrete, substantive identity, it is often steeped in
mystery, differing expectations, is highly complex, fluid, and cognitively demanding. Yet despite
this hidden complexity, much research/pedagogy projects the Essay as something stable and
attainable on the basis of research into published 'model' texts, which actually bear little

resemblance to those of actual students' texts.

The next chapter takes what has been presented so far (Chapters 1-4) and moves us into the
realm of research design. In other words, the next chapter presents the methodology and

framework that informs the upcoming analysis, discussions, and conclusions that follow.
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Chapter5 Methodology

Introduction

This chapter introduces the methodology and theoretical framework that informs the analysis
and discussion chapters that follow it. Given the multifaceted nature of the area under study (as
evidenced in the previous chapters), it was advantageous to adopt a multi-layered approach to
data collection and analysis. Consequently, whilst | acknowledge that no one piece of research is
able to cover every ‘angle’ of a phenomenon, this chapter outlines a mixed methods approach
that balances depth and breadth of coverage, and (where possible) aligns itself with Tracy's (2013,
p.230) eight 'big tent' criteria of excellence in qualitative research. These eight criteria stipulate
that qualitative research should have resonance, cover a worthy topic, make a significant
contribution, and be rigorously rich, sincere, credible, ethical, and meaningfully coherent. As well
as these eight guiding tenets, this chapter also takes into account the following concerns and

constraints in order to increase the study's overall validity:

1. The research ‘problem’ (Chapter 1), which was outlined as a set of three research questions:

1. a. What practices do students use when digitally composing text?
b. When and where during the writing process are these practices employed?
c. Which practices (if any) are relatively stable, and which appear to change over time?

d. Do 'good' writers converge on similar practices?

2. a. What are the key linguistic features of 2nd year undergraduate essays?
b. Are these features comparable between/within different writers?

c. Are these features comparable to those of more experienced writers?

3. Is there a relationship between how a person writes and the perceived quality of their
text(s)? |.e. does the process affect the product?

2. The epistemological context of this thesis, which draws heavily on an interpretive (social

constructionist) paradigm (Systemic Functional Linguistics). Here, the main purpose is to

describe, interpret, and understand practices that are context-bound yet cross multiple

realities (Tracy, 2013, pp.40-41). Consequently, a number of assumptions/beliefs are held by

myself, which are made visible where possible in both this chapter and subsequent ones.

3. The scope of the project, which was primarily restricted by the amount of data that could
be analysed, and the amount of appropriate data that the researcher had access to (cf. §5.2.3
below) Moreover, the automatic analysis of linguistic features via keystroke logging is

restricted to parts of speech, and as such the coding of revisions in functional terms relies on
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a significant amount of manual intervention®.

Decisions surrounding these concerns, and their alignment with Tracy's eight criteria, are realized
here in the form of this ‘methodology’ chapter, which, for maximum transparency, | introduce
graphically in the form of an idealised flow chart (figure 5.1). This flow chart reflects the chapter's
organization in terms of its central mechanisms (section headings), analytical steps (subheadings),

and the interactions between them and other concerns.

RESEARCH “PROBLEM”

5.3 Sampling selection
5.2 Research Design ‘;g; Eggcmam
e =8

5.21 KSL: Inputlog 5.3.2.1Product data

5.2.2 Linguistic theary 5.3.2.2 Process data
5.2.2.1Metafunctions 5.3.2.3 Matching up data types 5.1 Ethical considerations
5.2.2.2 Realization 5.1.1 Procedural ethics
5.2.2.2 Rank scale 5.1.2 Situational ethics
5.2.2.2 Metafunctional agnation 5.1.3 Relational ethics
5.2.2.2 Paradigmatic choice 5.5 Data collection

5.5.1 Product data
5.5.2 Process data

5.4 Research site I

5.4.1 Material space 5.6 Validity and \
5.4.2 Semiotic space Reliability /

5.7 Data analysis
5.7.1 Product analysis
5.7.2 Process analysis

5.8 Researcher bias

Interpretation

& assumptions

CHAPTER 6, 7 & 8:

Selecting, presenting,
& discussing data.

CHAPTER 3:
Understanding and

generating theory

Figure 5.1: Interactions amongst the sections/concerns of this chapter

In figure 5.1, the 'Research Problem' is the overarching concern, and thus encapsulates all other
decisions/concerns. Within this 'Research Problem' are the eight sections that make up this
chapter. Connecting these sections (or boxes) in the above chart are flow lines/arrows. These
flow lines denote how each section is connected to, and thus informs/refines other sections. To
the centre and left of the diagram we have sections that are typically found in most research
studies (design, data collection, etc.). On the right we have ethical considerations and the
researcher's bias and assumptions. These two sections are key concerns when it comes to the
interpretation and presentation of data, and thus they are presented here as an interface (or

segue) to the upcoming discussion and conclusion chapters (the two document boxes in the

L For example, isolating, coding, and analysing one dataset took this researcher, on average, 120 hours of
work. Consequently, the decision was made to sample three datasets from one writer, and one dataset
from another writer. This enabled both within and across participant observations to be made.
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bottom right hand corner). Each of these sections (or boxes) will be explicated in the following

sections, beginning with §5.1: Ethical considerations.

5.1 Ethical considerations

5.1.1 Procedural ethics

Before participants were approached to take part in the project, the proposed design was granted
ethical approval by the researcher's university's ethics board. After suitable participants were
recruited (cf. § 5.3 for sampling procedure) they were given an information sheet (Appendix 1:
Participant information sheet) and completed a consent form and statement of intent (Appendix
2: Participant consent form) before any data collection commenced. This form acknowledged that
they understood the purpose of the study, their role in it, and that data was to be stored
anonymously and confidentially (in electronic form) for up to 10 yrs. Furthermore, it also
stipulated that data was to be made freely available for research only (as per ESRC mandates?).
Participants were also informed that they could at any time access, discuss, or delete their data

before it was transferred to me.

5.1.2 Situational ethics

Because of the nature of KSL, there were certain risks that needed to be assessed and overcome.
These primarily related to the collection of sensitive information (passwords and login details)
and privacy issues (monitoring personal emails, chats, etc.). Therefore, before collecting data, |
made a list of ethical problems and pragmatic issues that could arise (Appendix 3: Assessment of
ethical concerns). After discussing these issues with departmental colleagues, it was decided that
the nature of the initial data collection method? could lead to sensitive information being
collected (e.g. bank login details). Furthermore, there was also the potential that the software
could be misused (e.g. participants could potentially lend their computer to others and covertly
record internet activity). Therefore, | contacted the Inputlog research team at the University of
Antwerp, and asked if they could modify the program so that it only recorded keystrokes within
MS Word. They agreed to this proposal, and the subsequent modification was undertaken by a

programmer on their research team®.

2 See: www.esrc.ac.uk/_images/Research_Data_Policy_2010_tcm8-4595.pdf.
3 ].e. using the original version of Inputlog that is freely available to researchers.
4 This work was funded through an ESRC Research Support Training Grant (RTSG no.#).
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5.1.3 Relational ethics

In recompense, | provided participants with a debriefing form at each data collection point
(Appendix 4: Participant debriefing form). This form provided an opportunity for them to reflect
on their involvement, ask further questions, and/or seek additional information. This also
provided me with an opportunity to share my research with them in a strategic and open way. At
the end of the study | also provided each participant with informal feedback via a face-to-face

meeting on how they could improve their writing.

5.2  Research design

The research design draws on a mixed-methods approach that was chosen for pragmatic rather
than paradigmatic reasons: l.e. commensurable methods/approaches are brought together in
light of a 'research problem’, rather than as a stance toward a particular epistemological debate
(cf. Teddlie & Tashakkori, 2012). Drawing on keystroke logging software called Inputlog (Leijten
& Van Waes, 2013) and a socio-semiotic theory of language (Systemic Functional Linguistics), the
design aims to explore and understand how two successful 2" year undergraduates compose
academic texts via digital means. To accomplish this, the design moves from discovery (data
recording and coding (discovery) to quantification (corpus analysis (quantification) to explication
(discourse analysis (explication) and, finally, to discussion (revelation). This sequential application
of methods is known to work well for highly conventionalized texts such as the undergraduate

essay (Nesi & Gardner, 2012).
5.2.1 The role of Keystroke logging

In terms of revision mechanics, the study draws on Keystroke logging (KSL) software called
'Inputlog®. Inputlog is computer software designed to run on Windows (Leijten & Van Waes,
2013); it records inputs made by a user (e.g., key presses), and logs these inputs against a time
stamp. This study uses Inputlog to examine the frequencies of revisions, their position within the
text, the writers' movements between points of interest (focus events), and the language features
they attend to when they compose text and draw on digital sources. By using such software, data
collection can be unobtrusive, non-reactive®, and detailed. Such a data collection method, then,
can improve ecological validity because we can collect data on a subject's habits in a naturalised

setting, such as at their home, in a library, or wherever they would normally work on a computer.

> Inputlog is freely available to researchers via: http://www.lnputlog.net/
® There is no need for an observer to be present.
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However, because this data primarily reflects externalised processes there are no recourse to the
thoughts of the writer, before, during, or after text production. Consequently, it is popular to use
additional data collection methods in combination with KSL, such as think aloud protocols, eye
and pen tracking, video observations, post-task interviews, etc. (cf. Torrance et al., 2012, for a
collection of studies). However, it was thought that any additional layering of data may have
distracted from the main aim of providing a linguistic-based analysis of revision activity.
Furthermore, as outlined in §2.4, research seeking to analyse unfolding written text in any terms
other than syntax or morphology lacks a firm theoretical framework upon which analysis can
draw. Consequently, the decision to not include any additional data collection methods was also
a pragmatic one that aimed to narrow the focus of any design. However, as with any data
collection method, there are limitations to using KSL. Yet, rather than discuss these here, | have

chosen to include them under the overall study's limitations in Chapter 9, §9.3.

Furthermore, while a number of KSL programs are available (cf. Van Waes, Leijten, Wengelin, &
Lindgren, 2012), | chose Inputlog because: (1) It logs processes within MS Windows (including
applications accessed); (2) it functions with MS Word (the most popular word processor); (3) it is
being continually developed and is increasingly; (4) its detailed level of recording means that a
number of perspectives can be explored (cf. Leijten & Van Waes, 2013); and (5) Inputlog can
generate analysis files that can help 'reconstruct' the process aspect of written text; i.e. it can

help to transform a 'synoptic text' to a 'dynamic text', as outlined in §5.7.2.

5.2.2 The role of linguistic theory

In terms of text analysis, this study draws on Systemic Functional Linguistics (or SFL). Although |
could have chosen any number of analytical frameworks—as do others when examining academic
writing (e.g. Ken Hyland, Douglas Biber, etc.)—SFL offers, as will be shown, a more robust and
adaptable framework within which to draw connections between products and processes, and is
thus more commensurable with my research aims. More specifically, SFL privileges the
relationship between language form and (con)textual meaning, encompasses explicit analytical
constructs that allow this relationship to be projected on to developmental sequences at all levels
of structure; it is also a (strong) theory about language as social process and a detailed descriptive
framework that allows the systematic and detailed recording of language patterns, such as those

outlined on Chapter 3 and 4.

SFL is a social-constructivist view of language that sees grammar as semogenic: 'a system that
creates meaning' (Halliday, 2009, p.60). Its overarching principle is the concept of meaning
potential, where language is a meaning-making resource rather than a set of rules. This meaning-

making potential is said to stem from (or be reflected in) five hierarchies and four
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complementarities, along which researchers/theorists may align themselves depending upon
their particular concern(s) or focus. These hierarchies and complementarities are described in
numerous publications (Halliday & Matthiessen, 2013; Halliday & Webster, 2014), yet they all
draw on the five key tenets that underlie SFL's views on language. Therefore, rather than replicate
these discussions here, we will instead focus on these five key tenets, beginning with the

metafunctional organization of language.

5.2.2.1 Metafunctions

SFL sees language as a semiotic system that is organized metafunctionally. This belief is based on
the idea that language has evolved four simultaneous functions with which to: (1) Construe
experience or our naturalized reality (language as representation), (2) construe logical relations
between entities, figures, or meanings (language as iteration), and (3) enact personal and social
relationships (language as exchange). These functions are called the experiential, logical, and
interpersonal, respectively. Language, however, has also evolved a fourth function. The purpose
of this metafunction is to map the experiential (language as reflection), logical (language as
iteration), and interpersonal (language as action) functions on to one another and on to the
context in which language is being used. This fourth function is called the textual metafunction.
In very basic terms, the textual metafunction has evolved 'in response to the needs of dialogue
and narrative' (Halliday, 1975, p.58), such that '[t]he speaker can put any spin (interpersonal) on
any topic (experiential) at any discursive moment (textual)—and keep the story going along

indefinitely (logical)' (Halliday, 2009, p.72).

5.2.2.2 Realization

The 2nd tenet concerns text and social context, which are said to be dialogically tied via realization
across abstract layers (or strata) of language. This two way dialogue both construes and activates
the level above/below. Realization is thus a chain of redundancy, as information at lower levels is
inherently present in upper levels, albeit at a more gestalt level of detail. SFL’s stratification of
language builds on Hjelmslev's classic conception of realisation by incorporating additional strata
to account for what is seen as 'natural' (non-conventional) and 'arbitrary' (conventional)

relationships within and between content and expression planes, as per figure 5.2:
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Figure 5.2: SFL's stratification of language

The 'highest' or most abstract layer is context. SFL models context as a connotative semiotic
system, whilst language (the content plane) is denotative—it is expressive of context. The strata
referred to as 'register' is often defined as the manifestation of skewed probabilities in the
content plane that arise in given contexts (cf. Chapter 3 for more detail), whereas the content
plane is said to consist of layers of wordings (lexicogrammar) and discourse (semantics). It is in
the content plane, then, that written language is realized both grammatically and semantically,
and it is within this plane that the analysis in the following chapters focuses on. More specifically,

the majority of the analysis is situated at the lexicogrammatical layer.

5.2.2.3 Rank scale

The 3rd tenet concerns constituency (or the unit of analysis). Constituency is associated to the

2" tenet (realization) via a rank scale. This relationship is portrayed in table 5.1:
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2" tenet: Stratification 3" tenet: Rank scale
(layer) (constituency)

Semantics text

clause

Lexicogrammar phrase / group
(grammar & lexis) word

Content

morpheme

tone group
foot

(1) Phonology syllable
phoneme
phone

Expression

Sentence

sub-sentence
(2) Graphology .
word (written)

letter

Table 5.1. Constituency (or rank scale of analysis)

Intable 5.1 we have the content and expression planes of language in the left column (the smaller
two circles’ from figure 5.2). The (1) and (2) next to phonology and graphology denote the two
main physical manifestations of language that are typically examined in SFL research®. The right
column lists the corresponding unit of analysis (or rank scale) by which either content (meaning)
or expression (phonology/graphology) can be construed/activated. In this thesis we are
concerned with meaning (or language functions), and therefore, we will be looking at rank level
units within the content plane, rather than concerning ourselves with graphological realizations

(e.g. sentences), which is the focus of much writing process research.

The most extensive unit of meaning is situated at the upper edge of the semantic stratum, and is
called the 'text'. The most extensive unit of wording is situated at the upper edge of the
lexicogrammatical stratum, and is called the clause (Halliday & Matthiessen, 2013, p.660). Texts
(situated at the semantic stratum) are seen as meaning-making potentials, activated by cognition
and context, which construes/activates the socio-semiotic environment (context) for those
involved. A text can be made up of any number of units below it. For example, a single word such
as 'hello' construes a 'text'—it has meaning-making potential for those involved in a given context.
In this thesis, we are primarily concerned with lexicogrammar, and as such the units of analysis

are situated alongside it in table 5.1: clause-complex~clause~group/phrase~word™~ morpheme.

”The realisation circles reduce in size so as to reflect the fact that the unit of analysis reduces in size; i.e.
higher level patterns are constitutive of lower level patterns.
8 There are other means of expressing language, such as sign language, for example, but here focus on the
two main forms analysed in SFL research.
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5.2.2.4 Agnation

The 4™ tenet of SFL is metafunctional agnation, which means that language patterns (or meanings)
inherent in one layer of language rebound in the other layers of language. However to account
for what is seen as a natural relation between the organization of language and the organization
of social context, SFL uses the concept of 'register' as a mediating function between the socio-
semiotic environment and the individual. We have already discussed the concept of registerial
variation in Chapters 3 and 4. In terms of agnation, though, SFL uses register to model the socio-
semiotic environment through agnate patterns of three social (register) variables: field, tenor and
mode, each of which are closely associated with one of the three metafunctional strands of
language (Halliday, 1978). In this thesis, however, | also draw on the 'Sydney school' view of
context®, which integrates more fully with the phenomenon under study (Martin & Rose, 2007,
2008). This view draws heavily on Martin's work (1992) in that it stratifies context into genre and
register (cf. Chapter 4). Figure 5.3 is a reproduction of figure 5.2 (above) that incorporates this
additional 'layer' of 'genre' and the three register variables and their corresponding

metafunctional agnation:
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(activation)

Figure 5.3: Social context and meaning realized through metafunctional strata

9| refer the reader to more detailed examinations of the concept of 'register' in other works (Hasan, 1995).
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If we take the variable field® as an example, this is portrayed in figure 5.3 as primarily being
associated with, or representative of, the ideational metafunction. l.e. field primarily concerns
the construal of experience (naturalized reality or 'clause as representation'). The register variable
tenor, meanwhile, is portrayed as being agnate with the interpersonal metafunction—it mainly
concerns the relationship between a text’s producer and its recipient (social reality or 'clause as
exchange'). Finally, mode is said to be agnate with the textual metafunction—the symbolic
configuration of rhetorical structures (semiotic reality or 'clause as message'). These relationships

are summarised in table 5.2

Register Variable Metafunction 'Construal of reality'
Tenor Interpersonal social

Mode Textual semiotic

Field Ideational (logical, experiential) events

Table 5.2: Metafunctional agnation (Martin, 1992)
5.2.2.5 Paradigmatic choice

The 5" tenet relates most closely to language as a resource for meaning-making, comprising a set
of potentials to mean. These sets of potentials, or options, make up systems, and it is within these
systems that we find the potential for systemic choice. The 5™ tenet, then, is SFL’s organizing
concept of paradigmatic choice, which is represented as a set of lexicogrammatical or semantic

systems. As Halliday (2009) notes:

'A system, then, is a set of features which stand in contrast with each other in a
specified environment—of which one will be chosen whenever the environmental
conditions obtain.' (p.65)

An example of a basic system given by Halliday (2009) is POLARITY, which consists of two features
in an either/or relationship of 'positive' or 'negative'. Figure 5.4 depicts POLARITY in diagrammatic
form; it also shows two further properties: (1) each feature's realization (indicated by the
downward facing arrow), and (2) their relative probabilities, which are predicted within SFL to be

either equal or skewed (in this instance polarity in English is a skewed system, biased toward

10 1n discourse semantics, field is interpreted as 'a set of activity sequences oriented to some global
institutional purpose, alongside the taxonomies of participants involved in these sequences (organised by
both classification and composition)' (Martin, 2013, p.24).
1 This view is somewhat more simplified than that of other genre theorists (e.g. Bazerman). For e.g., Martin
states that through genre, 'the principles for relating social processes to each other have to do with
texture—the ways in which field, mode and tenor variables are phased together in text' (1997, p.12).
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positive, as indicated by the 0.9:

positive 0.9

Y POLARITY
major clause

\

negative 0.1 \ + not
Figure 5.4: The system of POLARITY (from Halliday, 2009, p.65)

In the system of POLARITY, the entry condition is "major clause". The arrowhead next to this entry
condition indicates movement from left to right into the system of POLARITY (denoted by the
label 'POLARITY' above the line). This movement from left to right symbolizes the process aspect
of systems. If the entry condition is met (i.e. if the clause is "major") 'then select either positive
or negative (stated procedurally), or every major clause is either positive or negative (stated
descriptively)' (Halliday, 2009, p.65). This principle of paradigmatic choice means the analyst

describes the system and not the realization (syntagmatic choice):

‘[w]e do not describe “negative”, or “negation” [...] we describe POLARITY. We do not
describe “passive”; we describe VOICE. We do not describe the “definite article”; we
describe the system of NOMINAL DEIXIS [i.e. DETERMINATION]. And so on.' (Halliday,
2009, p.66).

In other words, in examining writing as it unfolds we are looking not at the sequence of words
being produced, but at the possible!? language choices (or systems) that the writer is making, and

how they contribute meaning to the unfolding text.

Although, this introduction to SFL has been necessarily brief, there are additional elements that
will be introduced as the need arises. To summarise what we have covered so far, though, we can
say that SFL sees text as 'organised internally as patterns of logical, experiential, interpersonal
and textual meaning' (Halliday & Matthiessen, 2013, p.43), where a 'person's personalised
meaning potential is thus the aggregate of those registerial meaning potentials that he or she has
mastered' (Matthiessen, 2009, p.219). Here, the ability of language to simultaneously map
different meanings onto the same structure is explained in reference to a dimensionally based
view of the architecture of language, where abstract hierarchies (or strata in SFL terms) are
organized according to the principle of realization (construal vs. activation): From above
(movement down through the strata), realization is said to 'activate' the level below, thus
semantics activates (is realized by) lexicogrammar. From below (movement up through the
strata), realization is said to 'construe' the level above, thus lexicogrammar construes semantics.

This dialogic, two-way realizational relationship is the foundation by which language is both social

2 These language choices are, of course, somewhat constrained by the sequence of words that surrounds
them, otherwise there is the potential for a string of nonsensical language to be produced.
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semiotic (downwards activation) and socially dependent (upwards construal).

5.3 Sampling selection

5.3.1 Participants

Participants were two 2" year, female undergraduates aged 19 years old. They were recruited
via word of mouth, targeted emails, advertisements on campus, classroom visits, etc. In an
attempt to control for genre and subject-matter knowledge, | screened participants for a 'high'
achievement level (avg. grade of +65% in previous essays), and sampled only undergraduate
'Essays' in the field of linguistics. Participants were also screened for language impairment(s) (e.g.
dyslexia) and the use of a computer that ran Windows. Several other participants took partin the
data collection part of the research, but their datasets were either incomplete (i.e. they had
missing writing sessions--IDFX files), or they did not receive a final grade of over 65% for their
essay. Consequently, this study only examines the data from the two writers who provided a full

record of their activity, and met the above requirements.

| limited my examination to two UK undergraduates for three reasons: (i) Using students from
one country (and the same L1) should reduce variability, especially when both students come
from state run education systems; (ii) UK undergraduates are the largest demographic of students
in UK universities; (iii) Being a recent undergraduate, this gave me access to, and insider
knowledge of, the context surrounding the research; and (iv) choosing to examine two writers
rather than one, opened up the possibility that different writing 'signatures' (cf. §2.3) and writers'

practices could be studied.
5.3.2 Raw Data

To provide a credible and significant contribution, it was important to use naturally occurring,
learner output as primary data®®. Thus, being able to use undergraduates' actual essays (and what
they did while composing them) was of utmost importance. Although students produce many
texts at university, only one genre-family was selected for analysis (the Essay). This was based on
the Essay being both a high-stakes genre and the most frequently produced text-type across
study-levels and disciplines (cf. §4.3). Ultimately the choice to focus on one distinctive, frequent,

and highly valued piece of writing was a form of purposive (or criterion based) sampling**.

13| see learner output as the best measure of language development/ability.
14 purposive sampling is non-random, small, and provides theoretically grounded ‘rich’ data.
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Two types of data were collected and organized according to participant and chronology:

5.3.2.1 Product data (type 1): Finished texts and grades

This data represented the students' final draft(s) of each essay—i.e. the actual essay(s) that they
handed in for assessment—and took the form of MS Word Document files. Four essays were
deemed suitable for analysis as they received grades over 70%*°, and their accompanying KSL
files were the most complete and appropriate!®. This approach aimed to (1) combat problems
related to assessing text quality (de Larios, Murphy, & Marin, 2002; Schoonen, 2005; Van Weijen,
2009, p.109), because the subjects' actual grades were used as a measure of writer ability (it was
also thought that higher-rated essays would encompass the expected linguistic features, as per
Gardner and Nesi’s assumptions (2013)), and (2) address the ethical issues surrounding

inappropriate data collection (cf. §5.8).

All four essays were approximately 1600 words (not including references). Three were collected
from one participant (JD), and one essay from another participant (BB). To maintain anonymity
and as a means to match the essays with their corresponding Inputlog datasets, these were

labelled as 'JD1: Essay', 'JD2: Essay', 'JD3: Essay', and 'BB: Essay' (cf. Appendix 5: Finished essays).

5.3.2.2 Process data (type 2): Writing episodes

This data represented each student's interactions with their computer as they composed their
essays, and consisted of Inputlog recordings containing detailed timestamp information about
keystrokes and mouse movements made within MS Word, and focus events (programs used,
websites visited, etc.). These recordings took the form of 28 .idfx files, or 56 hours 18 minutes of
computer based activity, of which 11 hours 40 minutes was spent within MS Word. These .idfx
files were anonymised as per the product data (above) and used to generate other file types (.xml,
txt files, etc.) using Inputlog's various analyses functions'’. For example, via its ‘source analysis’
function, Inputlog provides data on users’ application habits (or ‘focus events’), such as the time,
frequency, and duration spent in a program/webpage. This makes it possible to chart what

programs/sources writers use, seek out, consult, and how long/often they do so.

5.3.2.3 Matching up data types

Inputlog recorded the composition of each essay in individual folders, and labelled the resultant
IDFX files chronologically; for example, the very first writing session by JD was labelled 'JD_1'.

However, in some instances the participant would start/stop the recording process without

15 Essays were independently rated according to Cardiff University's analytic scoring rubric.

16 |.e. these sets of KSL files were mostly uncorrupted and contained no personal information .

17 Screenshots can be seen in Appendix 6, whilst the full list of files used is contained on the appendix CD.
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typing anything (probably due to an error in the program not opening their Word Document). In
such instances, these datasets were empty and discarded. For full transparency, the corpus of
raw data used and subsequently analysed (coded data) can be seen in Appendix 6: Sampling

matrix of data.

5.4 Research site

In this study the research ‘site’ (contextual boundary) was both material and abstract.

5.4.1 Material site

The physical space surrounding text production comprised a large university in the UK. Both
participants were enrolled fulltime on an English Language studies degree. The task environment
varied: Sometimes the participants worked on their essays at the university (in the library or
canteen), but mostly they worked at home, in isolation. Both participants used laptops with 15"
screens, and both reported that they always worked on a desk/table rather than on their laps.
Neither participant printed off copies of their work until the final draft (they both preferred to
edit/write directly on the computer). Participants had at their disposal material artefacts such as
digital and printed texts in the form of textbooks, articles, etc., which they used to augment the

content of their essays in terms of quotes, ideas, opinions, etc.

5.4.2 Semiotic site

The abstract space surrounding writing is often overlooked in research. The largest (yet most
implicit) space is that of language, which in this study is primarily engendered in a triadic exchange
between the writer, their own text, and the content of other texts (most visible in reference lists
and digital sources revealed via KSL data). The abstract space, then, is the meaning-making
potential afforded by a complex interplay of topic knowledge, linguistic repertoires,
heteroglossia, dialogism, and the logogenesis of text—any of which may be manifested physically

(printed text) or virtually (digital world).

Symbolic artefacts (abstract mediating tools) may or may not be immediately recognizable as
mediating the writer's thoughts and actions, yet they still provide a functional contribution to the
writing process. These include the myriad of semiotic signs present in model texts (generic

layouts®8, technical lexis, etc.), and the re-contextualisation of knowledge through the unfolding

8 For e.g., BB'spossessed knowledge of the layout of an Exposition as evidenced by her use of section
headings before she had even begun adding content.
85



of the students' own text (Galbraith, 2009).

5.5 Data collection

5.5.1 Product data

Completed essays and their grades were stored in a password protected folder on a dedicated

file storage server on the internet. The files were also backed up on a secure memory stick.
5.5.2 Process data

During an initial meeting with each participant, the functionality of Inputlog was explained and
participants were told that it would record their computer-based activities when, and only when,
they set it to record. And only then would it record what they typed within MS Word and the time
spent in various windows (aka focus events). | gave each participant an information sheet
(Appendix 1), and written instructions on how to use Inputlog (Appendix 7). Once they had read
and understood the information and instruction sheets??, | installed a modified version® of
Inputlog on their computers. This enabled me to collect data without having to be present, and

allowed the participants to work on their essays whenever and wherever they pleased.

Participants were instructed to start Inputlog before opening their essays. Once Inputlog started
they selected the 'record previous file' option and clicked 'Record'; this procedure opened their
document (Wordlog.docx) from within Inputlog. At the end of each recording session they saved
this document and selected 'Stop Recording' on Inputlog's user interface. This action generated
an IDFX file for that particular writing session, which was stored in a folder created by Inputlog on
the participants' computers. Upon each essay's completion, these folders were transferred to me

via a USB memory stick during a face-to-face meeting with each participant.

5.6 Validity and reliability

Validity and reliability go hand-in-hand with credibility, and all three depend on the likelihood,
trustworthiness, and verisimilitude of findings. Credibility comes through replicability, accuracy,
and consistency. In qualitative studies, credibility can be enhanced through thick description,

crystallization, multivocality, member reflections, and transparency (Tracy, 2013, p.235).

19 Participants were repeatedly afforded opportunities to ask questions.
20 For ethical reasons (cf. §5.1) Inputlog was modified was altered so that it only recorded keystrokes within
an MS Word document labelled 'Wordlog.docx'.
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Thick description refers to my task, as a researcher, to provide a full enough account of
participants' social actions (or behaviours), so that | may credibly assign rational purpose
(motivation) and intentionality to these actions (Geertz, 1973). As Ponterotto (2006) puts it, thick
description is the root of the tree, thick interpretation its trunk, and thick meaning its branches.
It is my aim to successfully bring these three strands together to give you (the reader) a stronger
sense of verisimilitude as you progress through this thesis, showing you the complex specificity
and circumstances surrounding the data so that you may draw your own conclusions, which will

hopefully align somewhat with mine.
Crystallization is a metaphor for reticulation of data, and in the words of Richardson (2000)

‘combines symmetry and substance with an infinite variety of shapes, substances,
transmutations, multidimensionalities, and angles of approach. [...] What we see
depends upon our angle of repose.' (p.934)

Accordingly, this study brings together a quartet of 'angles': Participant perspectives
(multivocality via teacher, student, researcher standpoints?!), research methods (quantitative,
qualitative, ethnographic), data collection (a bricolage of process, product, and contextual
information), and multi-perspective analyses (top-down and bottom-up). The purpose of
crystallization, then, is not to corroborate or converge findings, but to shed light on different
aspects of the same phenomena—a complementarity of angles oriented to discovery rather than

predetermined outcomes.

Member reflections include member checks, validations, and verifications. They bring insider
perspectives to bear on a phenomena, and are thus a powerful methodological tool in
interpretive research (Tracy, 2013, p.238). In this study | use member reflections to not only check
the interpretation of data, but also to elaborate on previously overlooked themes. This was

primarily achieved through informal meetings/emails with the participants.

Transparency is marked by disclosure of the study’s challenges, unexpected twists and turns, and
revelations of the ways research foci transformed over time. Transparency also means that credit
is given in terms of acknowledgements to participants, funding sources, and supportive
colleagues. Firstly, the research was part of an ESRC Doctoral Candidature program that provided
full funding for this particular 'research problem'. Consequently, the focus of the thesis was
somewhat rigidly set from the outset, and thus, whilst the design changed throughout the course

of the research??, the initial set of research questions and main focal points did not. Secondly, my

21 These are assessed grades/feedback, participants' data, and my assumptions/views (cf. section 5.7).
22 primarily due to ethical reasons and the quantity of the data provided by Inputlog.
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insider perspective?® meant easier entry into the field of study, increased understanding of the
participants' task(s), and gave me a head start in understanding written Academic English, and

how some writers compose on computers.

5.7 Data analysis

The data analysis was inductive, in that it looked for and described observable patterns, rather
than testing hypotheses or drawing deductions. Furthermore, whilst my perspective was
primarily emic, the analysis was decidedly ‘iterative’ (as opposed to ‘grounded’) in that it
‘alternates between emic, or emergent, readings of the data and an etic use of existing models,
explanations and theories’ (Tracy, 2013, p.184). This decision was based on the belief that
researchers are neither fully insider (emic) nor outsider (etic), but are temporarily and
precariously positioned, where space, time, and context all contribute to the fluidity of

perspective (Eppley, 2006).
5.7.1 Product analysis

Text analysis moved from quantification to explication to revelation. In this view, text linguistics
(bottom-up perspective) was used in tandem with discourse analysis (top-down perspective). This
analytic approach was primarily informed by SFL, drawing on functional grammar (Halliday &
Matthiessen, 2013), discourse semantics (Martin & Rose, 2007), and indirectly register and genre

theory (Martin & Rose, 2008). As Halliday (2009) states:

'[To] contextualize a problem — and ourselves in relation to it — [...] means taking
up a descriptive stance — or rather, moving among a number of different stances,
to achieve a “trinocular” perspective on various dimensions.' (p.79)

Accordingly, the analysis maps metafunctions (ideational, interpersonal, and textual) across
strata (graphology, lexicogrammar, and discourse semantics), with context modelled as the

stratification of register and genre (as per Martin, 1992). As Tracy (2013) eloquently states:

‘theories serve as sensitizing concepts that help direct attention to meaningful data
[...] they provide guidance and potential organizational frameworks.” (p.50)

Consequently, the linguistic analysis aimed to reveal the transformations that text, and the
language contained within them, went through as these two students integrated new levels and

forms of understanding concerning the texts they produce and consume.

2 Having recently completed a similar degree at a university close by, and as a current PG student in the
same department as both participants, | clearly had insider knowledge that other researchers may not have.
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The first step in this process was to code the finished essays in terms of a thematic analysis,

resulting in a set of 'synoptic texts' (Appendix 8).

In line with most functionalists?*, | examine Theme at the level of the T-unit: An 'independent
conjoinable clause complex’ (Fries, 1995, p.49). This approach is founded on the notion that the
progression of text stems from the ‘thematic structure of independent clauses’ (Halliday, 1994,
p.61). Accordingly, paratactic clauses are analysed separately for Theme, while hypotactic clauses

are analysed for one Theme only?®: Clause-complexes were delimited as follows:

1. Each text was divided into T-units (roman numerals denoted paratactic relations).

2. The main verbal group (Process) was identified.

3. The main Process and any associated Participant(s) were demarcated (the main process
marked the beginning of the Rheme).

4. Other elements were assigned component functions according to the view below.

To be clear from the outset, this thesis does not adopt the view of Theme espoused in IFG4
(2013). Instead, it agrees with a number of scholars (e.g. Berry, 1995; Enkvist, 1987; Fawcett,
2003) in that it includes everything up to, and including, the Subject as part of THEME (as per
Halliday's (1967, p.219) initial position). The rationale behind this decision is based on the belief
that when examining aspects of theme in complex written texts (i.e. academic essays), thematic
choices are best seen as realizing two threads of meaning: Subject theme positions a text in
relation to its participants (typically functioning to help maintain a topic), whilst other themes
function as ‘circumstantial frameworks’ (Downing, 1991) or ‘Contextual Frames’ (Davies, 1997),
positioning a text's purpose in relation to context and co-text. Moreover, a maximal approach to
theme makes results cross-comparable, as minimal Theme (i.e. Halliday's current view) can be

drawn out if need be.

Secondly, | have chosen to include a Rheme/N-Rheme divide based on the assumptions of Fries
(2002, p.125) that: (1) efficiently written text should be sequenced to take into account the same
cognitive resources as speech, and (2) the best place to highlight information—typically that
which we present as 'New' in speech—is at the end of a clause, because the last major 'item' we
read tends to be the most salient piece of information we carry with us (often referred to as the
‘end-weight' principle). Ultimately, this approach attempts to address the following concerns: (1)
that 'the process lies inbetween the peaks of textual prominence' (Matthiessen, 1995a, p.516)

and, as such, it is often overlooked when analysing THEME/RHEME choices; (2) thematic and

2 The notable exception being Matthiessen (1995a, 1995b).
% This approach also accounts for the placement of fronted dependent clauses as Theme.
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information structures are inherently continuous, as illustrated in figure 5.5:

(Given < ) New

Theme (—Rheme)

Figure 5.5: Information flow in the English clause (Halliday, 1994, figure 9-6)

And (3), mapping grammatical constituents onto functional elements (particularly ones that carry

discourse semantic prominence) is intrinsically problematic (cf. Martin, 1995).

In terms of THEME/RHEME choices, then, each T-unit was partitioned into four component parts,
split between the point of departure and the development of the clause®. This arrangement is

shown in figure 5.6, which displays 2 T-units, or 4 independent clauses:

1 [Point of departure: THEME® % |4a 4 & & 4= @ = Development of clause: RHEME |Theme selection

C

2 |Theme  |Subject Theme Rheme N-Rheme text|Int.[Prog|M/U
how it has an affect on our daily

1 Research has looked at | interactions with family and HT
friends

2i | Although | there are many aspects of politeness, + - EC| -

- am interested in looking at face-

2ii | . . - - -

particularly | threatening acts
2iii and how | they are mitigated. + - -

Figure 5.6. Coding system for textual analysis

The point of departure represents choices in THEME, which are realized in two functional 'slots':
(i) Theme, which can be occupied by Interpersonal/textual/marked themes. Interpersonal themes
included modal and mood marking elements, grammatical metaphors in the form of it-clauses
followed by extraposed subjects (Martin, 1995, p.244; Thompson, 2004), and projecting clauses
that conveyed an element of opinion, as per Davies (1997) and Martin and Rose (2007). Textual
themes incorporated conjunctive, structural, or continuative elements. Marked themes were any
ideational element that was not congruent with the grammatical Subject, including if clauses,
circumstantial adjuncts, and fronted dependent clauses. And (ii) Subject Theme, which is occupied

by the Participant tied to the main process?’ (cf. Appendix 9 for the classification criteria of each

26 The systemic selection of experiential, interpersonal, textual, and/or marked theme within the Theme
component is noted on the right-hand side of the table: Realizations were either present (+) or absent (-).
Thematic progression (prog) was signified via block arrows, as per Berry (1995).

27 Hence this element may be ellipsed in some instances.
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type). The development of the clause represents choices in RHEME, which also has two functional
'slots": (i) Rheme, which is where the verbal group denoting the main process is realized, and N-
Rheme, which are those elements that proceed the main verbal group, and are believed to be
that which the writer portrays as most 'newsworthy' (Fries, 2002). The retrospective arrows
accompanying RHEME indicate that informational prominence is continuous, not discrete;

conversely, a prospective arrow accompanies THEME.

5.7.2 Process analysis

To prepare the raw data for analysis, the IDFX files were first filtered for unwanted noise. Activities
were considered noise when they did not directly or indirectly relate to the main task of
composing. For example, if a participant took a break to browse a social website, this was recoded
as 'downtime’, and was coded as such. Typos, spelling mistakes, and false starts were omitted

from analysis; only amendments made at the morpheme level and above were included.

| then used the synoptic texts generated from the product analysis (§5.7.1 above) as a starting
point from which to isolate writing activity; i.e. to reveal the logogenesis of each text, | started
with the synoptic texts and used KSL data to fill in the 'blanks'. Specifically, | used Inputlog's
'‘Analyze' function to generate the following analysis files for each IDFX file: Linear analyses,
Revision matrix, and S-notation (Kollberg, 1998). This resulted in XML based text files that gave
detailed information on mouse movements and keys pressed (linear analysis) deletions and
insertions made (revision matrix), and locations in the text where amendments were made (S-
notation). In combination with Inputlog's playback facility and the synoptic texts, these files
allowed me to (re)construct a detailed picture of what each writer did as they composed their
essay(s), filling in linguistic realizations that were absent from the synoptic texts. Screenshots of

this montage of sources can be seen in Appendix 10.

During my (re)construction of each text, | categorized revisions according to time (sequence),
place (movement within the text), rank (constituent level realization), language function
(experiential, logical, interpersonal, and/or textual), lexicogrammatical system (e.g. MOOD,
CLASSIFICATION, etc.) and, where relevant, semantic type (i.e. expansion/projection, which will be
explained as the need arises).

5.7.2.1 Coding revisions for time and place

Temporally, revisions were numbered chronologically: Revision 1 was the first revision a writer
made, revision 2 the next, and so on. Movement away from the leading edge (cursor position)
was signified by standard numbers within braces. For example, {23} signalled that the writer

moved away from this position in the text and made revision number 23. The corresponding
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revision (i.e. revision 23) was signified by a matching superscript number 2{revision}—the content

of the revision being contained within braces. This allowed me to code revisions as follows:

1. Forward progressions (FP): Revisions made within the functional component currently being

realised. Revision 116 below exemplifies an FP as the revision remains within the N-Rheme:

T-unit| Theme | Subject Theme Rheme N-Rheme

a contrast ”6{m%wﬂ-takmg}w{116} in pupils 'talking
out of turn' (2004:292).

54 She also found

2. Commutative progressions (CP): Revisions made within the currently being realised clause but
across component boundaries?. Revision 95 below exemplifies this as the revision crosses over

from Rheme to Subject Theme:

T-unit Theme Subject Theme Rheme N-Rheme

S uses | a sense of relating to the whole the

8 |By using social media, it gives)er population.

3. Forward revisions (INSA): Revisions made at some location in advance of the cursor’s (leading
edge) last known position, but outside the currently being realised clause. Revision 227 below

exemplifies this, as the cursor position prior to this was at T-unit 26.

T-unit Theme Subject Theme Rheme N-Rheme

will care forand | her own child, establishing a close

38 Traditionally, |the mother attend to 221y idl  bond.

INSA

4. Backward revisions (INSB): Revisions made at some location before the cursor’s last known

position, but outside the currently being realized clause. I.e. these are the opposite of INSAs.

A catch all category of insertions (INS) was also used for revisions that occurred when no data
was available for the cursor’s last known position. This was primarily due to KSL data that was for

some unknown reason corrupted in terms of positional data.

The revision type was signified by subscript letters after the braces. For example, if the revision
was a forward progression, FP would be placed in subscript after the revision: 2*{revision}. The
inclusion of revision information resulted in a set of 'dynamic texts' (cf. Appendix 11: Dynamic

texts). Revision types will be further explained in the next chapter, alongside detailed examples.

5.7.2.2 Coding revisions for language choices

In order to increase the robustness of the coding scheme, | made use of the various
lexicogrammatical systems expounded in IFG4. By cross referencing a revisions rank level

realization and its function, | could pinpoint which lexicogrammatical system it involved?®.

28 For example, movement from Theme to Rheme within the same T-unit was coded CP.
2% Some revisions had more than one function as will be shown in the following chapters.
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For example, consider revision 82 from BB's dataset:

T-unit Content
and helped ensure the continued use of 82{vemaeu+a+c}FP {82} English 83{aH%mes}FP {83}
during times it was greatly threatened, such as during the Norman Conquest.

21iv

Example 5.1: Revision 82 from BB

In this example, revision 82 deletes the adjective 'vernacular'. In terms of rank, this revision
directly affects the nominal group 'the continued use of vernacular English'. In functional terms,
it is experiential because it orients to field (or the construal of reality)—it provided further
information about what kind of English the writer was referring to, rather than a personal
judgement on something. In terms of systemic choice, we can cross reference this revision's rank
(nominal group) and function (experiential) and see that it concerns one of the systems located

in the corresponding square, as shown in figure 5.7:

Rank Class Logical Experiential Interpersonal | Textual  (cohesive)
Clause
THING TYPE,
NUMERATION,
=> nominal CLASSIFICATION
group / EPITHESIS &
phrase QUALIFICATION
verbal ﬂ
adv.
prep.
word
info. unit
tone
group

complexes simplexes
Figure 5.7: Function-rank matrix

t30

Upon closer examination, we see that this adjective was functioning as an Epithet®, modifying

'‘English" and, thus, representing a choice in EPITHESIS.

The revision number (sequence), location (T-unit and functional component), content, linguistic
analysis (rank, function, systemic choice), and type were extracted from the dynamic texts and
entered into a 'Revision analysis matrix' for each dataset. An example of how one revision would

be isolated in this fashion is shown below:

30 'vernacular' being descriptive rather than categorizing, which would represent a choice in CLASSIFICATION.
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Paint of departure: THEME = = = = = 4444 @ee Development of clause: RHEME Theme selection
T-unit The |Subject Theme |Rheme |N»Rheme textl Int. |Prog|M/U

their ***{argument | theory{246 based
Brown and also " {puilt | I ! V2,

54 ) e—. ‘ {aeT56illep13, ON Grice's maxims '**{-as-eid | .
Levinson developed 155 )
{153}, 1, as did}yemiss Geoffrey Leech.
/T' Content Description L oc [Type| Rank [Function | System

Rev /

j Adds ‘As well as ...' = ~minor Phrase |Exp. (+) minor
As well as | TRANSITIVITY: +[Circumstance ((non- ’ Trans.

building on| finite clause): extending: T INSA

Goffman's [accompaniment: additive], and =

work, ~THEME SELECTION: +[marked Clause [Text. (+) |Theme

Theme ((fronted dep. Clause)]

131| 54

Example 5.2: Creating a revision analysis matrix (master spreadsheet)

In the above example, revision 131 is extracted from JD1's dynamic text and entered into a
'Revision analysis matrix': The 1% column of the matrix lists the revision number, the 2" column
lists the T-unit where the revision took place, the 3™ column contains the revision's content, the
4™ column the linguistic description (qualitative analysis), and so on. This matrix took the form of
an excel spreadsheet, and was the basis from which revision data was quantified and further
explored as part of an MS Excel Workbook entitled 'Revision Table (JD1)' for this particular dataset
(cf. Appendix CD).

Identically laid out Workbooks were created for each of the three remaining datasets and labelled
'Revision Table (JD2)', 'Revision Table (JD3)', and 'Revision Table (BB)'. These Workbooks
contained the analysis, findings, and graphs that informed the three discussion chapters that
follow this chapter. For example, to explore metafunctional choice in revision activity, a
spreadsheet called 'Metafunction matrix' was created in each Workbook. This spreadsheet
isolated revision activity in terms of its functional contribution to each text (column 8 of the
Revision analysis matrix above, labelled 'Function'), and looked at the overall number of functions
added or removed (explored in §7.1), as well as the unfolding of functions (a running total, as

explored in §8.1).

5.8 Researcher bias and assumptions

The desired perspective of the researcher is inductive and emic, in that | believe understandings
should emerge from the field of study (Tracy, 2013, p.21). However, there are a number of
personal factors that not only drove me to conduct this research, but also impacted on my

understanding of undergraduate writing. These are as follows:
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Firstly, being a recent undergraduate®, | had a number of preconceptions regarding academic
writing. These included:
1. Essay writing is solitary and altruistic—students do not typically share how or what they
write.
2. To get agood grade you must:
i. Show evidence of targeted, wide, reading (primarily reflected in a references list).
ii. Use clear signposting throughout, making your ideas visible and easy to follow.
iii. Identify weakness in your work and justify why they were not addressed.
Secondly, because linguistics was not my first degree®?, | am acutely aware of the differing
expectations (most of them implicit) across disciplinary fields, leading to the following
assumptions:
1. Academic writing primarily develops through a pedagogy of osmosis.
2. This osmosis is primarily engendered through textual borrowing, discourse synthesis, and
exposure to 'model' texts.

3. Practice makes perfect—the more you write disciplinary texts, the better you get at it.

Summary

This methodology chapter outlined how this thesis examined an underlying 'Research Problem’
(cf. Chapter 1). It did so using Tracy's (2013) eight 'big tent' criteria of excellence in qualitative
research as guiding tenets, so as to increase the study's resonance, contribution, richness,
transparency, credibility, as well as its procedural, situational, and relational ethics. Accordingly,
the chapter introduced the underlying assumptions, decisions, and theoretical framework that
informed the research design, sampling selection, and the collection, handling, and analysis of

the data. The results of which are presented and discussed in the following three chapters.

Chapter 6 moves us away from theory (Chapters 2-4) and design (this chapter), and begins our
investigation of the 'Research Problem'. More specifically, it investigates the first set of RQs,
which centre on the theme of 'how students write'. It is here that we begin the presentation and
discussion of the data by contextualizing and quantifying it in terms of the mechanics of writing.
l.e. we will examine these students' writing 'practices’, the when and where of their revisions, and

the types of revisions they used.

31| graduated in 2012 with a degree in Language studies and TEFL.
32| spent 10 yrs. working as an engineer.
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Chapter 6 How students write
Introduction

The broad theme underlying this chapter is 'how the two students in this study wrote their
essays'. It is here that we will explore the first set of research questions set out in Chapter 1,

which were:

1(a). What "practices' do students use when digitally composing text?

1(b). When (sequentially) and where (within the clause) are these practices employed?

1(c). Which practices (if any) are relatively stable, and which appear to change over time?
(

1(d). Do 'good' writers converge on similar practices?

These four questions are addressed separately in the following four sections: section 6.1 focuses
on what 'practices' the two students used when digitally composing text. The term 'practices'
refers to how text was added or removed from a document, and includes both normal typing
(non-interrupted bursts of activity) and revision activity (movement away from the leading edge).
It is in this section that we will see how the writing process of these two writers was spread out
over a number of sessions/days, where revision types (FPs, CPs, INSAs, etc.) were used in varying
frequencies. Section 6.2 focuses on when and where revisions occurred. The discussion(s) in this
second section, then, revolves around the sequencing (temporal placement) and location (spatial
placement) of revisions. It is here that we will see how certain revisions types are more likely to
occur at the start of composing (FPs), whilst others exhibit little patterning (INSBs and CPs). We
will also see how the majority of revisions came toward the end of clauses, within the functional
slot of N-Rheme. Section 6.3 explores if certain revision types are more likely to be employed at
the start/middle/finish of composing and, if so, why? This section, then, builds on the findings of
§6.2 by examining stability and instability in each dataset and each writer in an effort to address
RQ 1(c). The final section (6.4) considers if any of the 'practices' discussed so far (i.e. normal
production and revision activity) show any signs of 'stability' across writing sessions, across
writers, or across texts, and, if so, what are the implications of such 'stability'? This section
confirms the findings of the previous sections by providing more evidence that the two writers

go about writing in two fundamentally different ways.

6.1 The evolution of digital text

In this section we examine JD and BB's writing practices in terms of normal production practices
(i.e. where typing was uninterrupted and no movement away from the leading edge occurred),

and revision types (as outline in Chapter 5, §5.7.2). This section, then, attempts to answer RQ
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1(a): What practices (e.g., revision types) do students use when digitally composing text? And it
is organised as follows: each dataset is given its own sub-section, which begins with a general
overview of compositional activity (e.g., duration of each writing episode, time spent typing, no.
of words typed, revisions made, etc.). Each sub-section then moves on to consider the frequency

of revision types, and explores why some types are more frequent than others.

6.1.1 ID's first essay

Overview
ID's first essay was 'How are face-threatening acts mitigated in interactions between
friends/family?' It was produced in 7 sessions, spread over 13 days. Table 6.1 summarizes its

construction:

Session Time spenton | Time spent | Duration% | Duration% | Words | Functional
(IDFX) Date computer typing Cumulative | Sessions typed revisions
1(1) 11/03/2015 01:54:53 00:42:31 22.55 22.55 994 52
2(2) 12/03/2015 02:38:14 00:34:23 31.06 53.61 598 63
3(5) 12/03/2015 01:31:42 00:20:50 18.00 71.61 476 37
4 (6) 12/03/2015 00:25:47 00:05:17 5.06 76.68 120 14
5(7) 13/03/2015 01:10:13 00:13:27 13.78 90.46 314 52
6 (9) 13/03/2015 00:18:09 00:00:41 3.56 94.02 8 2
7(18) | 24/03/2015 00:30:27 00:01:40 5.98 100.00 32 12
Total 08:29:25 01:58:49 100.00 2542 232

Table 6.1. General overview of document construction (JD1)

Table 6.1 shows that this essay was constructed (or written) in 8hrs 29 mins (total time spent on
computer), with 1hr 58 mins spent typing in MS Word. These figures represent only the time the
student spent on the computer, and does not reflect time they may have spent researching the

subject matter, looking for material sources (e.g. books), etc.

We can see from table 6.1 that the majority of text (2068 words, 81% of the total word count)
was added in the first three writing sessions, which amounted to 71.6% of the total time spent
working on the essay. During these first three sessions, 158 functional revisions were made
(functional revisions are changes made to the text at the morpheme level or above).
Compositional activity then tapered off, with JD typing just 474 more words and making 74
functional revisions in the remaining 4 sessions. The majority of this essay's content, then,

appears to have been added over the first two days (four writing sessions).

Moving away from text production, figure 6.1 below is a network graph of how JD's time was
distributed amongst different activities, or 'focus events'. The circles represent events
(windows/programs) and the lines connecting them represent movement between them. The

size of the circles is relative, and represents the time spent within each focus event—the larger

98



the circle the more time spent on that event. Similarly, the thickness of the lines connecting the

events represents the number of times JD switched between events—the thicker the line the

more movement between the events.
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Figure 6.1 shows how the majority of JD's time was spent working on the Essay and a 'Transcript'
(JD's main source of supporting evidence). Figure 6.1 also shows how JD used ancillary sources,
such as the University's online module forum ('Thread: politeness coursework'), an 'Online
dictionary', 'Cardiff Library search’, 'Google', etc. What is perhaps most surprising here is that JD
appears to do little in the way of online 'downtime' on her laptop (Leijten, Van Waes, Schriver, &
Hayes, 2014), such as accessing social networking sites, emailing, etc.! (as a stark comparison we

will consider BB's events in §6.1.4, and discuss reasons as to why this may be in §6.4.2).

Ultimately, whilst we cannot definitively say what kind of writer JD is from this brief section, it
gives us valuable insights into how she wrote this essay. These insights will become clearer after

we have considered the other three datasets in later subsections.

Revision types

As a reminder from Chapter 5, the revision types used in this thesis are: Forward Progressions
(FPs), Commutative Progressions (CPs), Backward Insertions (INSB), and Forward Insertions
(INSA). If it was impossible to classify a revision as one of these types (e.g. if it was impossible to

tell where the cursor's previous position lay), then it was labelled Insertion (INS).

Table 6.2 shows the distribution of these revision types in JD1:

Session FPs CPs INSAs INSBs INSBs

Total
(IDFX) | Count % Count % Count % Count % Count %
1(1) 30 57.69 3 577 15 28.85 4 7.69 0 0 52
2(2) 18 28.57 12 19.05 25 39.68 7 11.11 1 1.59 63
3(5) 7 18.92 5 13.51 18 48.65 7 18.92 0 0 37
4 (6) 5 35.71 4 28.57 3 2143 1 714 1 714 14
5(7) 11 21.15 8 15.38 24 46.15 5 9.62 4 7.69 52
6 (9) 50.00 0 0.00 0 0.00 0 0.00 1 50 2
7(18) 0 0.00 0 0.00 10 83.33 1 8.33 1 8.33 12
Total 72 31.03 32 13.79 95 40.95 25 10.78 8 3.45 232

Table 6.2: Frequency of revisions types (JD1)

Table 6.2 shows that in JD1, JD made a total of 232 functional revisions, of which INSAs were the

most frequent (n=95), followed by FPs (n=72), CPs (n=32), and then INSBs (n=25).

INSAs are revisions made in advance of the cursor's last known position, but outside of the
currently being realised T-unit. I.e. they can only occur in text that has already been written and,
as such, they typically reflect revising whilst reading. For example, consider example 6.1, which

shows two INSAs?:

L As we will discuss later on, although such 'downtime' may have taken place on a smartphone, or tablet,
this still does not distract from the fact that JD spent half as long working on her computer as BB did.

2 For the following example, and all that follow, | have stripped out any revisions that came before or after
the revision(s) we are analysing.
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Content

T-unit Theme Subject Theme Rheme N-Rheme

22i Itcould be 1 J's need to be is articularly promminent here
argued that |admired P yp

2%ii las she would be |some sort of acceptance from her father 239{f |,
seeking  |wanting to know that he is proud of her {240}},c4
. N ,although doesn't|tries to himself by explaining who he was impersonating,
27i . . !
say much, defend by using the term 'mun
o7 200 i s Welsh-stang-for-man* {241}},s, Often used for

emphasis

Example 6.1: Two forward revisions (INSAs)

If we recall from Chapter 5, §5.6.2, the content of a revision is contained within braces, where
red strike through indicates a deletion, and blue font indicates an insertion. Superscript numbers
(2%) denote the sequential ordering of the revision, subscript letters (nsa) denote the revision
type, and normal sized letters within braces denote the point where the writer moved away from
the cursor's position (leading edge) to make a revision. With this in mind, revision 239 in T-unit
22ii (above) deletes a full stop () and inserts an elaborating circumstance (, wanting to know...).
Once this revision is complete, JD then makes revision 240% in T-unit 27ii, which is 10 clauses
forward. These two revisions mark the beginning of a cluster of 6 INSAs, which seemingly
represent JD proofreading/editing the final draft of her essay (i.e. they occur in session 7).
Evidence of this comes from the time lapses and cursor positions between the revisions. For
example, JD makes revision 239 at time stamp 24:02:44 (cf. Appendix CD: Linear analysis file,
JD_ 20150324 18 LA). Six seconds then pass, during which JD selects text with the mouse before
pressing the [BACK] key 31 times, deleting the hypotactic elaborating clause (revision 240). More

shall be said about INSAs and proofreading later on.

FPs, which were the second most frequent revision type (n=73, 31.5% of all revisions made) occur
within the functional component currently being realised: i.e. Theme, Subject Theme, Rheme, or

N-Rheme. Example 6.2 should clarify this:

Content
T-unit| Theme | S. Theme| Rheme N-Rheme

23ii he doesn't 15i{1¢ea4er}FP{15i}respond other than laughing and mocking his accent.

Example 6.2: Forward Progression (FP) from JD1

In example 6.2, JD types 'he doesn't really', but upon reaching {15i} goes back and makes revision
15i, deleting 'really'. JD then continues on typing (‘respond other..."). This revision, then, does not

move outside the N-Rheme (a single functional component) and is, thus, classed as an FP.

The third most frequent revision type was CPs (n=33, 14.2%). CPs are revisions that occur within

3 This revision deletes a hypotactic elaborating clause, 'which-is—.".
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the currently being realised clause but cross component boundaries (they can reflect backward

or forward movement). Example 6.3 illustrates this:

Content

T-unit | Theme Subject Theme Rheme N-Rheme

33i A "®{n order or}., command is |threatening to the hearer, J 's negative face, {75}

Example 6.3: Commutative Progression (CP) from JD1

In example 6.3, upon reaching position {73}, JS moves back to the Subject Theme to make revision
75. This revision adds an additional Subject/Participant (‘order') that is set up in a paratactic

extending relation (‘or') with the original Subject/Participant (‘command').

Finally, the least frequent revision type was INSBs, or backward revision movements (n=25,
108%). INSBs are revisions that reflect backward movement across clauses; i.e. as opposed to
CPs, these revisions take the writer's focus away from the current clause and result in
additions/deletions/amendments in a section of previous text that may not be directly related to
the writer's current focal point. Consequently, as per INSAs (forward insertions), they can revise

text that was written minutes, hours, or even days before, as per example 6.4:

Content
T-unit | Theme Subject Theme Rheme |[N-Rheme
43 Exarg;g)les of ways todo | are justification or hesitations.
this ““{inmy-data} e
“StHowever,{227}} | generic forms such as  |helpto |face-threatening acts.
46 ;B;own and Levinson |'mate’, 'buddy’, 'pal' soften
{atse-{228}},
argue that
They “*(alse these in-group markers, |'turn a command into a request' making
47 [{229}}, .4 state that | when used to address less of an imposition on the hearer
children,

Example 6.4: Backward revision (INSB) from JD1

In this example, revision 229 in T-unit 43 is an INSB that deletes 'in my data'. Prior to this, JD made
9 INSAs and 2 FPs, reflecting forward movement through the text. This indicates that JD was
probably proofreading and making small additions along the way (revisions 226, 227, and 228
above exemplify this). Revision 229, however, involves backward movement across 4 T-units. The
contents of the revision—the deletion of a circumstance of enhancement (location: place)—
seems to be motivated by the content of T-units 46 and 47 (the ideas of 'Brown and Levinson'),
as well as T-unit 42 (the ideas of 'Holmes and Stubbe'). More specifically, in making revision 229,
1D changes the propositional content of T-unit 43 by making the Subject (Identified/Token in an
'intensive identifying' clause) non-specific and much broader, so that it now refers to a non-
identified set of examples that are left unattributed. This unidentified set of examples is now
implicitly linked to established research (Brown & Levinson, Holmes & Stubbe) via its positioning

amongst co-text that centres on outside voices.
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6.1.2

Overview

ID's second essay

JD's 2" essay was 'Argue for or against the claim that there are cultural differences in early

language socialization that might affect a child's chances of success at school'. Table 6.3

summarises its construction:

Session Date Time spent on | Time spent | Duration% | Duration% | Words | Functional
(IDFX) computer typing Cumulative | Sessions typed revisions
1(11) | 19/03/2015 08:37:50 01:30:12 63.40 63.40 1644 119
2 (13) | 20/03/2015 01:34:46 00:21:41 11.60 75.00 403 41
3(14) | 20/03/2015 00:53:50 00:09:26 6.59 81.59 181 47
4 (15) | 23/03/2015 01:16:37 00:10:11 9.38 90.97 175 60
5(17) | 24/03/2015 01:13:43 00:09:59 9.03 100.00 132 24
Total 13:36:46 02:21:29 100.00 2535 291

Table 6.3: General overview of document construction (JD2)

Table 6.3 shows that this essay took 13hrs 36 mins to construct, with 2hrs 21 mins spent adding
text. Furthermore, we see that most of the words typed (2047 words, 80.7%) was added in the
first two sessions, during which 160 functional revisions were made. These first two sessions also
amounted to 75% of the total time spent on the essay. Once more, then, we see that JD seems

to have added most of the essay's content in the first two (consecutive days) of writing.

Revision types

Table 6.4 gives the distribution of revision types in JD2:

Session FPs CPs INSAs INSBs INS Total
(IDFX) | Count % Count % Count % Count % Count % Count
1(11) 62 52.10 33 27.73 18 15.13 6 5.04 0 0.00 119
2(13) 23 56.10 4 9.76 9 21.95 4 9.76 1 2.44 41
3(14) 7 14.89 6 12.77 26 55.32 7 14.89 1 2.13 47
4 (15) 11 18.64 6 10.17 36 61.02 5 8.47 1 1.69 59
5(17) 6 24.00 2 8.00 7 28.00 9 36.00 1 4.00 25
Total 109 @ 37.46 51 17.53 96 32.99 31 10.65 4 1.37 291

Table 6.4: Frequency of revisions types (JD2)

Table 6.4 shows that JD made 291 revisions, with FPs being the most frequent (n=109, 37.5%),
followed by INSAs (n=96, 33%), CPs (n=51, 17.5%), and then INSBs (n=31, 10.7%). It is interesting
to note that these figures are similar to the frequencies found in JD1, where FPs accounted for
31.5% of all revision types, INSAs=40.1%, CPs=14.2%, and INSBs=10.8%. At first glance, then, it
appears that JD uses FPs and INSAs more frequently than CPs and INSBs when constructing texts

of similar length.
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6.1.3 ID's third essay

Overview
JD's 3™ essay was 'Using 3-5 images from any genre to illustrate your arguments, discuss the

commonplace notion that 'an image is worth a thousand words' in persuasive communication'.

Table 6.5 summarises its construction:

Session Time spent on | Time spent | Duration% | Duration% | Words | Functional
(IDFX) Date computer typing Cumulative | Sessions typed revisions
1(19) | 22/04/2015 00:47:02 00:15:32 6.50 6.50 231 16
2 (20) |23/04/2015 06:44:19 01:46:41 55.92 62.42 1653 133
3(21) |27/04/2015 00:15:31 00:01:32 2.15 64.57 39 8
4 (22) | 27/04/2015 01:18:28 00:06:57 10.85 75.42 93 15
5(23) |28/04/2015 01:13:35 00:09:04 10.18 85.60 214 43
6 (24) | 29/04/2015 01:03:47 00:09:22 8.82 94.42 135 12
7 (27) | 29/04/2015 00:40:21 00:03:22 5.58 100.00 43 6
Total 12:03:03 02:32:30 100 2408 233

Table 6.5: General overview of document construction (JD3)

Table 6.5 shows that this essay took 12hrs 3mins to construct, with 2hrs 32mins spent typing in
MS Word. Furthermore, most of the words typed (1384 words, or 71%) were in the first two

days/sessions of writing, with 149 functional revisions being made.

Overall, then, from these initial findings we could tentatively say that ID appears to be pretty
consistent in how she spends time constructing an essay: on average, JD spends a total of 2hrs
17mins (SD=17mins) typing each essay, where 70-80% of the total number of words typed occurs

in the first two consecutive days.

Revision types

Table 6.6 gives the distribution of revision types in JD3:

Session FPs CPs INSAs INSBs INS Total
(IDFX) | Count % Count % Count % Count % Count % Count
1(19) 7 43.75 6 37.50 2 12.50 1 6.25 0 0.00 16

2 (20) 65 47.10 18 13.04 36  26.09 17 12.32 2 1.45 138
3(21) 3 42.86 0 0.00 1 14.29 0 0.00 3 42.86 7
4 (22) 4 28.57 2 14.29 3 21.43 2 14.29 3 21.43 14
5(23) 11 25.00 3 6.82 12 27.27 3 6.82 15 34.09 44
6 (24) 1 8.33 1 8.33 4 33.33 2 16.67 4 33.33 12

7(27) 0 0.00 0 0.00 1 14.29 1 14.29 71.43 7
Total 91 38.24 30 12.61 59 24.79 | 26 10.92 | 32 13.45 | 238

Table 6.6: Frequency of revisions types (JD3)

Table 6.6 shows that JD made 238 revisions during the construction of this essay, of which FPs
were the most frequent (n=91, 38.2%). However, unlike JD's previous datasets, where INSAs were
a close second, here we find a much lower figure for INSAs (n=59, 24.8%). This reduced figure is
somewhat accounted for by the increased number of INSs (n=32, 13.5%), which were the result
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of coding issues surrounding corrupted data*. CPs and INSBs, meanwhile, were at a comparable
level to JD's other datasets, with figures of n=30 (12.6%) and n=26 (10.9%) respectively. With
regard to three of the four revision types, then, it appears that JD has an almost distinguishable
pattern with regard to the overall frequencies of revision types when composing texts of similar
length. Rather than discuss this here, this will be left for §6.4.2, where we will explore stability

within JD's writing practices in pursuit of answers to RQ 1(d).

6.1.4 BB's essay

Overview
The title for BB's essay was 'What can we learn from the Anglo-Saxon Chronicle about the

development of the English language?' Table 6.7 summarizes its construction:

Session Time spent on | Time spent | Duration% | Duration% | Words | Functional
(IDFX) Date computer typing Cumulative | Sessions typed revisions
1(7) 08/04/15 4:19:04 1:00:06 20.75 20.75 667 33
2(8) 09/04/15 3:11:08 0:30:46 15.31 36.05 369 15
3(9) 13/04/15 3:24:57 0:46:09 16.41 52.46 323 14

4 (10/11) 14/04/15 4:05:32 0:46:13 19.66 72.12 524 19
5 (33) 15/04/15 5:00:53 1:31:54 24.09 96.22 215 3
6 (35) 16/04/15 0:47:14 0:11:13 3.78 100.00 152 1
Total 20:48:48 04:46:21 100.00 2250 85

Table 6.7. General overview of document construction (BB)

Table 6.7 shows us that, unlike JD, BB's writing activity was more spread out, and with the
exception of the last session, which primarily involved adding a reference list, she spent, on
average, 4hrs (sD=43mins) per session on the computer. Furthermore, BB spent a total of 20hrs
48mins with the document open, and 4hrs 46mins typing (considerably more time than JD spent
on any of her essays). We also see that the majority of BB's text was added in the first 4 sessions
(1883 words, 83.7% of the total word count), which were spread out over four days. However,
within each session BB spent considerably more time outside MS Word than JD did. More
specifically, most of her non-essay related time was spent on social websites (Facebook) and
other forms of 'downtime'. Figure 6.2 on the next page, for example, is a network graph of BB's
'focus events'. The numerous focus events (solid circles) show how BB regularly broke away from
working on her essay (green circles) to browse the internet, use Facebook, etc. (blue circles). This
form of voluntary downtime® can be considered a kind of meta-knowledge related to a writer’s
own sense of motivational limits; consequently, such downtime can be used to reduce boredom

and maintain interest (Leijten et al., 2014, p.331). More shall be said of this in §6.4.

4 This limitation is further discussed in Chapter 9, §9.3.
> Involuntary downtime can be socially or environmentally driven, such as when taking a phone call or piece
of equipment malfunctions.
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Revision types

Table 6.8 shows the distribution of revision types in BB:

Session FPs CPs INSAs INSBs INS Total
(IDFX) | Count % Count % Count % Count % Count % Count
1(7) 30 90.91 1 3.03 0 0.00 2 6.06 0 0.00 33
2 (8) 12 80.00 1 6.67 1 6.67 1 6.67 0 0.00 15
3(9) 12 85.71 1 714 0 0.00 1 714 0 0.00 14

4 (10/11)| 16 88.89 0 0.00 1 5.56 1 5.56 0 0.00 18
5(33) 0 0.00 0 0.00 3 100.00 0 0.00 0 0.00 3
6 (35) 1 100.00 0 0.00 0 0.00 0 0.00 0 0.00 1
Total 71 84.52 3 3.57 5 5.95 5 5.95 0 0.00 84

Table 6.8: Frequency of revisions types (BB)

Table 6.8 shows that BB made just 84 revisions in total, and that a large proportion of these
involved FPs (n=71, 84.5%). At first glance, then, BB's low number of revisions in combination with
her preference for FPs seems to suggest that she does very little in the way of reflective revising;
i.e. she very rarely edits beyond the immediate focus of what she is currently typing. This suggests
that BB either plans extensively before typing and/or simply does not see the need for redrafting

previously written text. This will be discussed further in §6.4.2.

Section summary

In this section we have examined writing in terms of how these two writers added/removed text
from their essays. The main aim of here was to answer RQ 1(a). What practices (e.g. revision

types) do students use when digitally composing text?

In the first instance, we examined each writer's overall activity, and saw how both writers spread
their activity over multiple writing sessions, which lasted anything from 8mins (JD1, session 6) to
8hrs 37 mins (JD2, session 1). We also saw how the writing process as a whole was spread across
a number of days, ranging from 5 (JD2) to 13 days (JD1) depending on the text/writer.
Furthermore, the data seemed to reflect two writers that went about their task(s) in
fundamentally different ways: JD spent less time working on the computer, where the majority
of her focus was directly associated with the task at hand (i.e. composing an essay), and most of
her writing took place over the first two (consecutive) days. BB, on the other hand, spent almost
twice as long on her computer (20hrs, 48mins), spread her writing over more days, where a large
proportion of her time was spent on activities not directly related to her essay (social websites,

online shopping, etc.).

In the second instance, we saw a clear contrast between the writers in terms of the frequency
with which they revised, and their use of revision types. Firstly, JD revised more frequently than

BB, with an average number of revisions (n=252, SD=33.8) much higher than BB's (n=85).
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Secondly, JD made more use of CPs, INSAs, and INSBs than BB, and showed an almost discernible
pattern with regards to the use of three of the revision types. BB, meanwhile, relied almost
exclusively on FPs (84.5% of all revisions), which suggests that she goes about essay writing in a
fundamentally different way to that of JD. This initial difference between the two writers may
reflect the basic distinction between free-writers/low-self monitors (JD) and planners/high-self
monitors (BB) as discussed in §2.2. These issues, and more, will be explored in the next section,

where we will consider the when and where of revision types.

6.2 The when and where of revisions

This section examines revision with respect to time (when) and space (where). It explores if some
revisions types are more likely to be employed at the start/middle/finish of composing than
others, and if some revision types are more likely to fall within one part of a T-unit than another.
Ultimately, this section addresses RQ 1(b): 'When (sequentially) and where (within the clause) are

these practices employed?"

The section is organised as follows: firstly, we will examine what happens at the start of the
writing process (§6.2.1); specifically, what occurs when JD and BB start composing an essay
(sessions 1 and 2) and what occurs at the start of each writing session. We will then move on to
consider the middle of the writing process (the middle session(s) of each dataset) as well as the
middle of each writing session (§6.2.2). Thirdly, we will explore the end of the writing process (the
last two writing sessions of each dataset) and the ends of each writing session (§6.2.3). Finally,
we will look at revisions in terms of their placement within the functional components of Theme,

Subject Theme, Rheme, and N-Rheme (§6.2.4).

6.2.1 The start of the writing process

Firstly, FPs seem to be more frequent at the start of the writing process, regardless of the writer
or the text®. For example, table 6.9 shows the frequency of FPs in each dataset alongside the
percentage of revision types in each session that were FPs (the total percentages along the
bottom rows are averages across all the sessions within each dataset). The far right columns
display the total number of FPs in each session, the average percentage of revisions that were

FPs and the standard deviations of these percentages:

6 NB. Although session 6 for BB shows 100%, she only made one revision in this session.
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Session JD1 JD2 JD3 BB TOTALS

Count % Count % Count % Count % Count M% SD%
1 30 57.69 62 52.10 7 43.75 30 90.91 129 | 61.11 | 20.67
2 18 28.57 23 56.10 66 47.83 12 80.00 | 119 | 53.12 | 21.31
3 7 18.92 7 14.89 3 37.50 12 85.71 29 39.26 | 32.50
4 5 35.71 11 18.64 4 25.00 16 88.89 36 42.06 | 32.00
5 11 21.15 6 24.00 11 25.00 0 0 28 17.54 | 11.81
6 1 50.00 1 8.33 3 52.78 3 52.78 | 45.90

7 0 0.00 0 0.00 0 0 0 0 0
Total 71 32.41 109 | 37.46 92 38.17 | 341 4922 | 341 | 49.22 | 22.88

Table 6.9: Distribution of FPs in each dataset

Although, we see a great deal of variation in the number of FPs and their averages, table 6.9

shows that the number of FPs was, on average, highest in the first two writing sessions of every

dataset’. As further evidence of this consider the unfolding of revision types in the first session of

each dataset in figure 6.3, which shows four graphs representing the first writing sessions in each

of the datasets. The graphs show a frequency count on the y-axis and the revision number on the

x-axis. Each coloured line represents one revision type®:

The unfolding of revision types in session 1 (JD1)

The unfolding of revision types in session 1 (JD2)

The unfolding of revision types in session 1 (JD3)

===

The unfolding of revision types in session 1 (BB)

Figure 6.3: The unfolding of revision types in session 1 for each dataset

In all four graphs, FPs show a steady increase as revision unfolds in session 1 of each dataset. This

pattern is also evident in session 2 of each dataset bar JD2, where INSAs take a slight lead (cf.

Appendix 12: The unfolding of revision types). In relation to these two writers, then, FPs seem to

7 Session 6 and 7 had very low frequency counts in all datasets, so they were not examined here.

8 INS are not included in these graphs.

109



play a key role in the early stages of writing, where the majority of content/text is being added.
However, it could be argued that the increased frequency of FPs at the start of writing is
somewhat unsurprising considering that: (1) these writers may be using writing as part of the
learning process, and (2) the majority of each essay's content was added in the first few sessions
(cf. §6.1.1). However, as should be evident from §6.1.4 and table 6.9 above, FPs are the most
frequent revision type in all of BB's dataset, and therefore, their increased importance at the start
of writing can only be said to be true for JD. Moreover, there may be a combination of factors
contributing to the increased use of FPs during the initial stages of writing besides just the

addition of content. Prime amongst which may be the nature of FPs, as we shall now consider.

FPs occur in the immediate vicinity of the leading edge, where mistakes are probably easier to
spot, and are, therefore, the revision type that is least likely to distract from the writing process.
Fundamentally, because FPs occur within close proximity to the currently being realised
constituent structure, they are perhaps cognitively simpler to process whilst also limiting their
impact on other structures within the clause. For example, whereas an FP would be used to revise
a participant or a process, a CP, INSA, or INSB is more likely to be used to revise larger spans of
text—spans that stretched across constituent boundaries and thus typically had multivariate
functions/meanings. In other words, a CP, INSA, or INSB has more potential to alter two or more
functions/meanings because they cross component boundaries; FPs, on the other hand, are
restricted in this potential and, therefore, are more likely to alter just one function/meaning. For

instance, contrast examples 6.5 and 6.6:

Content

T-unit Theme S. Theme | Rheme N-Rheme

a sexually transmitted disease, and that it is
impossible to know who does have one,
implying practising safe sex is '**{the-enty-way
ferward | extremely important},,.

This image is trying to
15 |show the audience that, |anyone can have
again,

Example 6.5: Forward Progression (FP) from JD3

In this example of an FP, revision 128 replaces a nominal group (NGrp), 'the only way forward',
with an adjectival group ('extremely important'). Linguistically, this revision involves selections in
five lexicogrammatical systems: DETERMINATION, EPITHESIS, THING TYPE, QUALIFICATION, and
ASSESSMENT, three functions: textual, experiential, and interpersonal, but just one rank level: the
group (specifically a NGrp). Effectively, this revision only changes interpersonal meaning because
the propositional content (experiential) remains the same, as does the specificity of the

circumstantial attribute (textual).
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Contrast this with the following CP:

Content
T-unit Theme Subject Theme Rheme N-Rheme
. . . (it uses | a sense of relating to the whole the
8 |By using social media, . . .
it giveslep population.

Example 6.6: Commutative Progression (CP) from JD3

In this example, revision 95 deletes 'it uses' and adds 'By using social media, it gives'. Although
this revision involves three lexicogrammatical systems: EVENT TYPE, MINOR TRANSITIVITY, and
THEME, and two functions: textual and experiential, it involves three ranks: verbal group,
prepositional phrase, and clause, and two functional components®: Theme and Rheme.
Consequently, it has a much greater impact on the clause than the FP in example 6.5: firstly, we
have the addition of a fronted dependent clause ('By using social media') as marked Theme
(THEME); secondly, this marked Theme enhances the clause via a circumstance of manner: means
(MINOR TRANSITIVITY) (IFG4, p.313); thirdly, the change in process/verb (EVENT TYPE) alters the
type of clause from an elaborating relation between the Subject and its Object (via the operating

verb 'use') to an extending relation (via the possessing verb 'gives').

Ultimately, then, because FPs typically involve group or word level constituents, it is perhaps
unsurprising that they are so prominent when it comes to the start of the writing process, because
it is during this stage of writing that a writer is primarily concerned with adding 'content'.
Furthermore, FPs occur near the leading edge, which is where the writer's main focus is when
they are typing. Consequently, this is perhaps why we see a great deal of variation in relation to
the deployment of the other revision types (CPs, INSAs, and INSBs) at the start of the writing

process and at that start of each session.

6.2.2 The middle of the writing process

Continuing our focus on FPs from the previous section, if we look at the writing process as a whole
(i.e. all the sessional data combined for each dataset), there seems to be a slight trend in JD's use
of FPs (and INSAs) in the middle of the writing process. For example, consider figures 6.4 and 6.5,

which represent the unfolding of revision types in JD1 and JD2:

° The substituted 'it' remains the same and refers to the same entity. Hence it is not coded as a change.
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Figure 6.5: The unfolding of revision types in JD2

Both graphs show that FPs level off at about the midway point (session 3 in both instances), whilst
INSAs start to increase at around the same time. Although, it is difficult to tell if this increase in
INSAs was repeated in JD3 due to data corruption issues, which will be discussed later, there is a
similar levelling off of FPs after the midway point. This initially suggests that the same thing may
also be occurring in D3 (cf. Appendix 12: The unfolding of revision types). Further evidence of this

can be seen if we look at the frequency of FPs in each of JD's datasets, as show in figure 6.6:
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Figure 6.6: Percentage of revisions in each session that were FPs (JD)

Figure 6.6 illustrates how the percentage of revisions that are FPs fall from an average of 51.2%
(SD=7%) in session 1 to an average of 23.4% (SD=2%) in session 5, with a marked dip in their
occurrence around session 3 (from an average 44% to 25.6%). If we recall from §6.1, FPs reflect
online revising, and typically occur when text is first being added, such as during an initial draft.
INSAs, meanwhile, seem to be more representative of revising whilst reading (e.g. proofreading),
and as such, we would expect to see a rise in their overall usage as the text evolved, and this

appears to be the case, as evidenced by figure 6.7:

D1 D2 D3 === AVG
100.00
90.00 +
80.00 F
70.00 + 61.02
60.00 1
50.00 3
40.00 3
30.00 3
20.00 3
10.00

0.00

Percentage

Session number

Figure 6.7: Percentage of revisions in each session that were INSAs (JD)

Figure 6.7 shows the distribution of INSAs in the first 5 sessions of JD's datasets. It shows a slight
rise in the average number of INSAs at around session 3 (where FPs start to decrease)®. This
suggests that once the majority of text has been added we see less of a potential for FPs to occur,

but more of a potential for INSAs/INS to occur.

10 This drop may have been more pronounced if not for the issues surrounding JD3's dataset.
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Whilst JD appears to show a decrease in the use of FPs as her text evolves, BB's dataset shows a
different story: FPs are the most frequent revision type in nearly all her sessions (the only
exception being session 5, which involved only INSAs). As already discussed above, BB's
preference for FPs, in combination with her low level of revision activity, suggests that she is the
kind of writer who rarely redrafts, and instead prefers to write once and leave the text as it is.

This heavy reliance on FPs results in a somewhat linear revision profile, as shown in figure 6.8:
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W W B = o~ o~
[ T o I T W e T O I i O W B R W

FREQUENCY

5 3 =
L o o B e e 55 e s

—A = ™~ O o w O w0 A <~ O oo w oo oo A <~ O mow O ool o2
— = — A o o oo s s s s oo o w00 0 20

REVISION NUMBER

Figure 6.8: The unfolding of revision types in BB

Figure 6.8 clearly shows how BB rarely revises beyond the immediate vicinity of the leading edge,

as evidenced by her reliance on FPs in every writing session but the last one.

With regard to JD's use of CPs and INSBs, there appears to be no discernible patterning in terms
of their use over time. In fact, we see much wider variation in the frequency and distribution of
their use in comparison to FPs and INSAs. This variation may be due to the increased cognitive
demands of CPs and INSBs in terms of their reliance on a writer's 'text sense' (cf. §6.3.1) and/or
their increased potential/tendency to realize multifunctional meanings (cf. §6.2.1), or it may
simply be due to the amount of text visible on the screen (also discussed in §6.3.1). Either way,
these two revision types were both the least frequent and most variable. It may already be
evident, then, that if there is any commonality to be found within JD's writing sessions, it would
involve FPs and/or INSAs. We have already concluded that FPs are more important/frequent at
the beginning of the writing process, and that CPs and INSBs vary widely in their usage. However,
there is a great deal of variation in terms of when INSAs start to be used within individual writing
sessions. Take the following graphs in figure 6.9, for example (cf. Appendix 12: The unfolding of

revision types for all the sessions in each dataset):
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The unfolding of revision types in session 4 (1D1) The unfolding of revision types in session 3 (1D2)

The unfolding of revision types in session 4 (JD3) The unfolding of revision types in session 3 (BB)

Figure 6.9: Frequency of revisions types in the middle session of each dataset
The graphs above show a great deal of variation in the middle sessions of each dataset. This may
be because individual sessions vary with respect to number of revisions made, amount of words
typed, time spent typing, etc. Ultimately, this increased variability in affective factors meant that
it was extremely difficult (and perhaps unwise) to examine what happened in individual sessions

between the time revision had begun and the time revision tapered off.

Overall, though, we can tentatively say that FPs decrease and INSAs increase around the middle
of JD's writing process, which coincides with the view that she revises previously written drafts as
her work evolves. However, in terms of the other revision types there is a great deal of variation
in the middle of her writing process as a whole, and in each individual session. Consequently, it is

difficult to say which practices, if any, play a key role in this part of the writing process.

6.2.3 The end of the writing process

Table 6.10 and figure 6.10 show how INSAs are most frequent in the penultimate/last session of

each dataset:

JD1 JD2 JD3 BB
Count % Count % Count % Count %
Penultimate session’ 24 46.15 36 61.02 4 33.33 3 100.00
Last session 10 83.33 7 28.00 1 14.29 0 0.00

Table 6.10: Percentage of revision types that were INSAs

1] have omitted session 6 for JD1 as this only involved one revision in total.
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Percentage of revisions that are INSAs in each dataset
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Figure 6.10: Percentage of revisions that are INSAs in each dataset

Although BB's figure of 100% in session 5 is somewhat questionable, given that she made only 5
INSAs in the whole dataset, and the penultimate session accounted for 3 of these, the data
suggests that both writers made increased use of INSAs toward the end of the writing process.
As we saw in example 6.1 (§6.1.1), INSAs appear to reflect proofreading, so to further

contextualise this hypothesis let us consider the following examples:

Content

T-unit Theme Subject Theme | Rheme N-Rheme

. |lt could be argued |J's need to be is particularly promminent here
22i .

that admired

. las she would be |some sort of acceptance from her father “° |

22ii . : .
seeking |, wanting to know that he is proud of her},,

Example 6.7: INSA from JD1, session 7
In this example, revision 239 was the second revision of the session. The first revision was made
in T-unit 16iv, 6 T-units back. After this first revision approximately 1min 30 secs elapsed before
JD made revision 2392, This time lapse is probably the result of JD reading through the text
between T-unit 16 and 22 because the cursor remained at revision 238 for the duration of this
time lapse, and JD did not leave MS Word. After this, JD then makes another INSA (revision 240),

which we have already examined in example 6.1 (§6.1.1).

The next example is from JD2, session 4:

Content

T-unit Theme Subject Theme Rheme N-Rheme

will care for and | her own child, establishing a

38 | Traditionally, |the mother attend to close 2/ e}, ., bond.

Example 6.8: INSA from JD2, session 4

12 Revision 239 inserts a non-finite elaborating clause, which is set up in apposition (expository relation)
with the contents of 22ii's N-Rheme.
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Prior to this example, revision 226 was made in T-unit 26. The cursor was then moved several
times with the mouse, and after 2 mins 45 secs, JD selected 'mother-child' and then pressed the
[BACK] key, thus deleting the two words and realizing revision 227. Again these actions seem to

portray someone reading through a text and making alterations as they do so.

The final example is from JD3's penultimate session:

Content
T-unit| Theme Subject Theme Rheme N-Rheme
. three “**{of the}, ., images | .
27i have chosen 1o discuss are all-static-photographs

Example 6.9: INSA from JD3, session 6

In this example, revision 225 came approximately 1 min 11 secs after the previous revision, which
was also an INSA (time stamp=07:01:28 of LogFile JD_23.idx). Again between these two revisions
we have forward movement of the cursor, indicating that JD was moving forwards through the

text (probably reading it as she went).

Ultimately, we could go on examining examples similar to those above. However, what appears
to be common to the majority of them is that the cursor never moves backwards and that INSAs
tend to occur in 'clusters'. This supports the hypothesis that INSAs primarily reflect proofreading

practices.

In terms of the other revision types, there appears to be no discernible patterning with regard to
the end of the writing process. Whilst we see a drop in the use of FPs for ID, this was indirectly

explored above in §6.2.1, where we discussed the start of the writing process.

6.2.4 The 'where' of revisions

As a reminder from Chapter 5, each clause was partitioned into 4 'slots' where choices in
THEME/RHEME were realized (Appendix 9: Coding thematic choices and thematic progressions).
This split the clauses within each synoptic text between the 'point of departure' and the

'‘development of a clause', as per figure 6.11:

Point of departure: THEME® B ® s oo s | @@ @@ @@e Development of clause: RHEME
Theme | Subject Theme Rheme | N-Rheme

Figure 6.11: The partitioning of a T-unit in terms of THEME/RHEME components

The point of departure represents choices in THEME, realized as Theme (interpersonal, textual,
and/or marked Theme), and/or Subject Theme (Participant tied to the main Process). The
development of the clause represents choices in RHEME, realized as Rheme (the verbal group
associated with the main Process), and N-Rheme, which is where we find the information (in

writing) that would be deemed most 'newsworthy' (Fries, 2002).
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If we look at the overall frequencies of where revisions were made in each dataset, an interesting

pattern arises, as shown in figure 6.12:
70.00 T
60.00 ——
50.00
40.00

30.00 +

Percentage %

20.00 +
10.00

oooIIIIIIII

Jb1 b2 JD3 BB JD1 JD2 JD3 BB JD1 JD2 JD3 BB JD1 JD2 JD3 BB

B Theme MS.Theme Rheme N-Rheme

Figure 6.12: The distribution of revisions in terms of their realization in THEME/RHEME components

Figure 6.12 clearly shows how revisions made within the N-Rheme were by far the most common
in all four datasets (n=386, M=51.5%, SD=7.7%), followed by revisions within Theme (n=165,
M=19.6%, SD=5.5%), Subject Theme (n=130, M=16.4%, SD=2.3%), and finally Rheme (n=103,
M=12.4%, SD=3.6%).

Fries (2002) believes that the overall patterning of content within the N-Rheme is representative
of 'the goals of the text' (p.126). If we are to follow this logic, we could say that the N-Rheme is
the most likely site where the text's purpose, and by association, its content are elaborated upon,
reflecting the point(s) of a text by placing them in a salient position to highlight significant
information (in the writer's mind anyway). The N-Rheme, then, is an indicator as to where we
(the reader) are being taken. In this respect, it makes sense that in constructing a text that carries
a message—in this case a writer's point of view or argument—that revision activity would most

likely fall in that part of the clause which develops that message (i.e. the N-Rheme). Consider

example 6.10:
Content
T-unit| Theme | Subject Theme Rheme N-Rheme
a contrast 116{+H—t&m—ta+<+ﬁg}FP{1 16} in pupils 'talking
54 She alsofound | ¢ 4 of turn' (2004:292).

Example 6.10: N-Rheme based revision (JD2)

In this example, revision 116 deletes the prepositional phrase 'in turn taking'. This phrase qualified
the NGrp 'a contrast' by providing a projecting circumstance of matter; i.e. it answers the question
'what contrast?' by providing the answer 'in turn taking' ['with respect to'] (IFG, p.314). JD then

types 'in pupils...' changing the focus from 'a contrast in turn-taking' to 'a contrast in pupils...'

118



Similarly, consider example 6.11:

Content
T-unit| Theme | S. Theme Rheme N-Rheme
face *{as-semething-thatis-asseciatee-with{o}} {8} "{*{in
10i They describe | terms-of {9}, | emetion-} (o} as 'something that '{ean
be}.p{11} is emotionally invested {12}

Example 6.11: N-Rheme based revision (JD1)

Example 6.11 contains four revisions'®: three that alter propositional content (8, 9, and 10), and
one that increases the epistemic certainty that this proposition is true (i.e. revision 11 concerns

MODALITY).

Turning to Theme and Subject Theme revisions, we have already seen that these were less
frequent than N-Rheme revisions at 19.6% and 16.4%, respectively. THEME is the means by which
thematic function is realised in English. It is where 'a clause has meaning as a message, a quantum
of information' (IFG4, p.83). As already noted, Themes (textual, interpersonal, or
experiential/marked Themes) that come before the Subject Theme (unmarked Theme) are said

to orient the message to the surrounding context/co-text. Consider example 6.12:

Content

T-unit Theme ‘ S. Theme‘ Rheme ‘ N-Rheme

2{As well as looking at the research in 'has also | the differences between {72} collectivist

33 differences in class,}p this area looked at | and individualistic countries.
Ochs looked at | the differences between typical American
34 (1997:430) mothers and traditional caregiving in

Samoan families.

Example 6.12: Theme based revision

In this example, revision 72 adds 'as well as....", which equals a choice in two lexicogrammatical
systems, only one of which we shall consider here, that of THEME!“. In this instance, 'as well as...'
represents a selection in THEME of +[marked Theme (Mfronted dependent clause)]. In textual
terms, this addition orients T-unit 33 to the surrounding text by providing a 'contextual frame': T-
unit 33 is the start of a new paragraph, so this marked Theme also provides an explicit segue to
the previous paragraph by summing up what we (the reader) have just been reading (something
concerning differences in class), and by pointing out that we are now going to be told something

in addition to this (what other research in this area has looked at).

13| have chosen this example to show the level of revision that often takes place within the N-Rheme
14 The following chapters explore systemic choice in more detail, so our focus here shall be much simpler.
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With respect to Subject Theme revisions (n=130, M=16.4%, SD=2.3%), by its very definition, a
Subject Theme (if present) will contain a major Participant, and the identity of this Participant, as
we shall also see in §7.2.3, can be non-recoverable (presenting) or recoverable (presuming)
(Martin, 1992, pp.136-140). The concept of recoverability is an assumption made on the part of
the writer. He/she is, in essence, saying that you (the reader) can recover (or track) the identity

of a (presumed) participant via one of a variety of sources, the basis of which are laid out below:

cultural-(homophora)
trackmgﬂ contextual-(exophora)
direct

situational :
{ preceding-(anaphora) {inferred-(bridging)
co-textual-(endophora)
. another-group-(cataphora)
following 4[

same-group-(esphora)
Figure 6.13: Participant tracking in English (Martin and Rose, 2007, p.183)

The Subject Theme is said to be typically stable throughout a short text, reflecting a text's (or a
section of text's) thematic progression (Danes, 1974) or Method of Development (Fries, 2002).
Thematic progression is a patterning of themes which progress the text forward in one of four
ways: constant Theme (&), linear Theme (), Theme return (%), or derived Theme (<)*°. These
progressions make use of cohesive devices such as semantic inference and paraphrasing (Nwogu
& Bloor, 1991), pronouns, lexical repetition, ellipses, substitution, etc. (Halliday & Hasan, 1976).
In other words, if a text (or a section of a text) has a Method of Development the kinds of referents

used to develop this are typically presuming (recoverable).

If we look at the Subject Themes and their revisions in each of the datasets (Appendix 13: List of
Subject Theme revisions), in the majority of cases we see that the Participant contained within
the Subject Theme is typically introduced (presented) at the start of a paragraph. This paragraph
will then typically have some form of thematic progression that relies upon the kinds of cohesive
devices just mentioned (pronouns, substitutions, etc.). Only when there is a change in direction
in the discourse, signalled by a new topic, do we see more complex structures being used as a
means to (re)introduce non-recoverable (presenting) entities within Subject Themes. These
presenting entities then become the basis for a new series of thematic progressions. For example,

consider table 6.11 (Ellipsed Themes are inserted between square brackets []):

15 See Appendix 9 for a full description of each of these.
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T-unit Content of Subject Theme Thematl'c
progression

1 Research

2i  there Existential clause

2ii |

2iii  they 2

3 | Y

4i  Brown and Levinson 7%

4ii  their names [=Brown and Levinson] 4 Substitute

5 | Y

6i | 4

6l they 74

Biii  [=they] { Ellipsed
6ivX *{which 74

7i  The participants

7ii  [®*{participants )

8i the father ®in the family{61} e

8ii  'the mother <29

8ii the daughter &

Table 6.11: Subject Themes and their revision activity in paragraph 1, /D1

This table shows how the majority of Subject Themes in this paragraph are simple constituents
such as pronouns ('l', 'they'), specific NGrps ('their names', 'The participants', 'the mother'), or
proper nouns®® (Brown and Levinson). It is only when there is a break in thematic progression
(usually brought about by a change in topic/focus) do we see more complex structures being
used; i.e. note how revision 60 in T-unit 8i is used to fine-tune the Subject Theme (presenting
referent), which subsequently signals the start of a new topic. In these rare instances where
Subject Themes contained more complex constituents, revisions often occurred in syndromes (cf.
Appendix 11: JD2's Dynamic text, T-unit 2ii and 25 for clear examples of this). These multiple
revisions seemed to indirectly serve the textual function by increasing the specificity of the 'topic'
or focus of a clause by adding increased meanings that made the identity of the Subject Theme

very explicit (cf. §7.3.1 for a more detailed discussion).

Ultimately, most of the Subject Themes in all four datasets were simple constituents that
represented participants in terms of presumed referents (e.g. 'he’, 'it', they, etc.) or specific NGrps
(e.g. 'the mother', Brown and Levinson', etc.). This finding accords with previous research, which
shows that we are more likely to find presumed (trackable) referents within Theme/Subject
Theme than Rheme/N-Rheme (Moore, 2012), as they are often the result of the writer setting up
some form progression from one clause to the next. Consequently, Subject Themes often take on
much simpler, condensed forms. Perhaps as a consequence of this, the potential for revision

activity involving Subject Themes was lessened—simpler structures meant simpler meanings,

6 proper nouns are fully specific so they negate the need for determiners.
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making them easier for readers to comprehend, and thus they did not need extensive revision.

Overall, then, it appears to be the case that Themes (textual/interpersonal/marked), which
represent the 'writer angle', were used to introduce the clause's first major participant, the
Subject Theme (if there was one) by organising mode (the clause's purpose), narrowing field (the
clause's topic), and serving tenor (the writer's stance). Rhemes and N-Rhemes, on the other hand,
which represent the ‘reader angle’, were used to expand ideational meaning and develop
appraisal by looking back (the Rheme usually links back to the first major participant), drawing
together previous meaning(s) (those contained with Theme) to elaborate upon field (introducing
new information, typically via the major Participant in the N-Rheme) and, thus, ultimately
realizing the clause's purpose. These two peaks of textual prominence, then, reflect the oft cited
remark that Theme and Rheme can be likened to the movement of waves of informational
prominence, where Subject Themes and N-Rhemes represent the 'peaks' of the clause as

message.

And even if we add the figures together for THEME and then RHEME revisions, we would still see
that the majority of revisions took place within the 'development of the clause' (RHEME=489,
64%), as opposed to the 'point of departure' of the clause (THEME=295, 36%). Consequently, we
can say with some confidence that both writers appear to be more concerned with the 'reader

angle' than the 'writer angle' when it comes to revising their essays.

Section summary

In this section we looked at revisions in relation to time (when) and space (where) in pursuit of

answers to RQ 1(b): When and where during the writing process are these practices employed?

In terms of 'when' revisions occurred, we explored the deployment of FPs, CPS, INSAs, and INSBs
at the start, middle, and end of the writing process as a whole, and in individual writing sessions.
We saw that FPs and INSAs are employed strategically at different stages of the writing process.
However, we also saw a great deal of variation in how JD made use of CPs and INSBs. Moreover,
the evidence presented in this section added to the hypothesis that the two writers drafted their
essays in two fundamentally different ways: JD drafts and redrafts, using INSAs to much greater
effect to edit existing text in revision rounds that affected spans of text beyond the immediate
vicinity of what she had just typed. BB, on the other hand, preferred to revise online, using FPs to
a much greater extent and, thus, rarely edited outside the currently being realized functional
component. However, we also saw that both writers proofread final drafts, as evidenced by the

increased occurrence of INSAs in the last two sessions.

In terms of 'where' revisions occurred within the clause, we saw how the majority of both writers'

revisions fell within the N-Rheme. We discussed how the structuring and presentation of Theme
122



and N-Rheme are likened to the movement of waves, where Subject Theme and N-Rheme
represent the peaks of the clause as message (Martin & Rose, 2007, p.188). In this view, text is
organized periodically, so that we are constantly reminded of where we have been and where we
are going. In terms of these two writers, the majority of their revisions fell within that part of the
clause which represents the 'reader angle'; i.e., both writers extensively revised the part of the
clause that represents where we (the reader) are going (or being taken to). This is perhaps to be
expected of 'good' writers, because we would assume that they would probably take on the role
of a reader at some point, and what would be most salient to the reader (the end of a clause)

should also be most salient to the 'writer come reader'.

In the next section we build upon the findings of this section and the last by exploring the

commonalities and differences between the writers and their four texts.

6.3  Stability and instability of writing practices

This section brings together the previous findings in terms of 'stability' and 'instability' in an
attempt to explore RQ 1(c): 'Which practices (if any) are relatively stable, and which appear to
change over time?' i.e. how do the 'practices' of these two students change (if at all) during the

course of an essay's construction?
6.3.1 Stable practices

The first 'commonality’ we will consider is that INSBs were the lowest denominator in all four
datasets, with overall ratios of 10.8% (JD1), 10.65% (JD2), 10.4% (JD3), and 5.8% (BB).
Furthermore, with the exception of session 5 for JD2, there was very little variation in the number

of INSBs used in each session, as shown in figure 6.14:
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Figure 6.14: Percentage of revisions in each session that were INSBs
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The main reason for such low figures may be due to the spatial location of INSBs. As discussed in
Chapter 2, reading plays a central role in revision because writers need to build an adequate
representation in memory of content, stance, intended goal, and the spatial arrangement of
information in a text in order to revise efficiently. Regardless of the underlying function or
structure of an INSB (or any kind of backward revision), what is important to note is that these
kinds of movements rely on a writer to notice a 'mistake' in a section of text that comes before
the text they are currently realizing. This 'noticing' relies on two sources: (i) the writer's memory
of what they have already written—a representation of the text's 'sense' as stored in the writer's
mind; and (ii) the amount of previously typed text displayed on the computer screen at any given
time, which is dependent on the size of the screen and the amount of scrolling down that has
occurred. By consulting these two sources a writer may realize that what they have typed, are
about to type, or have just read, does not coincide with something they have previously written
and, thus, they move backwards in the text to make the necessary change. The key point is that
backward moving revisions rely on a representation of text that is either held in the writer's
memory or displayed on the screen. Haas and Hayes (1986), for example, show that building a
successful representation of a text's 'sense' is tied to the kind of representation a writer is
exposed to. In their study, exposure to two pages at once resulted in a better representation of
a text in the reader's mind than one page at a time. In other words, the more text we can see the
better the overall 'sense' we get of where to find information within that text. In the present
study, the students composed their essays on laptops, where the page layout presented them
with less than a single page on 15" screens. Consequently, as they typed they would need to scroll
down, which would move previously written text upwards and out of view. This kind of scrolling
movement has relatively little effect on the realization of FPs, CPs and INSAs, but it limits visual
exposure to text that lies before the leading edge, which is the source of material for many INSBs.
It is perhaps unsurprising, then, that of the INSBs we see in all four datasets most of them occur
within close proximity to the leading edge; i.e. it was very rare to see the writer move backwards
more than two or three T-units when making an INSB. Consequently, the frequency of INSBs may
well be an epiphenomenon of the medium of composition: a small computer screen, as well as

the writer's capacity to store information in memory.

The second commonality is that FPs were primarily used by both writers to make minor changes
at the phrase or group level. However, the criteria by which FPs are classified means that they are
somewhat necessarily confined to isolated units (i.e. one functional component). This means that
FPs typically incorporate fewer constituent elements than other revision types (as discussed
above). If an FP was to involve a unit larger than a phrase (i.e. a clause) that unit would have to
be downranked (embedded), otherwise the revision would cross a component boundary; for

example, in the following T-unit from JD1, the N-Rheme contains a downranked clause that
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functions as an Identifier in an intensive, identifying relational clause:

Content
T-unit| Theme Subject Theme Rheme N-Rheme
8 Earlly I.anguage o |is},.{5} where we learn the norms about language
socialization use,

Example 6.13: A Downranked clause functioning at the group level
However, even though such downranked units provide the potential for FPs to involve multiple
constituents, there were no instances of FPs in any of the datasets that involved alterations to

meanings above the phrase levelY’.
6.3.2 Unstable practices

In examining the datasets, we see a great deal of variation between the number of revisions made
and the number of words typed in each session. For example, JD1's ratios remained relatively flat
(5-11%) through sessions 1-4 and then steadily climbed through sessions 5-7, ending up at 37.5%
in the final session. JD2's ratios steadily rose through sessions 1-3 (7-26%), peaked at session 4
(34%), and then fell to 18% in the final session. JD3's ratios, on the other hand, show somewhat
of a rise and fall patterning, which seemingly mirrors itself on either side of session 4. Finally,
although BB's ratios remained relatively low in all of her sessions—due to the decreased level of
her revision activity in general—they do show a steady decrease throughout the writing process.

Overall, though, revision activity as a percentage of words typed showed great variation.

Secondly, there appeared to be no discernible patterning with regard to CPs, both with respect
to the writing process as a whole and in each individual writing session, as shown in figure 6.15

below, which displays the percentage of revisions that were CPs in each session for each dataset:

D1 JD2 =——JD3 ——BB
4000 T
35.00 7
30.00 7
25.00 1
20.00 -

15.00 1

Percentage

10.00 1

5.00 -

0.00
1 2 3 4
Session number

Figure 6.15: Percentage of revisions in each session that were CPs

7 Most of these phrase level revisions involved Qualifiers; i.e. NGrp post-modification.
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As already discussed, CPs reflect backward/forward movement within a currently being realised
clause, but, unlike FPs, they cross component boundaries. On the basis of such classification
criteria, one might expect that CPs would manifest themselves in choices that engender
movement between functional components at the clausal level (i.e. choices in TRANSITIVITY,
THEME, etc.). However, in all 4 datasets there was a great deal of variation in terms of clausal level
systems and CPs; for example, THEME (JD1=1/33, JD2=1/51, JD3=1/29), INFORMATION FOCUS
(JD1=6/33, JD2=4/51, JD3=0/29), TAXIS (JD1=11/33, JD2=9/51, JD3=6/29), etc. This variation also
extends into systems at the lower ranks (e.g. EVENT TYPE: JD1=6/33, JD2=4/51, 1D3=10/29). CPs,
then, seem to have no specific purpose or regularity, and thus can be said to be unpredictable in

terms of both frequency and purpose.

Thirdly, there was no patterning in how writers used external activities besides those directly
involved with writing. It was clear from BB's dataset, for example, that she repeatedly used some
form of 'downtime' during each writing session. For example, her focus event graph (cf. figure
6.2) showed extensive use of internet based social media and non-essay related sources
(shopping websites, online articles, etc.). Its inclusion in BB's dataset seemed to account for the
extra time she spent working on her essay in comparison to JD. However, there was no one clear
form of 'downtime' that she used. Instead her 'downtime" activities were seemingly random and
often triggered on impulse, rather than outside stimulus (such as an incoming email). The use of
'downtime' by JD, however, remains unanswered, as her dataset gave no indication that she took

regular breaks from her essay.
Section summary

In terms of 'stability' and 'instability' in writing practices, then, this section has shown how
inherently difficult it is to examine such concepts. Although the previous section showed some
patterning to when and where revision types are employed, bringing these findings together
across a dataset that varies with respect to writer, text-type, no. of writing sessions, time on task

(both overall and in each session), etc., is inherently problematic.

6.4 Convergence and divergence in writing practices

This section explores if any of the practices discussed so far can be said to be 'stable' within a
text's construction (JD1, JD2, 1D3, or BB), within a single writer (JD), or between writers (JD and

BB). In other words, it seeks to address RQ 1(d): Do 'good' writers converge on similar practices?
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6.4.1 'Stability' within a text

In relation to JD's datasets, and as mentioned above, FPs tend to occur first in each of JD's writing
episodes, and INSAs tend to occur in 'bunches' within each writing episode. However, FPs are, in
essence, something that most 'free-writers' would likely engage in during the start of a writing

session because the other revision types cannot occur until typing has taken place.

In relation to BB, it is clear that FPs are a constant feature across her 6 sessions. As discussed
above, in every writing episode bar one, FPs account for 83.9% of her revisions, meaning that BB
primarily revises as she types, and thus her attention rarely drifts away from the functional
component currently being realized. This heavy reliance on FPs suggests two things. Firstly, BB
carefully plans what she is going to write before she starts typing. This planning may be done on
paper, or it may be done in her head. When asked if she used pen and paper she stated that she
never did, instead she 'thought about each sentence before typing it': this is reflected in the
amount of time she spent within MS Word (4hrs 46 mins), where she typically spent much longer
pausing between sentences than JD did, and typed far fewer words (just 240 more words than
her word limit) than JD*. Furthermore, BB's use of planning is somewhat evidenced by the fact
that at the start of session 1, she typed four subheadings/cues: 'Intro’, 'Chronicle as key point in
initiating English literary tradition', 'Records change and variation during the time it was written’,
and 'Conclusion’, under which she proceeded to enter content. These subheadings were no doubt
inspired by the essay's rubric, and can be considered a kind of interactive metadiscourse that
provided ‘framing information about elements of the discourse’ (Hyland, 2005, p.51). In well
written essays, such subheadings often reflect a writer’s underlying rhetorical schema in relation
to the text as a whole. And although BB deleted these subheadings toward the end of the writing
process, so they are no longer found in the final draft, they clearly helped shape the sequencing
of information in her essay (Appendix 5: Finished essay (BB)). Secondly, her reliance on FPs also
meant that she did very little revising when rereading text, (assuming that she actually reread her
text). Ultimately, the data suggests that BB, for this particular text anyways, assumed the role of

a high planner/high-self monitor (Torrance, Thomas, & Robinson, 2000).

6.4.2 'Stability' within a writer

It is unwise to make definitive statements about the stability of writing practices for BB because
of the limited amount of data collected. For JD, however, there is slightly more data and,

therefore, it seems feasible that we can gather some valuable insights into possible traits/habits

18 JD typed, on average, 799 words more than her word limit; BB also spent considerably more time on her
essay (21hrs) than JD did on any of hers—the longest JD spent working on any one essay was 13hrs.
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that she may exhibit.

Firstly, as we saw in discussions surrounding focus events, JD spent little time engaged in online
‘downtime' such as accessing online social media, websites, etc. This perhaps explains why JD
spent less time working on her essays than BB did. However, it could be that JD refrained from
such online 'downtime' because she knew that she was being recorded, or perhaps she used
other electronic devices (e.g. her phone) to perform such actions. It may also be that JD walked
away from the computer to perform physical tasks as a means to take a break, or perhaps she did

not take any breaks whilst writing—her longest session was 2hrs 38mins®°.

Secondly, as highlighted above, JD appeared to use revision types in a somewhat distributed
manner, as shown in figure 6.16:
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Figure 6.16: Distribution of revision types across JD's dataset
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Figure 6.16 shows how FPs accounted for 31% (n=73) of all revision activity in JD1, 37.5% (n=109)
in JD2, and 38.2% (n=92) in JD3. A similar clustering emerges for CPs, which ranged from 12.6%
to 17.5%, and INSBs, which ranged from 10.65-10.9%. INSAs and INSs, however, showed greater
variation, which was probably due, in part, to the fact that some of JD3's data was corrupted,

leading to an increase in revisions being coded as INS—many of these INSs could have been INSAs.

Furthermore, JD appeared to regularly shift her focus away from the immediate vicinity of the
leading edge as evidenced by the lower proportion of overall FPs in JD1 (33%), JD2 (36.8%), and
JD3 (38.2%). In other words, JD either continually rereads what she has already typed, or has

some kind of 'text sense' stored in memory that she consults whilst typing. Let us consider the

% Without recording her physical actions (via a camera, for example) we will not know for sure what JD did
in-between typing bouts and, even then, the placement of a camera could prove so intrusive that she would
focus on the task even more stringently. And whilst the idea of incorporating post writing session
questionnaires was considered, this was thought to be too burdensome on the already overladen
participants. These, and other issues, will be discussed further in section 9.3: Limitations and weaknesses.
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first of these propositions: that JD continually rereads text as she types. In JD1, JD2, and JD3, we
see evidence that many of JD's revisions stem from rereading text, both in terms of reading text
within the immediate vicinity of the currently being realized t-unit, and in terms of rereading
previous drafts when she begins a new session. For example, in JD1, INSAs were the highest
frequency revision type in sessions 2, 3, 5, and 7. This suggests that after the majority of content
has been added in session 1, JD refined her essay through continual rounds of online revisions

(FPs) as she added more content in combination with the fine-tuning of existent content (INSAs).

Let us now consider the second of these propositions: that JD uses some kind of 'text sense' when
revising. An unfolding written text is both a concrete and abstract object because it is constantly
fluctuating between actual and intended representations. The mediating factor between these
representations is the reader's current 'text sense'. Text sense, in its broadest conceptualisation,
is a mental representation of the structure and meaning of an unfolding text in the writer/reader's
mind. Subsequently, this representation includes ephemeral entities such as spatial, episodic, and
propositional memories. Consequently, it is believed that the longer a text is (or becomes), and
the more ideas/knowledge it incorporates, the harder it becomes to formulate a representation

of its 'sense'?” (Haas, 1996, p.121).

From the data, we have some evidence that JD possesses a kind of 'text sense' by the higher
proportions of CPs and INSBs we find in her datasets (JD1=26% combined CPs and INSBs,
JD2=29%, and JD3=22%, as compared to BB's 10% combined??).

Thirdly, JD typed the majority of her text (+80%)% in the first 3 sessions, as shown below:

Words typed in Words typed in all Product word count | Product word count

sessions 1-3 $€essions at end of session 3 | at end of all sessions
JD1 2068 (81%) 2524 1702 1702
JD2 2228 (88%) 2535 1590 1721
JD3 1923 (80%) 2408 1782 1809
BB 1359 (60%) 2250 1664 2010

Table 6.12: No. of words typed (process counts) and no. of words in each text (product counts)

Table 6.12 shows that the total number of words typed in the first 3 sessions by JD were 2068
(JD1), 2228 (JD2), and 1923 (JD3). Although it is difficult to say what proportion of these words
remain in the final essay because text was frequently moved around, copied and pasted, etc., JD
appears to pack most of her writing into an intense window of activity, ranging from 6hrs 4mins

(JD1) to 11hrs 6 mins (JD2), which is spread across two days. Over these first three sessions, then,

20 We can relate this back to the discussion of genre complexity and cognitive demands covered in §4.4.
21 This does not mean that BB does not also possess a sense of her text. It could just be that many of BB's
writing practices occur internally and do not manifest themselves on the screen as prominently as JD's do
22 This is a percentage of total words typed and is thus not related to her essays' word limit, which were all
exceeded in the first three writing sessions.
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JD actually exceeds the word limits of each of her essays. After this initial burst of activity, JD then
spent, on average, 3hrs 3 mins (SD=1hr 2mins) completing her essays, of which an average 23
mins (SD=4mins) was spent typing, where she made between 76 (JD3) and 84 (JD2) functional
revisions. The majority of JD's compositional activity, then, clearly took place within a short period

of time.

Fourthly, JD presents somewhat of a pattern in how much text she types when writing. Table 6.12
above, shows that JD typed, on average 799 words more (SD=50.8) than each essay's final word
count (end column). This figure is approximately 45% more than her average word limit (1753
words, SD=73.1), and is reflected in the increased frequency of her revisions—compare JD's
average of 253 functional revisions (SD=32.7) to BB's 85, where BB only typed 240 words more

than her word limit.

6.4.3 'Stability' between writers

One interesting commonality across the datasets is that the highest frequency of INSAs occurred
in the penultimate writing episode. As remarked earlier, INSAs seem to reflect revising whilst
reading, and we see that JD uses INSAs at a rate of 27-39% when working on the penultimate
draft, whilst BB used INSAs at a rate of 60%. Although BB's figure is somewhat questionable, given
that she only made 5 INSAs, it nevertheless appears to be the case that both writers proofread

their essays before submitting them.

Section summary

In this section we explored if any of the practices discussed above appeared to be 'stable' within
a dataset (JD1, JD2, JD3, or BB), a single writer (D), or between the writers (JD and BB). Overall,
the findings added to the hypothesis that we have two fundamentally different types of writers
in JD and BB. Consequently in light of the underlying RQ that informed the basis of this section—
1(d). Do 'good' writers converge on similar practices? We can conclude that these two 'good'
writers do not necessarily have to converge on the same writing 'practices’ in order to construct
texts of comparable qualities. This finding is perhaps unsurprising given the conclusions of
previous research into process-product relationships (cf. §2.3). However, the discussions held in
this section will be used as evidence in the following chapters, where | will be arguing for a move
away from studying physical practices in isolation, and suggest that we also need to examine

semogenesis (or meaning-making practices).
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Summary

The underlying motif for this chapter was 'how students write'. It was here that we sought to

explore the first set of RQs outlined in Chapter 1 and at the start of this chapter.

Consequently, in §6.1 we explored JD's and BB's writing practices in terms of how they
added/removed text from their essays in an effort to address RQ1 (a). We saw how both writers
spread the task of essay writing over multiple sessions, which lasted from 8mins (JD1, session 6)
to 8hrs 37 mins (JD2, session 1). The findings also pointed toward two writers that went about
essay writing in two fundamentally different ways: JD appeared more focused on the task at hand,
revised extensively (M=252, SD=33.8), and moved around the text quite a lot. BB, on the other
hand, divided her time between the task and online 'downtime' (e.g. Facebooking), revised
minimally (n=85), and when she did revise, her revisions were predominantly FPs (84.5%). This
difference between the writers was said to reflect the basic distinction between free-writers/low-

self monitors (JD) and planners/high-self monitors (BB).

In Section 6.2 we explored revision activity in relation to time (when) and space (where) in pursuit
of answers to RQ 1(b): When and where during the writing process are these practices employed?
Here, we saw that FPs and INSAs were employed differently at different stages of the writing
process, with FPs showing a slight tendency to be used at the start of writing, and INSAs toward
the end of writing, reflecting writing as discovery and writing as a reader (proofreading). However,
we also saw a great deal of variation in how revision types were used across the writing process
as a whole and within each writing session. In terms of 'where' revisions occurred, we saw how
the majority of revision types fell within the N-Rheme. The Theme and N-Rheme components
were likened to the movement of waves, where Theme and New (the focus of the N-Rheme)
represented the peaks of the clause as message (Martin & Rose, 2007, p.188), so that a text is
organized periodically, reminding us of where we have been and where we are going.
Consequently, it appeared that both writers' overall revision activity was more concerned with
where we (the reader) are going (or being taken to), than with reminding us where we have been;

i.e. revisions primarily helped develop a text's purpose.

In Section 6.3 we explored writing practices in terms of 'stability’ and 'instability'. However this
section proved how inherently difficult it was to examine such concepts when there are a large
number of affective variables in place. Consequently, finding an answer to RQ1(c): 'Which
practices (if any) are relatively stable, and which appear to change over time?' seemed impossible
because of the nature of the data being examined. Rather than dwell on this shortfall here, this
issue shall be taken up further in Section 9.3, where we will consider the limitations and

weaknesses of the thesis in general.
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In Section 6.4 we explored if any of the practices appeared to be 'stable' within a dataset (JD1,
JD2, JD3, or BB), within a writer (JD), or between the writers (JD and BB). The overall conclusion
was that the data once again pointed to the presence of two different types of writer.
Consequently in light RQ 1(d). Do 'good" writers converge on similar practices? It was concluded
that these two 'good' writers do not draw on the same composing practices in order to construct

texts of comparable qualities.

Ultimately, the findings of this chapter have served to introduce the overall writing characteristics
of each dataset and each writer, and will be subsequently used to inform the following chapters,
where we will move away from physical practices (revision types) and discuss semiotic practices

(revision functions, ranks, and systemic choices).

In Chapter 7, then, we move away from the 'how' of writing and consider the 'what' of writing.
More specifically, the next chapter looks at how the revisions we have been discussing so far
contributed to each text in terms of language choices. It is in the next chapter, then, that we will

explore the second motif of this thesis: the development of what students write.
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Chapter 7 What students write
Introduction

The underlying motif for this chapter is 'the development of what these two students wrote'. It is

here that we will examine the second set of RQs previously outlined and replicated below:

2(a). What are the key linguistic features of 2" year undergraduates' revisions?
2(b). Are these features comparable between/within different writers/texts?

2(c). Are these features comparable to those of more experienced writers?

In order to address these questions, this chapter is split into three sections. Each section will

attempt to address one RQ, and thus covers the following topics:

section 7.1 explores the linguistic features (or systemic choices) that emerge through the revision
activity in each of the four datasets introduced in the previous chapter (JD1, JD2, JD3, and BB). In
this section, we will see how four lexicogrammatical systems: THING TYPE, EVENT TYPE,
DETERMINATION, and TAXIS, show up consistently in the top five choices amongst revisions in both
writers and all four texts; we will also see how QUALIFICATION is another prime system affected

by revision activity.

Section 7.2 outlines which of these language features are comparable between/within writers,
and then goes on to discuss possible reasons/benefits for why particular language functions,
ranks, and ultimately systemic choices are more frequent than others when these two writers
revise academic text. Here we will see how both writers utilised the grammar’s ability to construe
experience in increasingly complex ways via THING TYPE, EVENT TYPE, and QUALIFICATION, how the
use of the deictic element (DETERMINATION) in combination with post-modification
(QUALIFICATION) served to decrease specificity whilst increasing information content, and how
choices in TAXIS&LOGICO-SEMANTIC TYPE are tied to simplexes as well as complexes. Finally, section
7.3 examines if the features found in these students' revisions are present in the texts of more
experienced writers; i.e. we will explore to what extent these students' language choices reflect
those features found in studies on 'model' academic texts (cf. Chapters 3 and 4). In this final
section, we will see how many of the nominally based revisions we will have discussed in the
previous sections contribute to the creation and modification of complex NGrps, which accords
with the findings of existing literature that repeatedly illustrates how NGrp complexity is a key
reflector of academic writing (Biber, 2006; Biber, Gray, & Poonpon, 2011; Parkinson & Musgrave,
2014).
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7.1  Linguistic choice in revision activity

In this first section will look at overall revision activity in each of the datasets in terms of the four
metafunctions of language as outlined in IFG4: these metafunctions are the experiential, logical,
interpersonal, and textual. Following this, §7.1.2 will examine this same revision activity in terms
of rank-level realizations. Finally, §7.1.3 will bring together the findings of §7.1.1 (language
function) and §7.1.2 (language rank) in terms of a function/rank matrix. Such an analysis allows
us to examine which lexicogrammatical systems are affected by revision activity because we can
cross reference a revision's function with its rank level realization, resulting in a more delicate
level of analysis in terms of systemic choice. For example, and as a reminder from §5.6.2.5, an
experiential revision realized within a nominal group (NGrp) would fall within the corresponding
function/rank cell where the two choices meet, and realise a selection in one of the systems listed

in that cell?, as shown in figure 7.1 below:

Rank Class Logical 'Experientia' Interpersonal Textual (cohesive)
Clause NSITIV.
THING TYPE,
I nominal NUMERATION,
CLASSIFICATION,
Group/ EPITHESIS, or
Phrase | yerbal
adverbial
preposition
Word
Info. unit
complexes simplexes

Figure 7.1: Using a function-rank matrix to narrow down systemic choice

Ultimately, providing a synoptic description (summary of choices in revision activity as a whole)
allows us to present the data in more a familiar fashion before moving on to more experimental

representations in terms of a dynamic description in Chapter 8.

7.1.1 Metafunctional choice

In Chapters 1 (§1.2) and 5 (§5.6) we were introduced to SFL's view of how language is organized
metafunctionally to construe reality (experiential function), link realities together (logical
function), enact personal and social relationships (interpersonal function), and map these

meanings onto one another and onto the context in which language is being used (textual

! See Chapter 5, section 5.6.2.5 for a fuller description of this table.
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function). In this section we will discuss how revision activity contributed to each of these four

functions of language in each dataset.

We will begin by looking at the overall level of functional realizations in each dataset's revision
activity; i.e. we are not looking at figures for the final text (product data), but figures for text
directly involved in revision activity (process data). As a quick comparison, figures 7.2 through 7.5

show a breakdown of how revision activity contributed to each text in terms of the four functions:

Textual

Figure 7.2: Functional choice in JD1's revisions Figure 7.3: Functional choice in JD2's revisions

Figure 7.4: Functional choice in JD3's revisions  Figure 7.5: Functional choice in BB's revisions

Figures 7.2 through 7.5 show how the majority of revisions in each dataset involved experiential
meanings, with figures ranging from 47% (n=211) in JD1 to 58.9% (n=235) in JD3, with an average
across all four texts of 51.46% (SD=5.16%). The second most frequently involved function in
revision activity was the textual function, which ranged from 22.8% (n=102) in JD2 to 30.5%
(n=137) in JD1, with an average across all four datasets of 25.4% (SD=3.54%). Logical and
interpersonal revisions, meanwhile, varied slightly in their ordering across datasets; in three of
the four datasets, the logical function was the third most frequently involved function in revision
activity. Table 7.1 below provides overall frequency counts (insertions and deletions) for each

dataset and for the dataset as a whole in relation to functional choice in revision activity:
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JD1 JD2 JD3 BB Total
Count % Count % Count % Count % Count| %
Experiential| 211 46.99 | 225 50.34 235 58.90 66 49.62 | 737 | 51.46
Logical 58 12.92 53 11.86 49 12.28 24 18.05 | 184 |13.78
Interpersonal 43 9.58 67 14.99 22 5.51 10 7.52 142 | 9.40
Textual 137 30.51 102 22.82 93 23.31 33 24.81 | 365 | 25.36
Total| 449 100 447 100 399 100 133 100 | 1428 | 100

Table 7.1: Frequency of revisions in functional terms

Table 7.1 shows that the total number of experiential revisions (n=737) is more than that of the
other three functions combined (n=691). This increased number of experiential revisions is
perhaps somewhat unsurprising because the experiential function mainly concerns the construal
of experience (clause as representation), and as a piece of writing that is somewhat disconnected
from a physical context, academic text relies heavily on an accurate representation of the writer's
(naturalized) reality to make sense to the reader (Halliday, 1998). Furthermore, experiential
meanings are prototypically realized through segmental structure, which 'is the simplest kind of
structure, from which the other, more complex kinds can be derived' (Halliday & Matthiessen,
2013, p.85) and, thus, there appears to be two possible reasons why experiential meanings are
more prevalent than the other meanings in revision activity: (1) they are the most common kind
of meanings called for when construing a model of experience (describing a phenomenon is
perhaps the most important aspect of academic text as one needs to add content and provide
evidence to base a thesis on); and (2) the kinds of structures they favour (i.e. constituency based
ones) are perhaps easier to add/remove during revision than other structures; for example, as
we shall see later on, the prosodic structures favoured by interpersonal meanings, and the
culminative structures favoured by textual meanings, are often 'tied' to other functions within
the clause. It may be the case, then, that this increased complexity in revising multiple functions
(or the structures they represent) is so cognitively demanding that it results in them being less
frequent, and/or it may be that the seemingly easier experiential based revisions (or the need to
add content) draws the writer's attention away from such concerns. Alternatively, as we will
theorise in following sections, it may just be that these other meanings are simply not called for

in a particular text-type, and are thus less likely to be involved in revision activity.

What is perhaps more surprising is the positioning of textual meanings in table 7.1, which shows
us that in all four datasets, textual meanings are the second most frequently affected meanings
when it comes to revising text and, thus, the ability to fine-tune the rhetorical structuring of a
text—bringing together the text's other strands of meaning to create a harmonious whole in light
of a specific context and purpose—appears to be an important aspect for these two writers when

it comes to revising academic essays. The textual function, as we recall from Chapter 5, mainly
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concerns the symbolic configuration of rhetorical structures. It deals with semiotic reality, or the
‘clause as message'. Consequently, it is often cited as providing an enabling function, bringing
together ideational and interpersonal meanings and operationalizing them in a given
environment (Halliday & Matthiessen, 1999, p.398). In other words, textual meanings create

relevance to the context or functional purpose of a text.

There are numerous reasons as to why revision activity may engender a preference for textual
modifications as opposed to interpersonal or logical ones. However, perhaps key amongst them
is the transformation from writer to reader (a shifting in mode). This transformation can induce
the writer to make changes that reflect a realignment of the text toward its intended purpose
(i.e.its generic expectation), making it easier for the reader to understand, follow, and, ultimately,
accept or reject an underlying thesis (Lindgren, Leijten, & Van Waes, 2011). For instance, consider

the following example (we have already been introduced to this example in the previous chapter):

T-unit Content

It has marked a woman's genitals with an internet map marker, frequently used on Facebook
to check in to a place or destination.

7

8 *{By using social media, | #-uses {95} | it gives}, a sense of relating to the whole population.

Example 7.1: A revision that increases readability/understanding (JD3)

In this example, part of revision 95 adds 'By using social media'. This prepositional phrase comes
to function as a marked Theme and a Circumstance of enhancement (manner: means): it answers
the question 'by what means does marking a woman's genitals with an internet map marker (T-
unit 7) give a sense of relating to the whole population (T-unit 8)?' Answer: by the means of social
media. Whilst the content of T-unit 8 remains somewhat questionable, the addition of this
marked Theme /Circumstance makes it somewhat clearer as to what the 'it' in T-unit 8 refers to—
prior to this revision the 'it' could have been assumed to refer to 'Figure 1', representing a
constant Theme (&) progression as opposed to the derived theme (<) that appears to result

from revision 95.

Moving on to logical and interpersonal meanings, we see from table 7.1 that these functions
appear to fluctuate in their ordering between texts. Logical meanings signify relations between
complexes, and are realized via univariate, iterative structures. Typically, these involve clause
complexing (as illustrated in §7.2.4 below), but sometimes they are also manifested as phrase or
group complexes. The logical function, as Halliday and Matthiessen (2013) note 'makes a major
contribution to the organization of text, serving to realize (rhetorical) sequences within
(rhetorical) paragraphs' (p.549). However, logical meanings also contribute to the textual function
in a number of ways: by sequencing tactic relations in a certain way a writer can (i) choose which
element is given thematic prominence; (i) change what he/she presents as New/Given, and (iii)

engender choices in cohesive relations via ellipses/substitution, whereby a referent in a dominant
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clause can be omitted/substituted in the dependent clause, creating a pattern of Subject Themes
that moves the text forward. Consequently, a logical revision is often tied up with, or followed by,
a revision in another function—typically these involve textual systems such as THEME, ELLIPSIS,

etc. Consider example 7.2:

T-unit Content

47{Aeee%d+ﬂg%eﬂ%ems{e+'ﬂ%h+'s | This}, would mean the literacy practices learnt by children in
32 | the working-class communities{47} did not prepare them well for mainstream literacy
practices in school.

Example 7.2: A change in logical meaning accompanied by a change in THEME (JD2)

In this example, revision 47 deletes 'According to Bernstein'?. This revision represents three,
possibly four, systemic choices, depending on your view of interdependency relations?. It reflects:
(1) a change in MINOR TRANSITIVITY of -[Circumstance (“non-finite hypotactic clause): angle:
source]; (2) a change in TAXIS of -[hypotaxis (“dependent clause: B)]; (3) a change in LOGICO-
SEMANTIC TYPE of -[projection: idea]; and (4) a change in THEME of -[marked Theme (Nfronted

dependent clause)].

Similarly, in example 7.3, revision 25 affects not only logical meaning, but also textual meaning:

T-unit Content

24i | Itis common to use emotion in persuasion (Lang, A. et al 2003:111)
24ii | **{whether | as it tends to have more effect}, .,

Example 7.3: A choice in logical meaning that engenders a choice in thematic progression (JD3)

In this example, revision 25 deletes the hypotactic binder 'whether' and replaces it with a
hypotactic clause (T-unit 24ii) that enhances upon the dominant clause (T-unit 24i). This
enhancement represents a systemic choice in TAXIS&LOGICOSEMANTIC TYPE (logical meaning) of
+[hypotactic enhancement (~conjunction): causal-conditional: reason]. We see, however, that
this revision also sets up a referential relation (textual meaning) of 'substitution'; i.e. 'it'
substitutes for 'using emotion in persuasion'. This substitution progresses the text in terms of a
linear Theme (the Subject Theme being an element that occurred in the previous RHEME). From

these two examples, then, we see how a single revision can often be multi-functional.

7.1.2 Rank scale realizations

Whilst the previous section introduced revisions and functional choice, this section covers
revisions and rank; i.e. what constituent structures (words, nominal groups, etc.) were involved
in revision activity. As a quick introduction to the data, figures 7.6 to 7.9 below show a breakdown

of each dataset in terms of the frequencies of rank-level constituents involved in revision activity:

2 'this' to 'This' is simply a change in orthography as a capital letter is added to signify the start of the T-unit.
3 This is more fully explored in §7.2.4
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Figures 7.6 to 7.9 show that the majority of revisions involved alterations within nominal group
(NGrp) structures. Revisions to NGrps ranged from 40.1% (n=180) in JD1 to 49.6% (n=69) in BB,
with an average across all four datasets of 46.8% (SD=4.8%). The second most frequently involved
rank constituent in revision activity was the verbal group (VGrp), which ranged from 11.76%
(n=16) in BB to 15.3% (n=66) in JD2, with an average across all four texts of 13.1% (5D=1.2%).
Table 7.2 below summarizes the above information in terms of overall frequencies and

percentages for each dataset and for the dataset as a whole:

JD1 JD2 JD3 BB Total | AVG
Count % Count % Count % Count % Count | 7.17
Clause| 45 10.02 30 6.71 30 7.52 6 4.41 111 8.66

Clause nexus| 44 9.80 37 8.28 28 7.02 13 9.56 122 | 3.17
Group nexus 9 2.00 9 2.01 14 3.51 7 5.15 39 0.29
Phrase nexus 2 0.45 2 0.45 1 0.25 0 0.00 5 4.29
Phrase| 37 8.24 20 4.47 9 2.26 3 2.21 69 13.13

Verbal group| 57 12.69 65 14.54 54 13.53 16 11.76 | 192 | 46.80
Nominal group| 180 40.09 | 209 | 46.76 198 49.62 69 50.74 | 656 | 6.28
Adverbial group| 34 7.57 24 5.37 31 7.77 6 4.41 95 8.38
Word| 22 4.90 45 10.07 33 8.27 14 10.29 | 114 1.82

Info. Unit| 19 4.23 6 1.34 1 0.25 2 1.47 28 100.00

Total| 449 [100.00| 447 100.00| 399 |100.00| 136 | 100.00| 1431 | 7.17

Table 7.2: Frequency of rank level realizations in revision based activity

Table 7.2 shows that from a total of 1431 revisions, 656 involved the NGrp. Writers can use NGrps
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to 'expand the amount of information in each clause, establish and maintain referential relations,
and distill and expand information as a text evolves' (Fang, Schleppegrell, & Cox, 2006, p.252).
These are all key elements in academic writing, and it is thus hardly surprising that NGrps would
be high on the list of concerns for academic writers. However, what is perhaps surprising is the
frequency with which the NGrp is involved in revision activity regardless of the writer, and

regardless of the text-type. Possible reasons as to why this may be are discussed in §7.2.

Second in terms of overall frequencies were revisions involving the VGrp (n=192). The VGrp is
composed of several elements: in experiential terms, the key element is the Process, which
represents a happening or being that is realized as a lexical choice in EVENT TYPE (the VGrp
analogue of the NGrp's THING TYPE); as we shall see in §7.2, choices in EVENT TYPE made up the
majority of revisions to the VGrp (n=119). In textual terms, the VGrp can be modified via
selections in VOICE (Active/passive), CONTRAST (non-contrastive/contrastive), and ELLIPSES (non-
elliptical, elliptical). The level of overall choice in these systems was extremely low (n=4, 0, and 3,
respectively), so they shall not be discussed further. In logical terms, the VGrp is grammaticalized
by (SECONDARY) TENSE via logical (recursive) sequencing of modifying elements that represent
choices in past/present/future tenses. These types of revision were slightly more frequent at
n=15. Interpersonally, verbal modifiers concern POLARITY (n=7), FINITENESS (n=0), and MODALITY

(n=40). The increased number of revisions involving MODALITY shall be discussed in §7.2 and §8.1.

The figures for other rank constituents varied between datasets, but the lowest frequency in
every dataset concerned revisions to the information unit, and group and phrase complexes.
Group and phrase complexes are typically realized as extending relations because groups and
phrases generally do not consist of complete 'figures' (Halliday & Matthiessen, 1999);
fundamentally, complete 'figures' have the potential to be joined (or sequenced) in more complex
logical relations such as 'because’, 'ergo’, etc. Consequently, the low frequency of logical revisions
to group and phrase complexes is perhaps unsurprising because their potential to occur in tactic
relations is limited by the nature of their constituency; i.e. there are far fewer resources from
which to base revision on. Clause complexes?®, however, are not as limited. Consequently, their
potential for being involved in revision increases, and we see that their overall frequency of
occurrence in revision activity was much higher at n=122, making them the third most frequently

revised rank constituent (M=8.66%, SD=1.28%).

In the next section we will take what we have learned from functional choices in revisions (§7.1.1)
and rank level choices in revisions (§7.1.2), and combine the two to represent choice in terms of

individual lexicogrammatical systems.

4 A clause complex engenders a choice in TAXIS, LOGICO-SEMANTIC TYPE and RECURSION.
140



7.1.3 Systemic choice

In this section we will discuss how revisions contributed to the unfolding of each text in terms of
the lexicogrammatical systems outlined in Halliday's Introduction to Functional Grammar (fourth

edition), or IFG4 as it is sometimes referred to IFG4 (Halliday & Matthiessen, 2013).

If we recall from the discussion of SFL's view of language outlined in Chapter 5, a choice in
metafunctional meaning necessitates a choice in rank and vice versa—this results in what is
referred to as a function/rank matrix. This complementarity between function and structure is
both realized in, and construed by, a choice in a specific lexicogrammatical system. It is in this
section that we will look at this concept of choice by exploring revision activity in terms of the
lexicogrammatical systems of English (cf. §5.6.2.5). Ultimately, what follows is an overview of
systemic choice in each dataset's revision activity (a synoptic description) that will be used as an

introduction to, and evidence for, the discussion that follows (§7.2 and §7.3).
D1

Table 7.3 gives an overview of revision activity in JD1 in terms of a function/rank matrix:

Function

Experiential Logical Interpersonal Textual Total

Clause 29 2 14 45

Clause nexus 44 44

Phrase nexus 2 2

Group nexus 9 9

< Phrase 33 4 37
& Verbal group 36 3 12 6 57
Nominal group 100 7 73 180
Adverbial group 3 6 25 34

Word 10 12 22

Info. Unit 19 19
Total 211 58 43 137 449

Table 7.3: Function/rank matrix for revision activity in JD1

Table 7.3 shows that from 180 NGrp revisions, 100 involved experiential meanings, 7
interpersonal meanings, and 73 textual meanings. A function/rank matrix, then, gives us a
convenient way to cross reference revision choices in terms of how they contributed to meaning

(function) and structure (rank) at the same time, resulting in a more delicate level of analysis.

Table 7.4, then, gives a more detailed overview of how revision activity in JD1 contributed to
meaning (function) and structure (rank) in terms of individual lexicogrammatical systems (system
names are given at the intersections of the corresponding function/rank alongside their

frequency counts):
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Function
Experiential Logical | Interpersonal Textual Total
Clause|Transitivity 29 Mood 2 |Theme 14| 45
Clause nexus Taxis 44 44
Phrase nexus 2 2
Group nexus 9 9
Phrase|minor Transitivity 33 minor Mood 4 37
Verbal group|Event type 36 [Tense 3 |Polarity 1 |Voice 3 43
Aspect 0 Modality 11|Substitution 1 12
> Ellipsis 2 2
[« Nominal group|Thing type 42 Person 1 |Determination 50 | 93
&5 Pre-determination 2 Assessment 6 |Reference 19| 27
Numeration 10 Substitution 3 13
Classification 9 Ellipsis 1 10
Epithesis 11 11
Qualification 26 26
Adverbial group|Circ. Type 3 Comment 6 [Conjunction 25| 34
Word|Denotation 10 Connotation 12 22
Info. Unit Key 0 |Info. Focus 191 19
Total 211 58 43 137 | 449

Table 7.4: Revision activity and systemic choice in JD1

Table 7.4 shows that not all function/rank mergers correlate with one lexicogrammatical system,

and that at the same rank, some lexicogrammatical systems appear to be more involved in

revision activity than others. For example, from §7.1.1 and §7.1.2 we have already deduced that

the majority of revisions involve experiential meanings and/or NGrps. Table 7.4 shows us that at

this intersection of function (experiential) and rank (NGrp) the writer can make a choice in one of

seven lexicogrammatical systems, and that of these systems, THING TYPE (n=42) is the most

heavily involved in JD1's revision activity. Rather than go through each column and row in detail |

have reproduced the data in figure 7.10:

Info. Focus,
4.4%

Voice,0.7%

Theme, 3.2% -—-‘—‘/ >
Connotation, 2.8%
Comment, 1.4%_

Assessment, 1.4%
Modality,2.6%__—

TaxisCN, |
10.2%

Conjunction, 5.8%
Reference, 4.4%

Determination,
11.6%

minor Mood, 0.9%
TaxisPN,2.1%__

Denotation, 2.3%

Transitivity, 6.7%

4

minorTrans., 7. 7%

Eventtype, 8.4%

Thing type, 9.7%

_ Numeration, 2.3%
Classification, 2.1%
_Epithesis, 2.6%

 Qualification, 6.0%
_ Circ. Type, 0.7%

Figure 7.10: Distribution of revisions in terms of systemic choice (JD1)
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Figure 7.10 shows that 10.2% (n=44) of revisions involved the system of TAXIS (rank: clause nexus,

function: logical), 9.7% (n=42) involved THING TYPE (rank: NGrp, function: experiential), and so on.

From table 7.5 and figure 7.10, we can see that the top 10 systems (function & rank) were:

D2

© 00 N O 0ok~ W N -

System (count)

Determination
Taxis

Thing type
Event type
minor Transitivity
Transitivity
Qualification
Conjunction

Info. Focus
Reference

Function
50 (11.6%) Textual
44 (10.2%) Logical
42 (9.7%) Experiential
36 (8.4%) Experiential
33 (7.7%) Experiential
29 (6.7%) Experiential
26 (6.0%) Experiential
25 (5.8%) Textual
19 (4.4%) Textual
19 (4.4%) Textual

Rank

Nominal group
Clause nexus
Nominal group
Verbal group
Phrase

Clause
Nominal group

Adverbial group

Info. Unit
Nominal group

Table 7.5: Top ten systems/functions/ranks affected by JD1's revisions

As per JD1, table 7.6 shows a breakdown of revisions in JD2 in terms of a function/rank matrix:

Function
Experiential Logical Interpersonal Textual Total
Clause 13 0 5 12 30
Clause nexus 0 37 0 0 37
Group nexus 0 9 0 0 9
Phrase nexus 0 2 0 0 2
< Phrase 19 0 1 0 20
g Verbal group 40 5 19 1 65
Nominal group 131 0 9 69 209
Adverbial group 5 0 5 14 24
Word 17 0 28 0 45
Info. Unit 0 0 0 6 6
Total 225 53 67 102 447

Table 7.6: Function/rank matrix for revision activity in JD2

Once again, table 7.6 shows how revisions involving experiential meanings in the NGrp were the

most prevalent (n=131), followed by textual meanings in the NGrp (n=69), and then experiential

meanings in the VGrp (n=45). Once more, to explore these choices in systemic terms, table 7.7

below gives an overview of revision activity in terms systemic choice:
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Function
Experiential Logical Interpersonal Textual Total
Clause|Transitivity 13 Mood 5 |Theme 12| 30
Clause nexus Taxis 37 37
Phrase nexus 9 9
Group nexus 2 2
Phrase|minor Transitivity 19 minor Mood 1 20
Verbal group|Event type 40 |Tense 5 |Polarity 4 |Voice 1 50
Aspect 0 Modality 15 |Substitution 0| 15
> Nominal group|Thing type 37 Person 1 |Determination 37 | 75
[= Pre-determination 1 Assessment 8 |Reference 26 | 35
&B Numeration 15 Substitution 1 16
Classification 9 Ellipses 5 | 14
Epithesis 18 69 18
Qualification 39 39
Post-deictic 12 12
Adverbial group|Circ. Type 5 Comment 5 |Conjunction 14 | 24
Word|Denotation 17 Connotation 28 45
Info. Unit Key 0 |Info. Focus 6 6
Total 225 53 67 102 | 447

Table 7.7: Revision activity and systemic choice in JD2

Unlike JD1, table 7.7 shows that QUALIFICATION (n=39) is the most frequent nominal system
affected by revision activity, with THING TYPE (n=37) a close second. Figure 7.11 gives a pictorial

view of this data:

Transitivity, 3.0% minorTrans., 4.3%
Info.Focus, 1.4%_ | |

. . Eventtype, 9.1%
Conjunction, 3.2% ‘
_Tense,1.1%

Ellipses, 1.1% 48
Reference, 5.9% Thingtype, 8.4%

Determination, 8.4% ‘ @ Numeration, 3.4%
Theme, 2.7%_ o . Classification, 2.0%
Connotation, 6.4%_ ’/ \ . — Epithesis, 4.1%

Comment, 1.1%__
Citation,0.0% — _ Qualification, 8.9%
" Post-deictic, 2.7%

Assessment, 1.8%_
Modality,3.4%__
Polarity, 0.9% _ ‘ | _Circ. Type, 1.1%

, — Denotation, 3.9%
Mood, 1.1% Taxis PN, 2.0% Taxis CN, 8.4% enatation

Figure 7.11: Distribution of revisions in terms of systemic choice (JD2)
Figure 7.11 shows that 9.1% of revisions involved EVENT TYPE (rank: VGrp, function: experiential),
8.4% TAXIS (rank: clause nexus, function: logical), 8.4% DETERMINATION (rank: NGrp, function:

textual), and so on. Subsequently, the top 10 systems involved in JD2 were:
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D3

System (count) Function Rank
1. Eventtype 40 (9.1%) Experiential Verbal group
2. Qualification 39 (8.9%) Experiential Nominal group
3. Thing type 37 (8.4%) Experiential Nominal group
Taxis 37 (8.4%) Logical Clause nexus
Determination 37 (8.4%) Textual Nominal group
4. Connotation 28 (6.4%) Interpersonal Word
5. Reference 26 (5.9%) Textual Nominal group
6. minor Trans. 19 (4.3%) Experiential Phrase
7. Epithesis 18 (4.1%) Experiential Nominal group
8. Denotation 17 (3.9%) Experiential Word

Table 7.8: Top ten systems/functions/ranks affected by revision activity in JD2

Table 7.9 below shows a breakdown of revision choices in JD3 in terms of a function/rank matrix:

Function
Experiential Logical Interpersonal Textual Total
Clause 26 0 4 30
Clause nexus 28 28
Group nexus 14 14
Phrase nexus 1 1
é Phrase 9 0 9
&U Verbal group 35 13 0 54
Nominal group 129 5 64 198
Adverbial group 4 3 24 31
Word 32 1 33
Info. Unit 0 1 1
Total 235 49 22 93 399

Table 7.9: Function-rank matrix for revision activity in JD3

Again, as per JD1 and JD2, table 7.9 shows revisions involving experiential meanings in the NGrp
are the most prevalent in JD3 (n=129), followed by textual meanings in the NGrp (n=62) and
experiential meanings in the VGrp (n=35). Table 7.10 below once again gives a detailed overview

of revision activity in terms of systemic choice:
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Function

Experiential Logical Interpersonal Textual Total

Clause | Transitivity 26 Mood 0 | Theme 41 30

Clause nexus Taxis 28 28

Phrase nexus 14 14

Group nexus 1 1

Phrase | minor Transitivity 9 minor Mood 0 9

Verbal group | Event type 34 |Tense 6 |Polarity 1 | Voice 0] 41

Aspect 1 Modality 12 | Substitution 0| 13

Nominal group | Thing type 57 Person 1 | Determination 45| 103

é Pre-determination 2 Assessment| 4 | Reference 16| 22
& Numeration 11 Substitution 3| 14
Classification 11 Ellipses 0] 11

Epithesis 14 14

Qualification 31 31

Post-deictic 3 3

Adverbial group | Circ. Type 4 Comment 3 | Conjunction 24| 31
Word | Denotation 32 Connotation 1 33

Info. Unit Key 0 |Info. Focus 1 1

Total 235 49 22 93| 399

Table 7.10: Revision activity and systemic choice in JD3

As per JD1, THING TYPE is the most frequently involved nominal system in JD2's revision activity

(n=56), closely followed by QUALIFICATION (n=32). Figure 7.12 gives a pictorial view of this data:

Transitivity, 6.7% _ minorTrans., 3.1%

Conjunction, 6.4%_ |

Eventtype, 8.7%
Reference, 4.1%_  Tense,0.0%
Determination, 11.6% \ _ Thingtype, 14.7%
Theme, 1.0%_
Comment, 0.8%___

7 -H“-.'.Illnn.h
1 . Numeration, 2.8%
_ Classification, 2.8%
' Epithesis,3.6%

| ~__Qualification, 8.2%
TaxisCN, 7.5% | “—__ Post-deictic, 0.8%

Denotation, 8.5% — Circ.Type, 1.0%

Assessment, 1.0 —
Modality, 3.1%__
TaxisGN,3.6%_/

Figure 7.12: Distribution of revisions in terms of systemic choice (JD3)
Figure 7.12 shows that 14.9% of revisions involved choices in THING TYPE (rank: NGrp, function:

experiential), 11.8% in DETERMINATION (rank: NGrp, function: textual), 8.9% in EVENT TYPE (rank:

VGrp, function: experiential), and so on. The top 10 systems affected by revisions in JD3 were:
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BB

System (count)
Thing type
Determination
Event type
Denotation
Qualification

Transitivity
Conjunction
Reference

O © O N O ok~ W N -

—_

Epithesis
Taxis

57
45
34
33
32
Taxis 28
26
24
15
14
14

Function
(14.7%) Experiential
(11.6%) Textual
(8.7%) Experiential
(8.5%) Experiential
(8.2%) Experiential
(7.5%) Logical
(6.7%) Experiential
(6.4%) Textual
(4.1%) Textual
(3.6%) Experiential
(3.6%) Logical

Rank

Nominal group
Nominal group
Verbal group
Word

Nominal group
Clause nexus
Clause
Adverbial group
Nominal group
Nominal group
Group nexus

Table 7.11: Top ten systems/functions/ranks affected by revision activity in JD3

Finally, table 7.12 shows a breakdown of BB's revision choices via a function/rank matrix:

Function
Experiential Logical Interpersonal Textual Total
Clause 2 1 3 6
Clause nexus 14 14
Phrase nexus 0
Group nexus 7
= Phrase 4 0 4
& Verbal group 10 3 3 0 16
Nominal group 39 0 25 64
Adverbial group 1 2 3 6
Word 10 4 14
Info. Unit 2 2
Total 66 24 14 33 133

Table 7.12: Function/rank matrix for revision activity in BB

As per JD1, JD2, and JD3, table 7.12 shows that revisions involving experiential meanings in the

NGrp were the most prevalent (n=39), followed by textual meanings in the NGrp (n=25), and

experiential meanings in the VGrp (n=11). Table 7.13 shows BB's revisions in terms of systemic

choice:
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Function
Experiential Logical Interpersonal Textual Total
Clause|Transitivity 2 Mood 1 [Theme 3| 6
Clause nexus Taxis 14 14
Phrase nexus 7 7
Group nexus 0 0
Phrase|minor Transitivity 4 minor Mood 0 4
Verbal group|Event type 9 |Tense 1 |Polarity 1 |Voice 0] 12
Aspect 1 |Connotation 2 |Modality 2 [Substituton 0| 4
Nominal group|Thing type 11 Person 0 |Determination 21| 32
= Pre-determination 0 Assessment 0 |Reference 4| 4
D‘E Numeration 1 Substitution 0 1
Classification 6 Ellipses 0| 6
Epithesis 7 7
Qualification 14 14
Post-deictic 0 0
Adverbial group|Circ. Type 1 Comment 2 |Conjunction 3| 6
Word|Denotation 10 Connotation 4 14
Info. Unit Key 0 |Info. Focus 21 2
Total 67 23 14 33| 133

Table 7.13: Revision activity and systemic choice in BB

As per JD2, QUALIFICATION (n=14) was the most revised nominal system in BB, followed closely by

THING TYPE (n=11). Figure 7.13 gives a pictorial view of this data:

Theme, 2.4% Determination, 16.8%

Connotation, 3.2%
Comment, 1.6% .

Modality, 1.6%_ ‘
y _Info. Focus, 1.6%
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A minorTrans., 3.2%
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Denotation, 8.0%¢__
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_ Epithesis, 5.6%

—Reference, 3.2%
_ Conjunction, 2.4%
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|
Qualification, 11.2%

Figure 7.13: Distribution of revisions in terms of systemic choice (BB)

Figure 7.13 shows the most frequently involved systems in BB's revisions were DETERMINATION
(rank: NGrp, function: textual) at 16.8%, TAXIS (rank: clause nexus, function: logical), and
QUALIFICATION (rank: NGrp, function: experiential) at 11.2%. The top 10 systems affected by

revisions were:
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System (count) Function Rank

1 Determination 21(16.8%) Textual Nominal group
2 Qualification 14 (11.2%) Experiential Nominal group
Taxis 14 (11.2%) Logical Clause nexus
3 Thing type 11(8.8%)  Experiential Nominal group
4 Denotation (synonymy) 10 (8.0%)  Experiential Word
5 Eventtype 9 (7.2%) Experiential Verbal group
6 Epithesis 7 (5.6%) Experiential Nominal group
Taxis 7 (5.6%) Logical Group nexus
7 Classification 6 (4.8%) Experiential Nominal group
8 minor Transitivity 4 (3.2%) Experiential Phrase
Connotation 4 (3.2%) Interpersonal  Word
Reference 4 (3.2%) Textual Nominal group

Table 7.14: Top ten systems/functions/ranks affected by revision activity in BB

Now that we have presented the data in a systematic way, we are in a better position to answer

the first RQ, which is 'what are the key linguistic features of 2" year undergraduate revisions?’.

Bringing together the findings presented above, we see that certain systems and, therefore,
certain realizations, appear to be comparable between and within writers/text-types. This is
perhaps more evident if we look at the top 5 lexicogrammatical systems affected by revisions in

each dataset alongside their frequency counts:

JD1 JD2 JD3 BB

1. |Determination 50 |1. |Eventtype 40 (1 |Thing type 56 1. [Determination 21
2. |Taxis (clause) 44 |2. |Qualification 39 (2 |Determination 4512 |Qualification 14
3. |Thing type 42 |3. |Thing type 37 |3 |Eventtype 34 Taxis (clause) 14
4. |Event type 36 Taxis (clause) 37 |4 |Qualification 32|3. |Thing type 11
5. |minor Trans. 33 Determination 37 Denotation 32 |4. |Denotation 10

Connotation 28 |5 |[Taxis (clause) 2815. |Eventtype 9

5. |Reference 26

Table 7.15: Top five systems involved in revision activity

It is evident from table 7.15 that four systems consistently show up in the top five regardless of
the writer (JD or BB) or the text (JD1, JD2, JD3, BB). These are (in order of overall frequency):
DETERMINATION (n=153), THING TYPE (n=146), TAXIS: clause nexus (n=123), and EVENT TYPE
(n=119). Furthermore, in three of the four datasets, QUALIFICATION showed up in the top five,
whereas in JD1 it ranked seventh with n=26, giving QUALIFICATION a total count of n=111, and
thus making it the fifth most frequent system overall. Consequently, in answer to RQ 2(a). What
are the key linguistic features of undergraduates' revisions? We can say that the key linguistic
features when revising academic essays for these two writers appear to be items such as
Determiners (the, their, etc.), Things (nouns), tactic relations (typically conjunctions), Processes

(verbs), and Qualifiers (typically prepositional phrases).

With these findings in mind, in the next section we will move on to RQ 2(b) and examine in more
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detail what these features actually represent, and why they appear to occur so frequently in

revision activity regardless of the writer or text.

7.2 Key linguistic choices in revising academic essays

This section explores the commonalities between the revision choices in both the writers and the
texts discussed above. The focus here is to discuss possible reasons/benefits as to why these

commonalities exist, rather than simply list such commonalities.

As we saw from the previous section, certain systems and, therefore, certain language functions
and their realizations, appear to be comparable between and within writers/text-types. This was
evident from table 7.15, where four systems consistently showed up in our top five lists of system
choices in each dataset. As a quick reminder these were: DETERMINATION (n=153), THING TYPE
(n=146), TAXIS: clause nexus (n=123), and EVENT TYPE (n=119). We also saw how QUALIFICATION
(n=111) was the fifth most frequently affected overall, being in the top five of three of the four
datasets, and seventh in the fourth. Consequently, the features that these five systems represent

will be discussed here in more detail.

If we consider the findings of §7.1.2, it is perhaps somewhat unsurprising that three of the top
five systems operate at the nominal rank. More specifically, it is well known from research into
academic writing that meanings at the level of the clause ('figures') are frequently condensed,
distilled, and repackaged into constituents at the lower levels, and that it is the NGrp where most
of these condensed or 'down-ranked' figures are realized (Halliday & Matthiessen, 1999). In their
volume dedicated to scientific/academic language, for example, Halliday and Martin (1993, p.6)
frequently refer to this realizational shift as grammatical intricacy or ‘technical’ grammar. They
argue that grammatical intricacy is just as important as technical lexis (vocabulary) to the
realization of written academic text: they see intricate lexis and intricate grammar as 'different
aspects of the same semiotic process: that of evolving a technical form of discourse’ (Halliday &
Martin, 1993, p.8). In essence, technical grammar and technical lexis work together: lexis provides
the potential for grammar to expand in the form of new words that help signify systematic
relations in extended taxonomies (as explained in §3.3), while grammar provides the potential for
lexis to expand. This is most evident in the NGrp, where nominal elements are a prime site where
technical grammar and technical lexis unfold. Moreover, as we saw in Chapter 3, NGrp complexity
is frequently cited as one of the hallmarks of academic texts. For example, as Fang, Schleppegrell,
and Cox (2006) note 'nominal elements can pack a lot of information into a clause through a
variety of pre- and post-modifying elements, including adjectives, adverbs, -ed/ing participles,
prepositional phrases, and relative clauses' (p.253). However, while it is evident that the English

NGrp incorporates these elements sequentially, by means of four basic elements:
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[(Determiner)*A(Modifier)*AThing ~(Qualifier)*]°® (Fontaine, 2012, p.48), the arrangement of
these elements also constitutes an orbital (mono-nuclear) relation. In this mono-nuclear view of
the NGrp, the ‘Thing’ functions as the nucleus to which the other elements are more or less

gravitationally bound®, as shown in figure 7.14:

Thing Modifier ~ Det. Qualifier

Figure 7.14: Orbital (mono-nuclear) structure of experiential meaning in the NGrp

Here the grammar provides four ‘slots’, where the meaning potential of a Participant (the ‘Thing’)
can be modified, increasing/decreasing its specificity, description, identifiability, and so on.
Accordingly, within these four elements there is significant leeway for a writer to manipulate
meaning, texture, and cohesion and, it is here, incidentally, that we find the three nominal
systems listed above (the 'Modifier' element is conspicuously absent for reasons that will become
evident below). However, before we look at some examples, we shall say a bit more about the

meaning potential of these four nominal elements.

If we examine the four basic elements in figure 7.14 above in terms of semantics we can say that
‘[t]he nominal group is organized as a move along two dimensions: the elements become
increasingly stable in time, and increasingly complex in their taxonomy of features’ (Halliday &
Matthiessen, 1999, p.209). Alternatively, we can say that in modifying a NGrp a writer can move
from grammar to lexis increasing or decreasing the permanence of a Thing and its experiential
complexity via the addition/deletion of modifiers. Both these perspectives are valuable if we
consider how nominal elements contribute to a text: seen from above the clause, a NGrp
construes/realizes a gestalt entity (Medium, or Agent in a figure); whilst seen from below the
clause, the four basic elements regulate (activate/realize) the description, specificity, and
ascription of that entity in relation to context and co-text (Halliday & Matthiessen, 1999, p.183).
As Halliday and Matthiessen (1999) state:

it is in the category of the thing that the grammar captures to the greatest measure

the complexity of the elemental phenomena of human experience.' (p.193, original

emphasis)
One way to capture this complexity is to examine the choices our writers make with regards to

MODIFICATION—a logical (univariate) view of constituent structure in the NGrp—in combination

> The asterisk* denotes that an element can be repeated, while the parenthesis indicates optionality.
6 See Martin (1996) for a detailed discussion of structures and meanings.
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with the other nominal systems—an experiential, interpersonal, and textual (multivariate) view
of constituent structure in the NGrp. To further contextualise this view, the lexicogrammatical
systems pertaining to the English NGrp are shown in table 7.16 (cf. §5.6.2.5 to see how these

systems fit into the overall language system):

Ideational
Logical Experiential Interpersonal Textual
THING TYPE,
NUMERATION, PERSON
nominal group MODIFICATION CLASSIFICATION, ASSESSM EN'I'7 DETERMINATION
EPITHESIS &

QUALIFICATION

Table 7.16: Nominal systems in English as per IFG4 (p.87)
From this snapshot of English nominal systems we can locate the three systems as follows: THING
TYPE is experientially based QUALIFICATION, meanwhile, is portrayed in IFG4 as both experiential
and logical (via the broader system of MODIFICATION). The argument for this duality with regard
to Qualifiers within IFG4 seems to be based on the fact that most Qualifiers are typically
rankshifted units (such as prepositional phrases) that can be set up in a logicosemantic relation
with the Thing® (e.g., see IFG4, pp.313-314). Finally, DETERMINATION is a textually based system.
So what possible advantages may these nominal systems (DETERMINATION, THING TYPE, and

QUALIFICATION) afford the writer of academic text?

7.2.1 Thing Type

Firstly, being the semantic core of the NGrp, the Thing (selected through THING TYPE) is the

nucleus around which the rest of the participant structure orbits. Consider example 7.3:

T-unit Content

Although a manager and its workforce 88{Fe+a+ie~ﬂsh'ra}cp are different in many ways to a

41i . . .
parent-child relationship, {88}

Example 7.3: Fine-tuning a NGrp through THING TYPE (JD1)

Here we see that when 'relationship' is deleted in revision 88, another element (‘workforce')
moves from being a Classifier to being a Thing (a new head noun in a paratactic relation with

another head noun 'manager'). In the first instance, then, this revision changes the propositional

71FG3 and 4 also include 'nominal MOOD'. However, such a system is conspicuously absent from both books.
8 0n a brief aside, to account for Modifiers as per the view of the NGrp espoused above—i.e. making a
correlation between sequential positioning of functional elements and their corresponding paradigmatic
systems—we would need to group the systems of NUMERATION, CLASSIFICATION, EPITHESIS, QUALIFICATION,
and ASSESSMENT together, which appears to be what Halliday and Matthiessen (2013) denote via their use
of MODIFICIATION for the logical meanings espoused by these elements. If we were to do this, then their
importance in revision activity would appear to be more important than any of the other systems. However,
in keeping with the motif of systemic choice in this section, we will limit our discussion to the three
individual systems discussed so far (the role of MODIFICATION will be discussed in §7.3.2).
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content of the Subject from an abstract association between how two entities interact (the
relationship between a manager and its [sic] workforce) to two concrete entities (a manager and
its workforce). On the face of it, this deletion seems relatively straight forward to analyse: one
‘Thing' is replaced with another 'Thing'. However, the Thing is also that element which is typically
brought into focus (either Given or New) by taking prominence at the textual peaks of the clause.
In example 7.3 above, what is presented as Given (the relationship) is also altered by the change
in THING TYPE, so that the Given now becomes 'a manager and its workforce'. Here, then, we also

have a change in INFORMATION FOCUS.

Perhaps this becomes clearer if we consider another example:

T-unit Content

33i | An order or command is threatening to the hearer, J 74{'s negative face,}.,

Example 7.4: Fine tuning a clause's textual peak (New) through THING TYPE (JD1)

In example 7.4, revision 74 creates a new NGrp with 'face' as the Thing. In systemic terms, the
addition of "s' equals a change in DEIXIS of +[Specific (“possessive determiner): personal,
determinative: non-interactant: one only: conscious], whilst the addition of 'negative' equals a
change in MODIFICATION/CLASSIFICATION of +[Classifier (™adjective)]. However, the addition of this
new Thing ('face') also changes the New within the N-Rheme from 'the hearer, J' to 'J's negative

face'.

Furthermore, through changes in THING TYPE a writer can manipulate a referent to make it more
or less specific. Changes in the specification of a referent can aid the writer in building and
maintaining reference chains that may be more or less easily followed by a reader. In example

7.5, for instance, revision 67 increases the specificity of the NGrp serving as the New:

T-unit Content

21iii a listener would need to see the pictures for 67{the | | ir stories}, ., to make sense.

INSA

Example 7.5: Increasing specificity through DETERMINATION & THING TYPE (JD2)

Revision 67 deletes 'them', which is a change in REFERENCE of -[Personal reference (“~pronoun):
determinative, plural], and adds 'their', which is a change in DETERMINATION of +[Deictic
(“wpossessive determiner): specific: personal, determinative]) and 'stories', which is change in
THING TYPE of +[Thing (“noun: plural). On the surface, this appears to be a straight forward swop
from a pronoun to a possessive NGrp. However, the revision primarily contributes to a change in
textual meaning (specification via DETERMINATION in combination with a new Thing);
fundamentally, because 'them' and 'stories' refer to the same entity there is no change in

experiential meaning, but there is a change in how the writer projects the recoverability of the

9'its' was deleted in a later revision, leaving just 'a manager and workforce'.
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referent—the writer is saying the semantic core of this referent is now a generic entity that does
not need to be recovered—'stories' is simply a homophoric reference that can be identified with
respect to societal/cultural knowledge. What does need to be recovered, however, is whose story
it is—'"their' being an anaphoric referent that is recoverable from the Subject of the previous

clause.

Ultimately, these three examples illustrate how a simple revision involving a choice in THING TYPE

can contribute complex meanings in combination with shifts in other lexicogrammatical systems
7.2.2 Qualification

So what of QUALIFICATION? What does this system afford the writer in terms of revising academic
text? Firstly, although the Qualifier is said to be the element with the least potential for increasing
a Thing's specificity in contrast to pre-modifiers and Determiners (Halliday, 1998) , it arguably has
much greater potential for condensing and distilling information within the NGrp. As Halliday and
Matthiessen (2013) state:
‘With only rare exceptions, all Qualifiers are rankshifted. What this means is that
position following the Thing is reserved for those items that, in their own structure,
are of a rank higher than or at least equivalent to that of the nominal group.' (p.382,
emphasis in original)
Prepositional phrases are the most typical form of rankshifted (or embedded) Qualifiers
(Matthiessen, 1995, p.670). Due to their potential to contain many kinds of meaning, rankshifted
units functioning as Qualifiers can expand the Thing in terms of elaborating (reiterating relation),
enhancing (qualifying relation), extending (additive relation), or projecting upon it (Halliday &
Matthiessen, 2013, p.666). Consider, example 7.6, which shows an enhancing Qualifier being

added through revision:

T-unit Content

7ii and participants were aware of their right to withdraw S{from my study.}p

Example 7.6: Enhancing a Thing through QUALIFICATION (JD1)

In this example, revision 59 from JD2 adds 'from my study'. This phrase qualifies the Thing
'‘withdraw', which is also part of a Qualifier. Revision 59, though, also adds further information in
relation to the question 'where?" i.e. it provides the answer 'from my study'. In terms of systemic
choice, it equals +[Qualifier (“prepositional phrase): circumstance: enhancing: location:
(abstract) place].

Conversely, consider example 7.7:

T-unit Content

12 Bernstein also claims that the social class *{we are brought up in},, has the biggest
i

influence on socialization

Example 7.7: Elaborating a Thing through QUALIFICATION (JD2)
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In this example, revision 59 adds an embedded (down-ranked) defining clause 'we are brought
up in'*?. This qualifies 'the social class' by adding further information in relation to the question
'what as?' It provides the answer 'in the role/shape/guise of being brought up in a specific class'.
In terms of systemic choice, it equals +[Qualifier (emb. defining relative clause): elaboration:

apposition: expository]*.

Finally, example 7.8 shows an extending Qualifier being added through revision:

T-unit Content

Just as French words permeated the language, so did words from other languages “lin |

41
with}, whic{45}h the people of England had contact with.

Example 7.8: Extending a Thing through QUALIFICATION (BB)

Here we have a revision that performs more than one function. However, for our immediate
purposes we will focus only on the contribution of 'with'. By inserting this preposition, BB creates
a prepositional phrase that qualifies the Thing 'languages' by adding further information in
relation to the question 'what with?' In terms of systemic choice, the revision equals +[Qualifier

(wprepositional phrase): extending: accompaniment: comitative].

Qualifiers can also be used to fine-tune a referent's identity. They do this by affording the writer
a scale of gradation along which to move in terms of taxonomizing and/or describing (Fontaine,
2012, p.57). For example, revision 41 below adds the prepositional phrase 'within these
communities' as a Qualifier to 'literacy event'. In systemic terms this equals +[Qualifier

(wprepositional phrase): circumstance: enhancing: location: place].

T-unit Content

Heath looked at literacy events 41{vvithin these communities;}lNS, 'occasions in which written
3 language is integral to the nature of participants' interactions and their imperative process
and interpretive processes and strategies'

Example 7.9: Expanding upon a referent's identity through QUALIFICATION (JD2)

In the above example, 'literacy events' functions as the Phenomenon in a process of 'looking’,
whereby the preceding NGrp (‘Heath') functions as the Senser. In referential terms, adding the
Qualifier 'within these communities' increases the specificity of the Phenomenon—ID is
effectively telling the reader that this Phenomenon is identifiable in relation to the communities
| have already mentioned. We know, in her mind at least, that she is referring to communities she
has already mentioned because she chooses to use the deictic 'these' before 'communities’,
which represents a choice in DETERMINATION of +[Deictic (“wdeterminer): specific: demonstrative,

determinative: selective: plural, near]. The key selection here is 'near', which means in the close

10 The omission of the structural marker 'that/which' appeared to be a consistent 'error/style' for JD.
11 Cf. Halliday & Matthiessen (2013, p.670) for equivalency relations at other ranks.
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co-textual vicinity'?. This one example, then, shows how QUALIFICATION can fine-tune a referent's
identity by incorporating within it a choice in DETERMINATION. DETERMINATION was the third
nominal system we earmarked for discussion, so we shall now move on to a brief discussion of its

potential benefit to a writer.
7.2.3 Determination

Within SFL, DETERMINATION 2 is the system of options for the deictic element: 'The Deictic
element indicates whether or not some specific subset of the Thing is intended' (Halliday &
Matthiessen, 2013, p.365). DETERMINATION makes a primary distinction between whether a Thing
is labelled as specific in relation to the here and now of the speaker/writer, or non-specific. l.e. It
is the opposition between 'l am talking about a particular subset of the Thing that is identifiable
from the context/co-text, e.g., 'this table', 'that apple’, 'your pen', versus 'l am talking about some
Thing, which may or may not be identifiable from the local context/co-text', e.g. 'a table', 'an
apple'. In other words, DETERMINATION is a textual system within the NGrp that has close ties to
REFERENCE through its potential to set up co-textual (endophora) or contextual
(homophora/exophora) links (the system network for DETERMINATION is shown in figure 7.15, on

the next page).

From the dataset (cf. DETERMINATION work sheets, Appendix CD), we see that the majority of
revisions involved the non-selective deictics 'the' and 'a(n)'. For example, in JD1, 31 out of 50
(62%) revisions involving DETERMINATION concerned 'the' (n=17) or 'a(n)' (n=12). Similarly, in JD2,
24 of 37 (65%) revisions involved 'the' (n=17) and 'a(n)' (n=7), and in JD3, 30 of 45 (67%) revisions
involved 'the' (n=15) and 'a(n)' (n=15). In BB, meanwhile, 17 of 21 revisions involving

DETERMINATION (81%) concerned 'the'.

The Determiners 'the' and 'a(n)' are grammatical items (closed-class words) that represent a basic
dichotomy between specific/non-specific (definite/indefinite). They are, in essence, the structural
items with the most and least specifying potential. For example, if a Participant/Thing is made
specific (e.g. 'the government') it is 'being held in a location within a referential space' (Halliday
& Matthiessen, 1999, p.133). This means that 'the government' is being marked as a recoverable
entity (a specific government that is identifiable) via one of three sources: (1) shared knowledge
between writer-reader (homophora: context of culture); (2) information contained elsewhere in
a text (endophora: co-textual); or (3) perceptible sources outside a text (exophora: context of

situation) (Halliday & Hasan, 1976).

2 This is a written text that is disconnected from a physical locale so it must refer to co-text.
13 DETERMINATION is the grammatical correlate of Martin's (1992) semantic system of IDENTIFICATION.

156



Jew, o098 K, | @S0y}, 90018 K, |-
SlIp, D091 K, | 252y}, 200018 N f------
SIY, 90080 K
ajew
SNORSU0D
Asy, 0 = .
a[eway
1, 1900000 &
SNOIJSU0J-uou

(99€°d ‘vD4]) NOILYNINYILIA JO Wa3SAS :GT°/ 24nSi4

Iayeads —

[enJed
pajoisaiun
[e101
(Jow |jy nok)
e e} — SS0UM, 2IDRA R | YAIum, 0d18q K, — eAneFoualul —
euosiad SABIISUOLLD)
e 12y <| > <aAnensuowap:
............... eind — ( ok 8u )
- e
g T _ o
21, 0R( K — (Rnwpxoud)
ARYY, R( aAnJa[es-uou — ahnensuowsp —
a0 UBY) aI0W —
e JUBJIRBIUI-IOU —
o auo (uoissassod)
Aok, IR K -« — |euosied —
sassalppe — NOSH3d —\\\\
Ane, RRQ K
snjd-;eyeads —<——— JuElIRIRII —
A, QK

SIX3d
40 GOOW

SIX13a
03

Jypads-uou —

Jyaads —

dnoisg
e |eulwou

S

157



This basic distinction between labelling a referent as recoverable or not has obvious implications
for a text's cohesiveness, particularly when elements are being added/removed through revision:
if an entity is made specific via DETERMINATION alone it must be recoverable for the reader to
make sense of it. This means that many of the NGrps using specific deictics, such as 'the’, 'his’,
etc., need to be introduced earlier in the text—they are presumed referents in the eyes of the
reader (cf. Martin, 1992, p.140). Whereas NGrps using non-specific deictics, such as 'a(n)', 'some’,
etc., are those that are doing the introducing (the presented referent). The identity of a referent
being further specified by other elements within the NGrp (e.g. QUALIFICATION as discussed

above).

In short texts with many different participants, then, we would expect to see more non-specific
deictics than specific deictics; the assumption being that if reference chains are needed, they will
be short. Consequently, perhaps this is why we see a decrease in the use of specific Determiners
(e.g. 'the', 'my', 'his') and an increase in non-specific determiners (e.g. 'a(n)', 'some') through
revision activity in all the datasets; i.e. this patterning is primarily a reflection of new participants

being introduced as new content is added. As a case in point, consider example 7.10:

T-unit Content

Bernstein claimed that while the middle-class were likely to have access to both codes, 19{some

19 sections of}, the working-class were {19} likely to have access only to the restricted code.

Example 7.10: Decreasing specificity through DETERMINATION (JD2)

In this example, revision 19 adds 'some', which is a choice in DETERMINATION of +[Deictic
(determiner): non-specific: partial: selective] and 'sections of', which is a choice in
MODIFICATION/NUMERATION of +[Extended Numerative (“noun...'of'): measure: portion] (IFG4,
p.395). The Determiner 'some' decreases the specificity of the NGrp 'the working-class'

(Participant/Possessor) by referring to an indeterminate number of 'sections'.

Example 7.11 is an even clearer illustration of how a Determiner can decrease a Participant's

specificity:

T-unit Content
33i | "*{Fhe | A}

nsa COMmand is threatening to the hearer, J.

Example 7.11: Decreasing specificity through DETERMINATION (JD1)

In this example, revision 73 substitutes the definite article 'The' for the indefinite article 'A’,
creating a non-specific entity 'A command'. Initially, this revision appears to be slightly strange,
because 'command' has already been introduced as a non-specific entity in T-unit 32ii ('N makes
a command'). However, if we skip ahead to revision 75, which occurs later on in the same T-unit,
and is shown in example 7.12 below, JD seems to have noticed this peculiarity and subsequently
introduces a new referent 'An order', which she sets up in a paratactic extending relation with

the original Subject/Carrier via the conjunction 'or'.
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T-unit Content

33i | A”n order or}s, command is threatening to the hearer, J74{'s negative face {75}},

Example 7.12: Introducing a referent through DETERMINATION (JD1)

Ultimately, these three brief examples show how DETERMINATION can be used to fine-tune text
in terms of locating Participants/Things in a referential space. Writers can do this by marking
structures as either recoverable or non-recoverable from one of the three sources discussed
above ((1) context of culture (homophora); (2) co-text (endophora); or (3) context of situation

(exophora) (Halliday & Hasan, 1976).

In the majority of cases, though, we see that each writer's main concern when revising NGrps for
textual meaning was making a distinction between recoverable (presuming) and non-recoverable
(presenting) via choices in the non-selective deictics 'the' and 'a(n)'. However, as hinted at in
§7.2.2, when we discussed Qualifiers, and as we shall see in §7.3.1, these writers also used other
nominal modifiers to indirectly fine-tune textual meanings by creating generic referents. These
generic referents do not rely on DETERMINATION because they are technically bereft of a need for
being held in a referential space—they are inherently presuming because they are shifted into

the realm of homophora.
7.2.4 Interdependency relations

The next system(s) we will consider are TAXIS and LOGICO-SEMANTIC TYPE. These are collectively
referred to in IFG4 as 'INTERDEPENDENCY' (Halliday & Matthiessen, 2013, pp.669-672). However,
for ease of comprehension, | will use the two individual system names here. These two basic
systems (in combination with RECURSION) determine how one unit is related to another when set

in a complex (i.e. clause, phrase, or group nexus).

The systems of TAXIS (degree of interdependency) and LOGICO-SEMANTIC TYPE (expanding and
projecting relations) intersect, so that whenever two elements are set in a complex there will be
a relation between them that is a combination of both TAXIS and LOGICO-SEMANTIC TYPE. For

example, consider the system network for clause complexing:

14 This system can be transposed at other ranks and still hold true, only the entry condition will change.
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Figure 7.16: The systems of clause complexing (IFG4, p.438)

In this network, TAXIS concerns a basic distinction between whether two or more units in a
sequence are of equal status (parataxis) or not (hypotaxis). This is essentially the difference
between whether one unit is initiating (1) and the other unit(s) are secondary/continuing (2, 3,
etc.), or one unit is primary/dominant (a) and the other unit(s) are secondary/dependent (B).
However, as shown above, a choice in TAXIS also requires a choice in LOGICO-SEMANTIC TYPE (and

RECURSION). Consider example 7.13:

T-unit Content

30i 1 However, she does the opposite.

and seems to almost 'side' with J, trying to defend her by pointing out that N's accent

30i [+2 a ,
wasn't a very good one

41 . .
xB | {as it was unrecognisable} s,

Example 7.13: Choice in TAXIS and LOGICO-SEMANTIC TYPE (JD1)

In this example, revision 41 adds a dependent clause headed by the conjunction 'as’ (i.e. because).
This represents a choice in TAXIS of hypotaxis (B) and a choice in LOGICO-SEMANTIC TYPE of

enhancing (x)—an interdependency relation of causal-conditional: cause: reason (IFG4, p.672).

In most cases, tactic relations occur at the clausal level, where the grammar has evolved the
ability to realize a 'clause nexus' (or T-unit®) as a means 'to assign different statuses to figures!®
within a sequence' (IFG4, p.441). This ability to assign different statuses and relations between
figures is a powerful tool by which a writer can guide the rhetorical development of a text.
Consequently, it is perhaps unsurprising that the majority of revisions involving TAXIS&LOGICO-

SEMANTIC TYPE involve clause complexing. However, because choices in TAXIS&LOGICOSEMANTIC

15 Cf. Chapter 5, Section 5.6.1.1, for an explanation of the T-unit.
16 'figures are configurations consisting of elements—a process, participants and circumstances' (Halliday
& Matthiessen, 1999, p.11)
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TYPE can also be realized at phrase and group nexus levels, the following discussion also takes

these into account.

As a quick reminder, the overall frequencies (and percentages) of revisions involving TAXIS for
each text were: JD1=55 (12.25%), JD2=48 (11.06%), JD3=43 (10.83%), BB=20 (14.7%). However,
as highlighted above, a choice in TAXIS also necessitates a choice in LOGICO-SEMANTIC TYPE.
Choices in LOGICO-SEMANTIC TYPE, though, are not solely connected to TAXIS because LOGICO-
SEMANTIC TYPE is technically not a lexicogrammatical system—it is a pervasive semantic system
also manifested in simplexes (as we have already seen in relation to
MODIFICATION&QUALIFICATION). Consequently, when we refer to LOGICO-SEMANTIC TYPE here, we
are confining ourselves to relations present in complexes only; i.e. those where a choice in TAXIS

is also being made!’.

Because two systemic choices are being made when realizing an interdependency relation
(TAXIS/LOGICO-SEMANTIC TYPE), we can represent the intersection of these choices by means of a

matrix, as per table 7.17:

JD1 JD2 JD3 BB
=]+ | x | Total =]+ | x | Total = |+ | x | Total = 1|+ | x | Total
hypotaxis | 7 | 0 |17 | 24 6|2 [12] 20 101 0 | 10| 20 11014 5
parataxis | 1 |29 | 1 31 11260 | 27 11221 0| 23 0|14 2| 16
Total 8 29|18 | 55 7128 (12| 47 1112210 43 111416 | 21

Table 7.17: Summary of choices in interdependency relations for complexes
Key: elaborating (=), extending (+), enhancing (x)

Table 7.17 shows that hypotactic enhancing relations and paratactic extending relations are the
most common types of interdependency relations involved in revision activity in each dataset®®.
However, this table is slightly misleading, because if we look at the unfolding of
TAXIS&LOGICOSEMANTIC TYPE we see that revisions do not really contribute that much in terms of
the overall level of such relations. Figure 7.17 below, for example, displays JD1's choices in these

systems over the course of revision activity:

7 The patterning of logico-semantic types as a whole in each text will be covered in Chapter 8 (Section 8.4),
where we will take into account other systems in addition to TAXIS—systems that have the potential to set
up logico-semantic relations across elements within simplexes (e.g. MODIFICATION, EVENT TYPE, etc.).
18 Hypotactic enhancement is when the dependent unit (8) embellishes upon the dominant unit (a) in terms
of some circumstantial feature of place, time, manner, cause, or condition. Paratactic extension is when
the continuing unit (2) expands upon the initiating unit (1) in terms of addition (positive, negative,
adversative) or variation (replacive, subtractive, alternative).
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Figure 7.17: Unfolding interdependency choices in revision activity (JD1)

Figure 7.17 shows that there were 55 revisions involving interdependency relations
(TAXIS&LOGICO-SEMANTIC TYPE), and these are plotted sequentially along the X-axis. The Y-axis
displays a relative frequency count, which shows how each revision either contributed to (added)
or subtracted from (deleted) the number of interdependency relations in the text. For example,
if a revision added a hypotactic (TAXIS) relation of enhancement (LOGICO-SEMANTIC TYPE), as per
example 7.13 above, a count of +1 would be added to the line representing this combination of
choices. However, as we can see from figure 7.17, despite there being 55 interdependency
revisions in JD1, the overall contribution from such revisions remained relatively low. The only
two interdependency relations that show movement beyond +5 are hypotactic enhancement (xf)
and paratactic extension (1+2). If we look at the interdependency graph for JD2 we see a

somewhat similar situation:
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Figure 7.18: Unfolding interdependency choices in revision activity (JD2)
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Figure 7.18 also shows that the only real change in interdependency relations via revision activity
occurred in hypotactic enhancement (xB) and paratactic extension (1+2). Only this time, both
relations remain in negative numbers. A similar pattern emerges for JD3 and BB, where we see
little movement in terms of the overall number of interdependency relations contributed via
revision activity, and even then it is only hypotactic enhancement and paratactic extension that
show any kind of movement away from the baseline (cf. Appendix 14: The unfolding of
interdependency relations). Therefore, although the proportion of revisions involving
interdependency relations (TAXIS&LOGICO-SEMANTIC TYPE) is relatively high, their contribution to

the number of such relations in each text is relatively low.

7.2.5 Event Type

The system of EVENT TYPE concerns experiential choice in the VGrp in terms of selecting the
Process. The Process represents a happening or being, and it is the only VGrp element realized
via a lexical choice (IFG4, p.410). Accordingly, EVENT TYPE is said to be the verbal analogue of
THING TYPE. Furthermore, choices in EVENT TYPE are said to be closely linked to choices in 'the
clausal system of PROCESS TYPEY, which is concerned with distinctions among processes relating
to configurations of process plus participants' (IFG4, p.411). Consequently, the only way to decide
if a revision involves EVENT TYPE as opposed to PROCESS TYPE (i.e. a selection in TRANSITIVITY) is to
look directly at the rank level constituent(s) being altered. l.e. a revision was classed as EVENT
TYPE if it did not involve a process and its associated participants. The number of revisions

involving EVENT TYPE in the dataset was n=119.

Summary

In this section we sought to answer RQ 2(b): Are these features (i.e. those discussed in §7.1)
comparable between/within different writers/texts? In attempt to answer this question we
explored the commonalities between writers and their datasets in terms of the top five
lexicogrammatical systems affected by revision activity. These were: THING TYPE (n=146),
QUALIFICATION (n=111), DETERMINATION (n=153), TAXIS: clause nexus (n=123), and EVENT TYPE

(n=119).

In terms of revisions involving THING TYPE, QUALIFICATION, and DETERMINATION, we saw how both
writers utilised the grammar's ability to construe experience in increasingly complex ways,
allowing them to pack more information into NGrps, add judgements and gradations to elements

that typically occupy the textual peaks of a clause, and increase/decrease specificity to fine-tune

1 There seems to some confusion as to the terminology used in IFG4 as PROCESS TYPE is used
interchangeably with TRANSITIVITY. | use TRANSITIVITY in my coding scheme as per IFG4, p.87.
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cohesion. Furthermore, we saw how the potential of nominal revisions accorded with Halliday's
view that the textual potential of modifiers are somewhat analogous to the relationship between
Theme+Given —Rheme+New, where movement from the Deictic to the Qualifier typically
decreases specificity whilst increasing the quality (informational content) of the Thing. In more
technical terms, we could say that these writers exhibited a clustering of systemic choices in
revision activity that drew on the NGrp's potential as both a sequential structure and an orbital
(mono-nuclear) structure, and, in so doing, modified their texts in a number of complex, yet

subtle ways.

In terms of TAXIS&LOGICO-SEMANTIC TYPE, we saw that the actual contribution of these systems?°
was relatively low. However, as we will see in Chapter 8, §8.4, these types of relations are also
pervasive in simplexes, and it is here, in combination with their realizations in complexes, that we

get a clearer picture of their contribution to the evolution of each text.

In terms of revisions involving EVENT TYPE, as will be argued later on, in much the same way as
THING TYPE has an increased pool of potential meanings to draw from—both systems involve
choices in the two largest groups of open-class words (verbs, and nouns), the increased frequency
of revision activity involving this system may be in part due to its greater potential to provide
subtle gradations in choice. Moreover, as | shall also argue later on, choices in EVENT TYPE are
closely tied to choices in TRANSITIVITY (a clausal level system), because a change in EVENT TYPE
(Process) can also reconstrue the relationship between the entities/qualities that fall either side
of the Process. This makes exploring the nature of revisions involving EVENT TYPE quite complex,
and beyond the limits of the current thesis. Therefore, this area is perhaps best left for future
research, when the focus is not so broad, and these choices can be examined in terms of both
lexicogrammar (Process type) and semantics (logicosemantic relation it provides at the clausal

level).

In the next section we will compare the systemic choices outlined above with findings from
existing studies on 'model' academic texts (cf. Chapters 3 and 4). In order for a fair comparison to
be made it would be necessary to analyse each of the four finished texts produced by JD and BB.
However, these kinds of comparative studies have already been done. Therefore, and because
this thesis focuses on process rather than product, we will look at if the features found in these
writers' revisions bare any resemblance to the typical features found in academic texts as covered

in Chapter 3.

20| e. adding/removing rhetorical relations between complexes.
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7.3  'Appropriateness' of language choices in revision activity

As introduced in Chapter 3, §3.3, and further highlighted in §7.2 above, academic writing is often
said to be nominal in nature. This essentially means that academic texts tend to construe reality
as static and comprised of 'things' (both concrete and abstract) that can be quantified, measured,
judged, and ultimately organized into taxonomies or relationships. A key mechanism for assigning
these measures, properties, judgements, or interconnections was said to be the grammar's ability
to modify a Thing by linking two or more elements in a syntagmatic relationship (cf. §7.2).
Therefore, as a first port of call we will examine how revisions contributed to NGrp complexity,

both in terms of the number of elements they added and by the kinds of elements they added.

In §7.3.1, we will look at NGrp complexity in terms of the number of, and types of elements that
were added via revision. We have already touched upon this above, in relation to QUALIFICATION
(§7.2.2) and DETERMINATION (§7.2.3). However, in this instance we will look at all the nominally
based systems with the potential to modify the Thing, including experiential (e.g. EPITHESIS) and
interpersonal (e.g. ASSESSMENT) systems?!. In §7.3.2 we will move on to look at the kinds of
constituents contained within these revisions. For example, many scholars argue that
grammatical metaphor (cf. §3.4) is a key enabler of academic writing and, therefore, our first port

of call will be to see to what extent metaphorisation is present in revision activity.
7.3.1 Nominal group complexity

As touched upon in §7.2.2, NGrp complexity can be augmented quite substantially via
QUALIFICATON. Specifically, a Qualifier (typically a prepositional phrase) can be used elaborate,
extend, enhance, or project upon a Thing in many different ways; i.e. they also provide a choice
in LOGICO-SEMANTIC TYPE. However, there are other elements that can contribute meaning to the
NGrp, such as Numeratives, Epithets, Classifiers, and assessment modals, which also have the
potential to provide a logicosemantic relation. In this section, then, we will examine how revisions
to these functional elements served to increase/decrease the complexity of NGrps, with the
assumption being that academic writing is likely to contain complex NGrps (structurally speaking),

as per previous research findings.

Table 7.18 displays the relative frequencies (additions and deletions) of the nominal systems

affected by revision activity in each dataset:

21 In IFG4, these choices are grouped together under the name MODIFICATION, when in essence they are
contributing to LOGICO-SEMANTIC TYPE. l.e. there appears to be little need for the inclusion of an additional
system that cuts across experiential, interpersonal, and textual modifiers at the group level.
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JD1 JD2 JD3 BB

System| + - | Count + - | Count + - | Count + - | Count
DETERMINATION | 21 | 29 -8 15 | 22 -7 22 | 23 -1 8 13 -5
NUMERATION | 9 1 8 7 8 -1 8 3 5 1 0 1
EPITHESIS| 5 6 -1 10 | 8 2 8 2 4 3 1
CLASSIFICATION | 4 5 -1 9 0 9 8 3 5 4 2 2
QUALIFICATION | 15 | 11 4 17 | 19 -2 20 | 11 9 7 6 1
ASSESSMENT| 3 3 0 6 2 4 3 1 2 0 0 0
Total| 57 | 55 2 64 | 59 5 70 | 47 23 24 | 24 0

Table 7.18: Revisions contributing to NGrp complexity in each dataset

Although the overall figures for nominal revisions in JD's datasets were quite similar (JD1=112,
JD2=123, and JD3=117), table 7.18 shows that the relative contribution of these revisions to NGrp
complexity was quite low. Specifically, these nominal revisions added very few new constituents
to each text's overall count. For example, in JD2, nominal revisions amounted to 57 additions and

55 deletions, resulting in just 2 nominal elements being added to the final text.

Furthermore, in terms of contributions from individual nominal systems, we see a great deal of
intra- and inter-text variation. For example, in JD2, choices in QUALIFICATION amounted to 17
additions and 19 deletions, resulting in the final number of Qualifiers in the text being reduced
by 2. Yet in JD3 (a text by the same writer) there were 20 additions and 9 deletions involving
QUALIFICATION, resulting in an additional 11 Qualifiers being added. However, if we look at the
contents of these revisions we see clear evidence of the level of complexity that is said to be

typical of academic text.

The examples below are taken from each of the datasets??. In each instance we see how the
writer has made a choice to qualify the Thing with either a complex prepositional phrase or a

downranked unit (cf. Appendix 15: List of revisions involving Qualifiers).

T-unit Content

but socialization and the environment *{[*that] a child is brought up in}, is also vitally
important in shaping the child's mind.

5ii

Example 7.14: +[Qualifier ( Yemb: DEF. REL. CLAUSE): elaboration: apposition: expository] (JD2)

T-unit Content
and noted that as a young child begins to walk and talk, typically, an older sibling "{of the

3ii child}., will begin to take more responsibility for the infant.
Example 7.15: +[Qualifier ( Mprep. phrase): circumstance: projecting: matter] (JD2)
T-unit Content
1 The image of a woman straddling a man has been modified to give the man extra ten hands
99{to touch her with} .., implying that his previous sexual partners are present in some way.

Example 7.16: +[Qualifier ( Mprep. phrase): circumstance: enhancing: cause: purpose] (JD3)

22 The last example is slightly more complex in that 'from my study' qualifies the Thing 'withdraw', which is
part of a prepositional phrase 'to withdraw' that functions as a Qualifier to the Thing ('right'), which is itself
part of another Qualifier, post-modifying the Epithet (Head) 'aware'.
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T-unit Content

| will also discuss how, through persuasive communication and the notion of gaze, women
. 231 . . . .
3 | can, and have been, sexualized “"{and shown in a submissive manner}, 4, in order to convey

warning messages about sexually transmitted diseases and the HIV AIDS virus.

Example 7.17: +[Qualifier ( Mprep. phrase): circumstance: enhancing: manner: quality] (JD3)

T-unit Content

2ii and wasa history of Britain 1{starting from 1AD and dating up to the year 1154AD .},

Example 7.18: +[Qualifier: ( Yemb: DEF. REL. CLAUSE): enhancing: spatio-temporal: time] (BB)

T-unit Content

7ii | and were aware of their right to withdraw **{from my study}.

Example 7.19: + [Qualifier ( Mprep. phrase): circumstance: enhancing: location: place] (JD1)

Matthiessen (1995, p.670) states that the origin of such contextualising Qualifiers tends to be
endophoric (originating within the text), but in most cases revisions added or removed Qualifiers
that were exophoric (originating outside the text). Consequently, as | will also argue later on,
many qualifying revisions seemingly add a layer of redundancy (extra information) that create
'overspecified' referents, or referents that include generic identifying information and/or
information not relevant to their recoverability. l.e. within each dataset we see overspecified
referents being created that, whilst seemingly redundant in terms of creating/maintaining

cohesion, still appear to increase comprehension during reading?>.

Ultimately, the above examples illustrate how many nominally based revisions contributed to the
creation and modification of complex NGrps. This finding correlates with existing literature on
academic writing which frequently states that complex NGrps are prevalent in academic texts
(Biber, 2006; Biber, Gray, & Poonpon, 2011; Parkinson & Musgrave, 2014). However, many of
these complex NGrps appear to be over-specified in terms of informational content, particularly
those involving exophora (entities originating outside the text). These referents served to
explicitly link each text to the context of situation and, therefore, in terms of 'texture' (i.e.
cohesion) they typically contributed to the creation of text, rather than the integration of text

(Halliday & Hasan, 1976, p.37).

7.3.2 Metaphorisation and rank shift

In the previous section we discussed participants, which are constitutive of Things and their
accompanying qualities, in terms of NGrp structures. In this section, however, we will consider
how participants can be represented in terms of the meaning-making resources of the grammar,

specifically nominalisation and grammatical metaphor (Martin, 1992, p.138).

23 This observation, incidentally, correlates with research into the cognitive benefits of maximal
identification (Arts, Maes, Noordman, & Jansen, 2011).
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As discussed in §3.4, grammatical metaphor (or GM) is frequently cited as a key enabler of
academic discourse. In very basic terms, GM takes meanings at one level/constituent, such as
figures inherentin clauses, events inherent in verbs, etc., and reconstrues/condenses/distils them
into meanings at other levels/constituents. For example, a possessive relational clause 'john has
an expensive piano' can be reconstrued as the NGrp 'John's expensive piano'. Such reconstruals
give rise to the term 'incongruency' in SFL, and one key result of this incongruency is that dynamic
processes that unfold over time (e.g. inflating) come to be represented as static entities (e.g.
inflation). In the process, this reconstrual affords them the same potential to be modified as per
the element they are being reconstrued as. This process is most evident in choices in THING TYPE
(cf. §7.2.1). Fundamentally, it is within the Thing element that we find the archetypical form of
GM: nominalization. A few examples should highlight this (the frequencies with which this

occurred in revision activity shall be considered in table 7.18 on the next page):

T-unit Content

Brown and Levinson have *{eentributed | had a major contribution}, to this area of

4i
research{3}

Example 7.20: Revision involving 6 choices, one of which = +[Thing ( M\nominalization)] (JD1)

Revision 3 above is a Participant-based revision centred on semantics rather than reference. |.e.
it takes a figure (X contributed Y) and reconstrues part of it as an experiential configuration of
nominal elements. This reconstrual turns a Process (contribute) into a Thing ('contribution'),
which can then be assigned a quality of being 'major' (+[Epithet (“adjective)]). This new
Participant is then further elaborated via the existing prepositional phrase 'to this area of
research' (a Qualifier). This revision, however, also foregrounds 'contribution' as the most
newsworthy item in the clause, and thus transforms what was a simple statement of fact, which

showed little of the writer's own voice, into a proposition that carries far more semantic weight.

In the following example, revision 35 replaces a simple referent ('this') with a complex NGrp

containing two nominalizations: 'invasion' and 'transition":

T-unit Content

Although Slthis-is | the Norman invasion and consequent transition into Modern English}., is a

35i
specific example of where the Chronicle can illustrate changes in English,

Example 7.21: Revision involving 8 choices, two of which = +[Thing ( Y\nominalization)] (BB)

In this example, the two nominalizations are further modified by various elements (Deictic,
Classifier, Epithet, and Qualifier) and joined in a paratactic relation of extension (addition:
positive) to create a complex NGrp (Subject/Identified/Given) in an intensive identifying clause.
The congruent realization of this NGrp complex would be something along the lines of: 'The

Normans invaded England, and then the language of England became Modern English. This
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example, then, shows how GM can be used in a participant structure to condense and distill a

great deal of information.

The final example involves 12 systemic choices; however, we will only consider those that involve

the change from 'a child's background' to 'a child's early language socialization:

T-unit Content

The studies looked at here support the claim that a child's 221{9%@%%6%&%}%%#%@
79 | pavedthe-way-forhis-erherfuture | early language socialisation can affect a child's success

at school} .

Example 7.22: Revision involving 12 choices, one of which = +[Thing ( Mnominalization)] (JD2)

Revision 221 deletes the original Thing 'background' and replaces it with 'early language
socialisation' (Epithet*Classifier*Thing)—the new Thing being the nominalization 'socialisation'.
As we can see, this new NGrp contains far more information than the previous one; i.e. it is more
informationally specific®*. Consequently, as we saw in the previous section, we have another

instance of informational specificity being increased through revision activity.

In terms of the frequency of occurrence of GMs in revision activity, table 7.19 shows the number

of revisions that involved both THING TYPE and GM within each dataset:

JD1 JD2 JD3 BB

No. of T-units in text 77 80 79 56
THING TYPE revisions 42 37 56 11
GM revisions 22 9 19 4

Table 7.19: Number of revisions involving GM in each dataset

Table 7.19 gives us the overall frequencies of revisions that involved GM in each dataset; these
counts include changes in THING TYPE and insertions of THING TYPE. Table 7.18 indicates that
regardless of whether GM is being added or removed, each writer has the potential to use it.
Furthermore, although these are relatively low frequencies, it should be remembered that these
are quite short texts, and the number of items that have the potential to become the Thing are

thus quite low?®.

It is often said that through GM a writer gains the ability to expand their potential texturing
resources by turning specific entities into non-specific, generic ones, which are subsequently
easier to (re)introduce into the discourse when the need arises (cf. §3.4). However, the number
of revisions involving GM in JD2 and BB highlight that it is not an all or nothing affair as some
scholars argue (e.g. Martin, 2013). In fact, it may well be that the use of GM in academic
discourse, whilst clearly discipline specific to some extent (Martin, 2007), may also be specific to

text-type/content.

% 'background' could relate to anything, whereas 'early language socialization' is very specific
% |f we hypothesize that each T-unit will have two major participants, we can see that the proportion of
THING TYPE revisions would be relatively high, as would the proportion of GMs in JD1 and JD3.
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Summary

In this chapter we focused on 'the development of what students write'. In §7.1, we explored the
key linguistic features (or systemic choices) realized in each dataset's revision activity, and saw
that five systems were frequently involved in revision activity, regardless of the writer or the text.
In §7.2, we explored these five systems by considering what kinds of contributions they made to
the unfolding of meaning(s) within a text. In the final section (§7.3) we considered if the linguistic
features realized via choices in these five systems were found in the texts examined by research
into academic writing in general, and concluded that many of these revisions fine-tuned NGrp
complexity in terms of both the structural elements present and the semantic density of NGrps,

which accorded with the findings of research into academic writing (cf. Chapters 3 and 4).

In the next chapter we will move away from synoptic descriptions, and explore revision activity in
terms of dynamic description (unfolding choice). In this penultimate chapter we will once again
look at revisions in terms of function and rank, only this time we will explore them in terms of the
logogenetic timeframe (cf. Chapter 3); i.e. we will look at revision activity in terms of how it
unfolded in time, examining the contribution of each revision to the unfolding of metafunctional
meaning and the number of rank level constituents found in each text. As an exploratory
endeavour, and as a forefront to the final chapter, we will then move away from
lexicogrammatical choice (the primary focus of the thesis so far) and move into the realm of
semantics. More specifically, we will look at ideational semantics in an effort to explore how a

change in (analytical) perspective can give similar yet differing views on the same phenomenon.
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Chapter 8 Product-process relationships
Introduction

Chapter 5 introduced us to SFL and its social-semiotic theory of language. In this very brief
overview we saw how language can be organized metafunctionally to construe reality
(experiential function), link realities together (logical function), enact personal and social
relationships (interpersonal function), and map these meanings onto one another and onto the
context in which language is being used (textual function). We also saw how language can be
explored in terms of stratification (layers of language) and units of analysis (rank scale). We
subsequently used these theoretical underpinnings in Chapter 7, where we explored revision
activity in terms of language functions, ranks, and systemic choices (a mostly synoptic affair). The
underlying motif for this chapter is '‘product-process relationships'. Consequently, it is here that
we will explore if a possible relationship can be discerned between a product and its process of
creation in light of RQ 3: Is there a relationship between how a person writes and the perceived
quality of their text(s)? This effectively means we will be moving between synoptic (product) and

dynamic (process) descriptions.

We have already seen in Chapter 6 that how a person writes does not necessarily equate to the
quality of a finished product; JD and BB went about essay writing in fundamentally different ways,
yet they both received high grades. Consequently, in this chapter, | will be arguing for a change
in perspective by suggesting that it may be better to examine product-process relationships in
terms of semogenesis. More specifically, if we can examine how language choices representing
societal expectations (Chapters 3 and 4) unfold in the logogenetic time frame? (a decidedly
dynamic affair), we may be in a better position to understand what it is that 'good' writers 'create’.
In simpler terms, by exploring revisions in terms of logogenesis (the instantiation of the language
system in text), we can examine not how writers create text, but how writers create meaning
(semogenesis). Consequently, whilst this chapter is included in pursuit of answering a RQ, it is
also used as a prologue to the final chapter, and its notes on further research into product-

process relationships.

The chapter begins with §8.1, which explores the logogenesis (unfolding) of revision functions.
This first section examines how revisions unfolded in terms of the four functional strands of
language that we were introduced to in previous chapters. This section illustrates how
experiential and interpersonal revisions are more likely to increase/decrease the number of

meanings/features in a text, whilst textual and logical revisions are less likely to increase the

L cf. Chapter 3, §3.1, figure 3.1.
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overall number of features/meanings in a text.

The second section (§8.2) explores unfolding rank choice, and looks at how revisions contributed
to, or subtracted from, the frequency of lexicogrammatical constituents within each text in terms
of nominal groups (NGrps), clause complexes, etc. In this section, we will see how NGrp elements
were the key constituents involved in unfolding choice in revision activity across the four texts.
However, we will also see how the relative contribution of these elements (their end counts)
varied, with JD3 and BB showing increased numbers through revision activity, whilst JD1 and JD2

remained relatively stable in terms of overall counts.

Finally, §8.3 moves away from lexicogrammatical choice (the primary focus of the thesis so far),
and shunts us into semantics. More specifically, this section dips into the realm of ideational
semantics (Halliday & Matthiessen, 1999), and explores how a change in (analytical) perspective
can give us similar, yet differing views on the same phenomenon. By focusing on logicosemantic
type, this section illustrates how a common thread of increased experiential meanings, as shown
in Chapter 7, can be broken down into a more delicate analysis; this analysis subsequently reveals
much greater variation between the types of revisions made than was initially revealed by looking

at lexicogrammatical choice alone.
8.1 The unfolding of revision functions

This first section explores how revision activity affected the number of functional
meanings/features in each text by considering how each revision contributed to, or subtracted
from, the realization of one or more of the four functions of language outlined elsewhere (e.g.
Chapters 5 and 6). More specifically, rather than look at revision as a finished product, here we
will examine revision as it unfolded (as a process). As per the previous chapters, each dataset will

be introduced separately, starting with JD1.

8.11 1ID1

Figure 8.1 is a line chart illustrating how revisions in JD1 contributed to, or subtracted from, the
final text in terms of experiential, logical, interpersonal, and textual meanings. The X-axis shows
the sequential ordering of revisions, from the first revision made through to the last revision
made?. The Y-axis displays a relative frequency count, showing how each revision either
contributed to (added) or subtracted from (deleted) the text's overall number of language
functions. For example, if a revision added a Classifier this would equate to an experiential

increase within the text and be counted as experiential +13.

2 Writing sessions are demarcated via gaps in the lines and marked accordingly as Session 1, Session 2, etc.
3 CLASSIFICATION being an experientially based nominal system.
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Figure 8.1: The unfolding of language functions in revision activity (JD1)
Figure 8.1 shows a steady increase in all four language functions during the first two session as
one would expect, because this is where the majority of composition took place (cf. Chapter 6).
During session 3, however, the number of interpersonal and logical meanings/features level off
somewhat, whilst experiential and textual meanings/features continue to rise. At approximately
the start of session 5 (revision 170), experiential and textual meanings fall slightly, before
remaining fairly stable until the text's completion. At the end of the writing process, revision
activity has resulted in the addition of 13 textual meanings/features, 16 interpersonal
meanings/features, 27 experiential meanings/features, and just 2 logical meanings/features. Let

us now consider the trajectories of each of these functional revision profiles.

In §7.1.3, our exploration of systemic choice in JD1 revealed 137 revisions involved textual
systems (e.g. DETERMINATION, CONJUNCTION, etc.). These findings were based on a synoptic
approach that simply counted the number of textual revisions. Figure 8.1 above, however, is
based on a dynamic approach, and it tells us that the relative contribution of revisions to textual
meanings/features in this text is +13; i.e. despite JD making 137 textual revisions, the overall
number of textual meanings/features in the text increased by just 13. Consequently, if we were
to look only at the figures from the synoptic description, we may think that augmenting textual
meanings/features was particularly important when JD revised this text; conversely, if we were
to look only at the relative frequency count of +13, we may think that revising for textual
meanings was not so important when it came to editing this text. However, by combining synoptic
and dynamic descriptions, we can see that JD, for the most part, played out a delicate balancing
act of substituting one textually based choice for another (cf. §7.2.3 for an example of this re.

DETERMINATION).

Let us now consider interpersonal revisions, which are represented by the grey line in figure 8.1.

Here, we see that revision activity made a steady contribution to the text's overall level of
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interpersonal meanings/features, peaking at +20 (revision 153) before coming to rest at n=+16.
However, from our findings in Chapter 7, we see that only 48 revisions (+33, -15) involved choices
in interpersonal systems (e.g. MOOD, COMMENT). Here, then, we have a direct contrast in how JD
used revisions to augment meanings/features (interpersonal revisions), as opposed to using
revision to modify existing meanings/features (textual revisions). Essentially, 48 interpersonal
revisions resulted in a final count of +16, which means that for every 3 revisions made involving
interpersonal choices, one additional interpersonal meaning/feature was added to the text's final
count. This gives an 'uptake ratio' of 3:1% Textual revisions, however, have an uptake ratio of
10.5:1. To explain why the uptake of interpersonal meanings/features is higher than textual

meanings/features, we can examine a few examples:

T-unit Content

| am also interested in looking at the people who have had major influences in this field of
3 work, namely Geoffery Leech, Erving Goffman and “*{the highly influential},... Penelope
Brown and Stephen Levinson.

INSB

Example 8.1: Fine tuning appraisal through COMMENT and ASSESSMENT (JD1)
In example 8.1, revision 22 pre-modifies 'Penelope Brown and Stephen Levinson' via
DETERMINATION: 'the' = +[Deictic (definite article): specific], COMMENT (‘highly'): +[comment
Adjunct (Madverb): intensity: degree: high], and ASSESSMENT (‘influential'): +[Attitudinal Epithet
(adjective)] (cf. IFG4, p.376). This revision, then, adds two interpersonal meanings/features that
make it into the final draft (a comment Adjunct and an attitudinal Epithet), and one textual

meaning/feature.

Overall, there were 20 insertions in JD1 similar to example 8.1 above, in that they all involved
interpersonal systems at, or above, the group level (cf. Appendix 16: Interpersonal additions in
JD1). However, there were also 16 deletions at, or above, the group level that involved
interpersonal meanings/features. It would seem, then, that the increased uptake ratio of
interpersonal meanings/features that we see in figure 8.1 above stems from revisions below the
group level (i.e. at the word or morpheme level), and this is indeed the case. Specifically, in JD1
there are 12 revisions involving CONNOTATION; these are word level changes involving the

formality of lexis, as illustrated in example 8.2:

T-unit Content
and this type of mockery is something that happens often so is ?®liaken-on-the-chin |
ignored} ea

26ii

Example 8.2: Fine-tuning registerial expectations (i.e. mode) through CONNOTATION (JD1)

4 Uptake ratio is the overall no. of revisions divided by the relative end count. In this instance 48/16 = 3.
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In this example, revision 218 swaps the phrase 'taken on the chin' for 'ignored'. This revision
appears to retain the original meaning and, hence, does not represent a change in lexical content

(DENOTATION) but, rather, lexical register (CONNOTATION)?.

Of the connotative 12 revisions, 7 were forward insertions or INSAs (cf. §5.7.2.1). Hence, we may
also consider that many of the interpersonally based uptakes in JD1 could be the result of JD
adjusting the features of the text to align with a (virtual) reader's registerial expectations; i.e. that

academic text should not contain idioms, slang, or other informal words/phrases.

Moving on to the logical function, figure 8.1 shows that the number of logical meanings/features
added/removed by revision activity remained relatively stable. Specifically, we see that changes
in logical meanings were somewhat balanced out, with deletions (e.g. between revisions 22—-29)
evened out by additions (e.g. revisions 36—43). Consequently, despite there being 55 logical
revisions overall (TAXIS, TENSE, etc.), the number of logical meanings/features contributed by
revision activity came to rest at +2. Combining our synoptic and dynamic descriptions, then, we
can say that in this particular instance logical revisions were less likely to increase the overall

number of logical meanings/features in the text.

Finally, we have experiential revisions. Figure 8.1 shows that the augmentation of experiential
meanings/features via revision activity was much higher than the other functions. Specifically, the
number of experiential meanings/features in the finished text was increased by 27 through
revision activity, which is just under twice that of its nearest rival, interpersonal
meanings/features (n=16). However, the overall number of experiential revisions was 211, which
as we saw in Chapter 7, §7.1.1, accounts for 47% of all revisions in JD1. This number of experiential
augmentations in relation to the overall number of experiential revisions, then, gives us an uptake
ratio of 7.8:1. Consequently, although the overall number of experiential revisions was very high,
we still have a relatively high uptake ratio. Ultimately, JD appears to be using experiential revisions
to not just fine-tune existing text, but also as a way to continually add evidence to explain how

face threatening acts are mitigated®.

> |FG4's view does not seem to account for formulaic units as it places CONNOTATION at the word level.
However, it is clear from other views of language that phrases such as the one here can act as whole units
that 'stand in' for words. In SFL terms, it could be said that they are downranked phrases acting as words.

6 This evidence comes in the form of the writer describing their own data (transcripts).
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8.1.2 D2

Figure 8.2 shows how revision activity in JD2 unfolded in terms of language functions:
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Figure 8.2: The unfolding of language functions in revision activity (JD2)

As per JD1, figure 8.2 shows that the number of logical meanings affected by revision activity in
JD2 remained somewhat stable. Specifically, although 53 revisions involved logical
meanings/features (cf. Chapter 7), these meanings/features were somewhat evened out, with
deletions (e.g. those in session 2) balanced out by subsequent additions (e.g. in session 4),
resulting in a negative end figure of n=-7 (7.6:1 uptake ratio).

In terms of textual revisions, however, we see a somewhat different pattern than in JD1.
Specifically, in JD2, textual meanings/features remained relatively low and rarely peaked above
zero’. This resulted in a fairly low number of textual meanings/features contributed by revision

activity (n=-4). However, 102 textual revisions were made in total, giving an uptake ratio of 25.5:1.

In relation to the remaining functions, we see a steady increase throughout revision activity, with
Interpersonal and experiential meanings/features coming to rest at +33 and +25, respectively. As
discussed above, increased experiential meanings can contribute to the descriptive power of a
text by providing more evidence for a thesis, and/or orienting a reader toward a particular field
or topic. The augmentation of interpersonal meanings in JD2, however, was much higher than in
JD18, and their importance in the evolution of this particular essay becomes even more evident if
we consider that only 75 revisions (54 additions, 21 deletions) involved interpersonal systems,
whilst 230 revisions (127 additions, 103 deletions) involved experiential systems. These figures

give uptake ratios of 2.3:1 and 9.6:1, respectively.

7 Exceptions being revisions 195-212.
8 Over double the final count of JD1 (n=+16).
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Consequently, interpersonal revisions appear to be more measured in JD2 in relation to the other
functions in much the same way as they did in JD1 (JD1, if you recall, had an uptake ratio for
interpersonal revisions of 3:1). As a first port of call, we could look to the essay's title to explain
why this may be the case. The title was 'Argue for or against the claim that there are cultural
differences in early language socialization that might affect a child's chances of success at school'.
Here we have a title that calls for an argument to be constructed, and arguments typically call on
increased interpersonal meanings via choices in ASSESSMENT, MODALITY, etc. (Nesi & Gardner,
2012). However, if we look at the breakdown of interpersonal revisions in systemic terms, as
shown in table 8.1, we see how, in much the same way as CONNOTATION played a key role in JD1,

word level revisions also played a key role in the augmentation of interpersonal meanings in JD2:

Revision type: Addition (+) or deletion (-)
FP CP INSA INSB INS
System + - |+ - |+ - |+ - |+ - |Count
Clause | Mood 1 1 1 2 -3
Phrase | minor Mood 1 -1
Verbal group | Polarity 1 1 1 1 4
« Modality 412 2|12 2 2 |1 -5
é Nominal group | Person 1 -1
Assessment | 2 1 | 2 2 1 4
Adverbial group | Comment 2 1 1 1 1
Word | Connotation | 7 @ 1 3 12 5 26
Info. Unit| Key 0
Totals|12 8 | 9 | 3 |17 7 |6 3|2 0
Count 4 6 10 3 2 25

Table 8.1: Breakdown of interpersonal revisions in JD2

Table 8.1 highlights how choices in CONNOTATION are the most frequent type of interpersonal
revision in JD2 (n=26). These revisions were once again used to increase the text's formality, as

per examples 8.3 and 8.4:

T-unit Content
If a child is told that he/she is not good at a language the child may give up trying to “de
better | improve} ..

23

Example 8.3: Fine-tuning registerial expectations (i.e. mode) through CONNOTATION (JD2)

T-unit Content
Bernstein conducted an experiment using five year old lower working-class and middle-
20 . . . 213 .
class children who were given pictures to create a “ “{stery | narrative}, ., from

Example 8.4: Fine-tuning registerial expectations (i.e. mode) through CONNOTATION (JD2)

Both of these examples involve INSAs and, as per JD1, INSAs were the most frequent revision type
involving CONNOTATION in JD2: of the 28 connotative revisions in JD2, 12 were INSAs, 8 were FPs,
5 INSBs, and 3 CPs. These figures, then, once again suggest that CONNOTATION seemingly plays a
key role when proofreading/shaping academic text toward a registerial expectation of increased

formality.

177



8.1.3 ID3

Figure 8.3 shows revision activity in JD3 terms of unfolding functional choice:
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Figure 8.3: The unfolding of language functions in revision activity (JD3)

Figure 8.3 shows a marked difference in how revisions contributed to functional
meanings/features in JD3 as compared to JD1 and JD2 (as a reminder, all three datasets are from
the same author). Once again, experiential meanings/features were increasingly augmented
through revision activity. However, whereas experiential meanings levelled off midway through

JD1 and JD2, in JD3, experiential meanings continued to rise, coming to rest at n=+73.

As per the other datasets, the overall number of experiential revisions was quite high (n=235),
but this time the uptake ratio was 3.2:1, which is considerably higher than JD's other two datasets.
So why are experiential meanings more likely to be worked into this text than the others? Drawing
on the essay title as the first port of call—'Using 3-5 images from any genre to illustrate your
arguments, discuss the commonplace notion that 'an image is worth a thousand words' in
persuasive communication'—we see that, in the first instance, as per JD's other essays, this text
requires increased experiential meanings as a means to support an argument/thesis. In the
second instance, though, we see that this text makes reference to '3-5 images', and it is here that
we find the key difference between the experiential revisions in this dataset and the other two.
Specifically, we see that ID frequently points the reader toward an image (deictic metadiscourse)

or describes some aspect of an image (informational specificity), as per the examples below:

T-unit Content

. 234 . . . .
20 This “*{lack of colour}, gives the images {234} a negative impact.

Example 8.5: Modifying a Subject via THING TYPE and QUALIFICATION (JD3)
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Revision 234 adds a Thing ('lack'), a Qualifier (‘of colour'), and a Determiner ('This"®), which

describes an aspect of 'the images' she refers to (the Recipient in a material clause of 'giving').

The second example illustrates a metadiscoursal deictic:

T-unit Content

48iX | This is demonstrated in my figures, "particularly figure 2 Ynsa

Example 8.6: Adding an additional referent via CLASSIFICATION and THING TYPE (JD3)

In this example, revision 141 adds an endophoric marker, 'figure 2' (Hyland, 2005) and tells the
reader to pay 'particular' attention to it. In this case the addition of '2' tells us which figure to look
at. Whilst many of these revisions might be classed as a form of interactive metadiscourse,
because they primarily serve the textual function, creating referents that point to other parts of
the document, they are also experiential because they serve a descriptive function, increasing
the informational specificity of a referent, adding ancillary information, etc.!® Ultimately, their
incorporation into the text goes someway to explaining why revision activity in JD3 called so

heavily on experiential meanings/features.

Moving on to interpersonal meanings/features. In a similar manner to JD's other datasets,
interpersonal revisions in JD3 resulted in a final increase of +17 and a very high uptake ratio of
1.6:1; only 27 interpersonal revisions were made in total (cf. Appendix 16: Interpersonal additions

in JD3). A breakdown of these interpersonal revisions is shown in table 8.2:

Revision type addition (+) or deletion (-)
FP CP INSA INSB INS
System + - |+ - |+ - |+ - |+ - |Count
Clause | Mood 1 1
Phrase | minor Mood 0
Verbal group | Polarity 1 1
~ Modality 3 2|1 3 2 1 8
n(c% Nominal group | Person 1 1
Assessment | 2 | 1 1 2
Adverbial group | Comment 1 1 1 3
Word | Connotation | 1 1
Info. Unit| Key 0
Total 7 3|1 0|5 0|5 0|20
Count 4 1 5 5 2 17

Table 8.2: Breakdown of interpersonal revisions in JD3

Table 8.2 shows that the majority of interpersonal revisions in JD3 involved verbal group (VGrp)

systems (+11, -2), particularly, MODALITY (+10, -2).

 The revision takes an instance of REFERENCE (anaphora): +[Demonstrative reference (pronoun): specific:
near] and repurposes it as DETERMINATION: +[Deictic (“determiner): specific: demonstrative,
determinative: selective: non]

10 Cf. also revisions 54, 55, 60, 79, 82-92, 99, 104, 121, 142, 144, 146, 152, 155, 167, 170, 173, 177, 183,
190, 202, 222, 223, 226, 227, 228, 235, 250.
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As covered in Chapter 3, §3.7, MODALITY concerns the likelihood of a proposition or the
desirability of a proposal, and the revisions involving MODALITY we see here mainly involved the
addition of mood Adjuncts such as 'only', 'often’, and 'commonly'. The real surprise here is that
JD made significantly less use of CONNOTATION than in her other two datasets. There appears to
be no logical explanation for why this may be the case. For example, we could say that the
increased use of CONNOTATION in JD1 may be the result of JD working alongside a transcript of
spoken language, which may have influenced her vocabulary during the initial drafting stage.
However, JD2 saw a higher usage of CONNOTATION, yet she made no use of a transcript there!l.
We could also say that JD3 saw the lowest occurrence of INSAs across all of JD's datasets, and
that this could reflect less effort/time proofreading, which is somewhat supported by the lower
occurrence of overall revision activity in the second half of D3 in comparison to the number of
words typed (cf. §6.1, tables 6.2, 6.4, and 6.6). Ultimately, though, the low number of
interpersonal revisions in general, in combination with the relatively small corpus (just three
essays from the same writer), means that it is difficult to draw definitive conclusions here as to

why MODALITY was more involved in revision activity in JD3 than in CONNOTATION.

Moving on to the logical function, as per JD1 and JD2, logical revisions did not contribute greatly
to the overall number of meanings/features present in the final text. Figure 8.3, for example,
shows that the number of logical meaning/features contributed through revisions remained
relatively low, ranging from -4 to +6. However, only 49 logical revisions were made, resulting in
an uptake ratio of 8.2. l.e. logical revisions were somewhere between fine-tuning and

adding/removing logical meanings.

Finally, we have textual revisions. The final count of textual meanings/features in JD3 was +5, with
arange of -2 to +9. Overall, there were 93 textual revisions (+49, -44), resulting in an uptake ratio
of +18.6:1. Once more, then, we see that textual revisions are seemingly used to fine-tune, rather
than add new meanings/features. Furthermore, it can be seen that the majority of this 'fine-

tuning' came via choices in DETERMINATION (cf. §7.2.3).

1 This essay was purely theoretical and literature based.
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8.14 BB

Figure 8.4 shows BB's revision activity in terms of unfolding functional choice:
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Figure 8.4: The unfolding of language functions in revision activity (BB)

As discussed in Chapter 6, BB was primarily an online reviser, meaning that she revised as she
wrote, and rarely went back over previously written drafts. However, despite this underlying
difference between her revision practices and JD's, there were some similarities in terms of the
functional choices she made. For example, as per ID, the number of logical meanings contributed

by BB's revisions remained relatively flat, resulting in a final figure of n=+4.

Similarly, the overall number of textual meanings/features added/removed by revision activity
remained relatively flat, resulting in a final figure of -1. And although interpersonal meanings
showed a slight increase during the final stages of composition (from revision 47 onwards),

resulting in a final figure of +8, many of these were last-minute insertions of citations'?.

What is perhaps most evident from BB's functional revision profile is the increased level of
experiential meanings. Experiential meanings rise to +18 during the first half of the writing
process, and then remain relatively high, resulting in a final figure of n=+24. As per the increased
experiential meanings in JD's revisions. BB's experiential revisions appear to increase the amount
of descriptive detail in the text. And, as per JD1, it could be argued that this increased attention
to experiential meanings may be due somewhat to the essay's title: 'What can we learn from the
Anglo-Saxon Chronicle about the development of the English language?' Again, this is a title that

prompts description.

12| see these as primarily performing an interpersonal function, orienting to tenor by addressing the
heteroglossic expectations of academic writing.
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Section Summary

Ultimately, although this examination into unfolding revision functions has been brief, and limited
to only 2 writers and 4 texts, it has shown that some meanings/features appear to take
precedence over others when it comes to revising academic text, and that these
meanings/features may be influenced somewhat by the task's demands (i.e. essay rubric/title),
and the text's registerial expectations. Furthermore, it has shown that some functions seem to
be more involved in ‘fine-tuning', whilst others are more involved in augmenting

meanings/features, as illustrated in figure 8.5:

Uptake ratio of functional choices in revision activity
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Figure 8.5: Comparison of functional uptake ratios across the four datasets

Figure 8.5 shows the uptake ratios of revision functions for each dataset. This graphical
comparison, and the discussion that preceded it, show how revisions involving interpersonal
meanings/features, and to a lesser extent experiential meanings/features, appear to be more
measured. More specifically, although the number of interpersonal revisions is low, those that
are made are more likely to contribute to the quantity of interpersonal meanings/features found
in the final draft—as evidenced by the higher uptake ratios, ranging from 1.6:1 (JD3) to 3:1 (JD1).
Conversely, despite experiential revisions being the most frequent in all 4 datasets, they are
almost as likely to lead to an increase in experiential meanings/features in the text as

interpersonal revisions are, with uptake ratios ranging from 9:1 (JD2) to 2.75:1 (BB).

The lower uptake ratios for?®? textual revisions, on the other hand, suggest that the kind of

meanings/ features they provide are more likely to be used to fine-tune the text, as opposed to

13 Despite this anomaly, the similarity of many of the uptake ratios displayed in figure 8.5 seem to warrant
further investigation with a larger dataset.
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contribute to the overall level of meanings/features found in the final draft.

As for logical revisions, the uptake ratios for three of the four datasets (JD2, JD3, and BB) are
remarkably close, ranging from 7.6:1t0 8.2:1, and in isolation could be taken as indicative of some
kind of pattern. However, the uptake ratio for JD1 is very low at 29:1, and, moreover, although
the quantity of logical meanings/features (choices in TAXIS, TENSE, etc.) contributed through
revision activity remained relatively low, regardless of the writer or text, grouping meanings
according to function alone is the least delicate way to systematize choice. Therefore, in §8.3 we
will look at unfolding choice in more delicate terms by examining systemic choice (function/rank
correlation) and semantic types (logico-semantic relations in terms of enhancement, elaboration,
expansion, and projection). It should then become more evident that whilst unfolding revisions
in terms of functional choices can give us broad insights into a text's evolution, to more fully
understand these choices we need a more delicate level of analysis. Firstly, though, we will turn

our attention to unfolding revisions in terms of rank.

8.2 The unfolding of revisions in terms of rank

This section focuses on the unfolding of revisions in terms of rank units and their constituent
elements. To do this we will employ the same format as the previous section, using line graphs as
a way to visualise revision activity, where each line will represent one rank scale (or unit of
analysis). The X-axis will display the sequencing of revisions, from the first revision through to the
last revision; the Y-axis will display a relative frequency count, indicating how each revision either
contributed to (added) or subtracted from (deleted) a rank level constituent. For example, if a
revision added a Classifier this would equate to a nominal element being added (Rank: NGrp), and

a count of +1 would be added to the running total for the NGrp (the yellow line).
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Figure 8.6 shows revision activity in JD1 in terms of rank level realizations. | have removed ranks

that never fluctuated beyond 5 to improve the graph's clarity:
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Figure 8.6: The unfolding of rank realizations in revision activity (JD1)

Figure 8.6 reveals that revision activity in JD1 mostly affected the number of NGrp elements
(yellow line) and information units (green line). In sessions 3 and 4, for example, we see revisions
involving NGrp elements climb from +12 (revision 117) to +23 (revision 157). This figure then falls

back down to +8 at revision 216 (the end of session 5).

It is perhaps unsurprising that the constituent with the most movement would be the NGrp, given
that 40.3% of revisions in JD1 involved NGrps (cf. table 7.2, §7.1.2). However, what is interesting
to note is that the final (relative) count for NGrp additions/deletions was just +8, whereas the
overall number of revisions involving nominal elements was 180. NGrp revisions, then, are
seemingly being used to 'fine-tune' NGrp structures rather than simply increase or decrease the
overall number of nominal elements in the text. Drawing on §7.2.1 (THING TYPE), §7.2.2
(QUALIFICIATION), §7.2.3 (DETERMINATION), and §7.3.1 (NGrp complexity), there appears to be two

benefits for a writer in terms of what these NGrp revisions achieve.

The first concerns a decrease in the specificity of the NGrp in textual terms. Nominal elements
that contribute textual (and sometimes cohesive) meanings are tied to in choices in REFERENCE,
SUBSTITUTION, and DETERMINATION. As we saw in §7.2.3, DETERMINATION concerns deictics, and
deictics can directly label a Thing as presenting (non-recoverable/non-specific) or presuming
(recoverable/specific). From our discussion of DETERMINATION, we saw how revision activity led
to the decrease of specific referents in JD1's essay via the deletion of 13 instances of 'the' that

were originally attached to NGrps, and 6 additions of 'a/an' (cf. Revision Table (JD1):
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Determination spreadsheet on Appendix CD). Overall, these revisions served to decrease the
number of specific referents in the final draft by 19. In terms of REFERENCE, there were 13
additions and 6 deletions. These revisions fine-tuned what were relatively small cohesive chains
that spanned one or two T-units at the most, and had relatively little effect on the overall text's

cohesiveness or specificity of referents. A typical example is shown below:

T-unit Content

48 Brown and Levinson built their theory on Goffman's work (1967)
49i | ""{Geffman | He}

nsa Was also interested in the notion of face

Example 8.7: A localised instance of textual cohesion via REFERENCE (JD1)

Revision 144 substitutes a proper noun ('Goffman') for a personal pronoun (‘'he'); in systemic
terms this represents a change in THING TYPE of -[Thing (“proper noun: fully specific)] and
REFERENCE of +[personal Reference (Npronoun): determinative, singular: masculine]. This kind of
revision, where a specific Thing gets exchanged for a personal Referent, was typical in JD1.
Whenever JD made such revisions they were confined to localised areas and, thus, it was
relatively straight forward to ascertain a referent's original identity. Thus, whilst such a change
does little to alter a referent's specificity, this kind of revision may have served to increase the
ease with which a reader processes the text--the inclusion of a repeated proper noun, for

example, may cause the reader to question if this is the same referent or not.

The second benefit to the writer concerns the specificity of information within NGrps. A NGrp (or
the Participant that it realizes) can be very general in terms of information, such as a single noun
referring to a class of things (e.g., cars), or it can be very specific in terms of information, such as
a complex NGrp referring to a detailed example of a subset of a Thing (e.g. very expensive
business class sedan in a light blue colour with white leather seats). To compare this with nominal
elements that perform a textual function (e.g. Determiners), we can say that whereas textually
based modifiers exist at either side of a scale of specificity in terms of whether a Participant is
specific or non-specific in relation to the co-text/context, the other nominal modifiers have the
potential to situate a Participant (Thing) along a second scale of specificity, one based on a general
class of things a Thing belongs to. For example, 'a hat' is non-specific; it denotes a member of the
class of Things referred to as 'hat'. 'A blue hat on a table', however, whilst still non-specific in

textual terms, is more informationally specific than 'a hat'.

In §7.2.2, we saw clear examples of how QUALIFICATION, despite having the least specifying
potential of all nominal elements, had the potential to 'overspecify' a Thing in informational
terms; i.e. some Qualifiers involved in revision activity provided information that could have been
gleaned from the co-text/context, or provided information that was unnecessary in order to
identify a referent. We could argue, then, that such informationally laden revisions are actually

superfluous. For example, consider the following:
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T-unit Content

7ii participants were aware of their right to withdraw 59{from my study.{60}} .,

#ix | and were given consent forms to sign before any recording took place.{59}
is'N',

8i | In my transcript, the father *{in the family}, o,

Example 8.8: Increased informational content via QUALIFICATION (JD1)

In example 8.8, revision 59 adds 'from my study', realizing a choice in QUALIFICATION of +[Qualifier:
enhancing: circumstance: location: place]. If we are to look at the surrounding co-text and the
context of the essay (the study and its participants have already been introduced), we could argue
that this addition adds little to the functionality of this clause and could be left out. Similarly,
revision 60 in T-unit 8i adds another Qualifier that contributes little in terms of information that
the reader could not have deduced from the co-text/context. There does, however, seem to be
some benefit to this kind of informational overspecification in that it makes it undeniably clear to
the reader as to what Thing/entity the writer is referring to and, in the process, essentially negates
the need for a writer to decide between introducing (presenting) a new referent or tracking
(presuming) an existent referent. Ultimately, a referent that is informationally overspecified can

stand on its own, and does not need to be worked into a reference chain.

EPITHESIS and CLASSIFICATION also have this potential to increase informational specificity, as

shown in examples 8.9 and 8.10:

T-unit Content
Using a pet name, instead of her 9‘°’{a1ctual}”\IS name, or simply saying 'please’, suggests a
close bond

34

Example 8.9: Increased informational content via EPITHESIS (JD1)

Revision 93 above adds the Epithet 'actual'. Whilst this addition emphasises the head noun under

focus within the NGrp, it adds little to the recoverability of the Thing.

T-unit Content

36i |In a family set-up, there doesn't seem to be much of a need for mitigating face-threatening acts

36ii |as 47{H:re>;/}ﬂ,{47} all family members seem to be on the same page

Example 8.10: Increased informational content via CLASSIFICATION (JD1)

In the example above, revision 47 deletes a somewhat questionable anaphoric referent 'they' and
replaces it with the NGrp 'all family members' (Determiner”ClassifierAThing). It could be argued
that the choice to use such a participant structure instead of a simple pronoun increases the ease
with which the reader can comprehend the clause in relation to the preceding one, because
although the family mentioned in the previous clause is non-specific (presenting), it does not refer

to the family under consideration in this essay.

Let us now consider figure 8.6 in terms of revisions to the information unit; i.e. the textual system
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of INFORMATION, which is represented by the green line in figure 8.6. When presenting
information, we are said to partition discourse into manageable units, where one unit represents
one piece of information. Within SFL these are called information units, and are said to be
primarily based in speech. The basis for this belief is that information units are said to be
encapsulated within a tone unit, where the culmination, or focal point of a unit, is signalled by
the tonic, which is the most prominent syllable holding a major pitch change. Everything
presented before or after the tonic is assumed by the text's producer as 'Given', and thus this
information is less likely to be made prominent via changes in pitch or tone. However, some
scholars'* working with written text subsume that information units are somewhat coextensive
with clausal units, in that the (Subject) Theme is usually where we find the 'Given', or that which
the producer relays as obtainable from co-text/context, and that the N-Rheme is usually where
we find the 'New', or that which the producer presents as new information or most 'newsworthy
(cf. §5.6.1.1 and §6.2.4 for further discussion). Therefore, assuming that an information unit can
be examined in written terms, we can return to figure 8.6 and consider what revisions involving

INFORMATION contributed.

Figure 8.6 reveals a steady increase in the number of information units as the text evolves. In the
first two sessions, seven revisions involving information units are made, four of which change the
New?™. In session 3, five more revisions are made, all of which alter the New?®. Finally, in session
5, four more revisions are made, three of which alter the New (revisions 197, 201, and 223).
Overall, then, it appears that revisions involving information units are primarily used to make

alterations to what is projected as New (n=15)%, or most 'newsworthy'.

As Martin (1992) notes the New typically provides an elaborating function that reflects upon the
point(s) of a text. Consequently, through INFORMATION, JD appears to be altering what she

projects as important. Consider example 8.11:

T-unit Content

4i | Brown and Levinson have *{eontributed | had a major contribution}, to this area of research{3}

!

Example 8.11: Adding an Attribute which becomes the new 'New

In example 8.11, revision 3 deletes 'contributed' and inserts 'had a major contribution'. This
revision changes the process from one of 'contributing' (simple past tense 'contributed') to one
of 'possessing' (present perfect 'had'). The revision also adds the necessary Attribute for a newly

created relational attributive clause. However, in the process of these changes we see a shift in

% Fries (2002) and Moore (2012) subsume this view, as does Hood (2009, 2010, 2012), who (implicitly)
draws on it via her use of KEY, which is the interpersonal correlate of INFORMATION.

15 Cf. revisions 3, 5, 74, and 109 in Revision Table (JD1).xlsx sheet: Revision analysis matrix on appendix CD.
16 Cf. revisions 128, 132, 134, 135, and 143.

7 Although revisions can also change the Given, these were infrequent (n=4).

18 This ties in with the findings of §6.2.4, where the majority of revisions occurred within the N-Rheme.
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the focal point of the N-Rheme, where 'this area of research’, which was the most likely candidate
to be the New?'®, now becomes a Qualifier to 'a major contribution'—'a major contribution' being
the new focal point of the N-Rheme, or the peak of 'the clause as message' that gets carried on

in the following clause (Martin & Rose, 2007, p.188).

Similarly, revision 109 below adds a new Phenomenon, shifting the focus from ‘power

relationships' to 'strategies":

T-unit Content
4i |and looked at 1Og{strategies to deal with {110}}

nsg Power relationships.

Example 8.12: Adding a Phenomenon (Ngp) which becomes the new 'New'

These two brief examples, then, highlight how a revision can change the focus of what the writer
presents as most Newsworthy. These revisions, however, also highlight the multifaceted nature
of choice encountered in all four datasets. For instance, example 8.11 above involved one VGrp
and one NGrp, but six systemic choices: a deletion and subsequent addition in EVENT TYPE
('contributed'—'have had'), followed by a selection in DETERMINATION ('a'), EPITHESIS (‘major'),
THING TYPE ('contribution'), and INFORMATION: New ('this area of research'—'a major
contribution'). Moreover, many of these choices in INFORMATION are tied to NGrp choices (THING
TYPE, CLASSIFICATION, etc.), because when a new Thing is added (or displaced by another element)
then this is also likely to alter the focus of the information unit. Given and New, of course, being

directly related to the major participants (typically NGrps) of a clause (cf. §7.2.1 for examples).

8.2.2 D2

Figure 8.7 shows how revisions in JD2 unfolded in terms of rank level realizations:
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Figure 8.7: The unfolding of rank realizations in revision activity (JD2)

19 'this area of research' being the Object of the verb phrase 'have contributed to".
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As per JD1, revisions in JD2 mostly affected the number of NGrp elements, and we see a similarly
low end count of +15 even though the number of NGrp revisions totalled 209. Once again, then,
it appears that the NGrp is not simply a place where information is added as revision unfolds.
Instead it is the key constituent where experiential, interpersonal, and textual meanings are fine-

tuned, with revisions being used for a wide range of functions (cf. §7.3.1 for some examples).

In terms of the other lower ranks constituents (e.g. VGrps), there appears to be little movement
in their overall frequencies. However, from session 2 onwards there appears to be some
movement in terms of the larger ranks, particularly the clause and clause nexus. Specifically, we
see a marked drop in clause nexus realizations at revision 135 via deletions involving
TAXIS/INTERDEPENDENCY (n=-21), but this then climbs slightly, resulting in a final figure of -5. What
is perhaps more surprising, though, is the decrease in clausal level meanings/features realized via

TRANSITIVITY (n=-11) and MOOD (n=-4)%.

8.23 D3

Figure 8.8 shows how revision activity in JD3 unfolded in terms of rank choices:
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Figure 8.8: The unfolding of rank realizations in revision activity (JD3)

Once again, figure 8.8 shows that NGrp elements displayed the greatest amount of movement
during revision activity. Specifically, there is a steady increase in nominal elements until session
4, where a number of deletions take place, starting with revision 166 (n=+26), and ending with
revision 198 (n=+15). We then see more nominal elements being added, resulting in a final figure

of n=+36.

20 THEME, the other clausal level system, levelled out with 6 additions and 6 deletions overall.
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As per the graphs for JD1 and JD2, it is perhaps unsurprising that the NGrp showed the largest
amount of movement given that 199 (49%) revisions in JD3 involved NGrp elements (cf. §7.1.2,
table 7.2). However, what is surprising is the trajectory taken by these NGrp revisions and their
relatively high final count of +36. If we recall from §8.1, figure 8.3 (JD3's unfolding of language
functions in revision activity), experientially based revisions steadily increased as revision activity
unfolded, and ended on a final count of n=+75. This initially suggests that increases in NGrp
elements in JD3 may be tied to increases in experientially based revisions. A quick examination of
systemic choice in JD3 (cf. table 7.10, §7.1) confirms this hypothesis. Basically, if we cross
reference experiential revisions with NGrp revisions (i.e. if we look through the lens of a
function/rank matrix), we see that in JD3, there were 129 experiential revisions to NGrps (+82, -
47). This means that of the 36 nominal elements added via revision activity, 35 (97.2%) had an
experiential function. Alternatively, we could say that 35 (or 46.7%) of experiential revisions in
ID3 involved NGrp elements. Either way, experiential meanings/features realized in NGrp

elements played a key role in revising JD321.

Turning to VGrp revisions, we see a steady increase in their number throughout revision activity,
resulting in a final count of n=+12. Of these 12 additions, 4 involved EVENT TYPE, and 8 MODALITY.
The contribution from EVENT TYPE is somewhat expected, because it was the second most
frequently revised system in JD3 (cf. table 7.11, §7.1). Selections in MODALITY, however, represent

much more measured choices in terms of interpersonal meanings/features.

In the previous section it was argued that interpersonal revisions were significantly more
measured, and the evidence for this came via their uptake ratios. In JD3, for example,
interpersonal revisions had an uptake ratio of 1.8:1 (from 27 interpersonal revisions, 15 could be
found in the final draft). Of these 15 additions, 5 involved citations. Consequently, choices in
MODALITY become much more prevalent, both in terms of their contribution as a VGrp element
and in terms of contributing interpersonal meanings/features. However, as mentioned in §8.1.3

above, their relatively low number meant that they had little impact on the text as a whole.

2 Incidentally, the majority of the remaining 40 experiential additions came via DENOTATION (n=+32), which
is technically neither an addition nor a deletion of a word as DENOTATION primarily represents a change in
lexis. In this thesis, however, | have chosen to categorise them as additions because | see them as
representing a positive (+) choice in a system. Moreover, this choice does not distract from the fact that
nominally realized experiential meanings were a key contributor to the revision of the text.
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8.24 BB
Figure 8.9 shows how BB's revisions unfolded in terms of rank choices??:
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Figure 8.9: The unfolding of rank realization in revision activity (BB)

Although the overall number of BB's revisions was low (n=85), figure 8.9 still shows that NGrp
elements were the major focus of revision activity, only at much lower ranges than the other
datasets. Specifically, in BB, the relative frequency of NGrp revisions ranged from -6 to +9 and
ended on n=+7. Furthermore, figure 8.9 shows that the other ranks were rarely involved in
revision activity. The evidence presented here, in combination with that presented in Chapter 7,
show quite clearly how most of BB's revisions involved NGrps (n=69, 50.7%), and that the majority

of these revisions involved DETERMINATION (n=21), QUALIFICATION (n=14), and THING TYPE (n=11).

Section Summary

Overall, it appears that NGrp elements were the most heavily altered structures when it came to
these writers' revisions. This was perhaps unsurprising given the findings of the previous chapter.
In terms of experiential meanings, these writers utilised NGrp elements to orient to field via
choices in NUMERATION, CLASSIFICATION, EPITHESIS, and QUALIFICATION (informational specificity).
In terms of interpersonal meanings, they used NGrp elements to orient to tenor via choices in
PERSON, ASSESSMENT and, indirectly, COMMENT (there were many cases where adverbial groups
acted as major participants and thus 'stood in' for NGrps). In terms of textual meanings, these
writers utilised NGrp elements to orient to mode (specifically the readability of text) via choices
in DETERMINATION and to a lesser extent REFERENCE?3. However, they also oriented to mode via

choices in EPITHESIS and QUALIFICATION.

22 | have removed ranks that ranged between -1 to +3; i.e. clause/group/phrase nexus, and info unit.
23 CONNOTATION is a word level system, so it was not included here.
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Ultimately, participant structures were introduced and cohesively tied into the surrounding co-
text/context via a reduction in specificity (DETERMINATION), an increase in identifiability
(REFERENCE), and, surprisingly, an increase in informational specificity (via pre- and post-
modification). However, as discussed in §8.1, this is perhaps not the whole story, because if we
look at how revisions contributed to the overall level of meanings/features in each text, we see
that certain constituents are more likely to be added/removed by revision activity, whilst others

are more likely to be altered by revision activity.

Figure 8.10 illustrates this by showing the uptake ratios of revisions in terms of rank:
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Figure 8.10: Uptake ratios of rank constituents via revision activity in each text

In figure 8.10, the lower the bars the more likely that a revision would lead to the frequency of a
rank element in the final text being increased or decreased. For example, the uptake ratios for
NGrps (yellow bars) show us that in JD3 (5.7:1) and BB (9.1:1), NGrp revisions are more likely to
increase/decrease the final number of NGrp elements in the finished text than they are in JD1
(22.5:1) or JD2 (16.1:1). And although figure 8.10 shows a great deal of variation between
datasets, we could say that based on their frequency of occurrence in combination with their
uptake ratios, revisions involving the clause nexus and NGrp seem to be the most important kinds
of structural revisions in all four datasets and, therefore, the types of constituents these revisions
affected may lend themselves well to revising academic essays. The remaining constituents, on
the other hand, show much greater variation in terms of their frequency and uptake ratios and,
therefore, these types of constituents may be more dependent on variables such as text-type,

content, etc.
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8.3  The unfolding of logicosemantic relations

In this section we will explore revision activity in terms of ideational semantics. Specifically, we
will look at unfolding revisions in terms of 'expansion' and 'projection'. We have already touched
upon the three subtypes of expansion in §7.2, where we looked at some examples of Qualifiers
(i.e. expansion within the NGrp via post-modification) and interdependency relations (complexes
involving selections in TAXIS&LOGICO-SEMANTIC TYPE). In this section, however, expansion and
projection are central motifs and, therefore, we will more fully define what is meant by the terms

‘elaboration' (reiteration), 'extension’ (addition), 'enhancement' (qualification), and, 'projection’.
Halliday and Matthiessen (1999) define the three subtypes of expansion as follows:

‘(i) elaboration is a (partial) identity relation between figures: one is identified with
another with a difference in perspective (it matters a lot; it plays an important role)
or one is included under another as an example (it plays an important role; e.g., it
provides the infrastructure). These are clearly related to one another: identity is the
limiting case of inclusion and inclusion is partial identity.

(i) extension is an additive relation between figures: a sequence is made bigger by
the addition of another figure. This may involve pure addition (‘and': he is too young
and he doesn't speak the language) or addition with an adversative feature (‘and
yet': he speaks the language but he is too young). As a variant of addition, we also
have alternation (he is too young or else he is just immature).

(iii) enhancement is a circumstantial or qualifying relation between figures: it is, in a
sense, extension plus a circumstantial feature — 'and' + time (‘and then', 'and at the
same time', etc.), 'and’ + manner (‘and in the same way', ‘and likewise'), 'and' + cause
(‘and therefore', etc.), etc.: it is autumn, so the leaves are turning brown.’

(p.117, emphasis in original)

These three subtypes of expansion are considered 'pervasive semantic types that are manifested
throughout the grammatical system’ (IFG4, p.669); i.e. they can be found at any unit of analysis
from the clause to the group and are, in a very broad sense, primarily logical relations because
they rely on a sequence of interdependency relations for their realization (IFG4, pp.666-673).
Projection, on the other hand, is a relation whereby a unit comes to function not as a direct
representation of something, but as a representation of a representation (cf. IFG4, pp.508-548,

for examples at the clausal level).

In the following sub-sections we will look at how expansion and projection (that is
expansion/projection manifested across all rank scales) unfolded in each dataset's revision
activity. To do this we will use the same format as above: the unfolding of expansion and
projection types will be represented as line graphs, where three of the four lines will represent

the three subtypes of expansion and the other line will represent projection. Once again, the X-
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axis will display the sequential ordering of revisions from the first revision to the last revision,
whilst the Y-axis will display a relative frequency count, indicating how each revision either

contributed to (added) or subtracted from (deleted) expansion/projection.

8.3.1JD1

Figure 8.11 below shows the unfolding of expansion and projection in JD1:
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Figure 8.11: Unfolding expansion and projection in revision activity (JD1)

The first subtype of expansion we will cover is extension (the red line in figure 8.11). Following
Halliday and Matthiessen's (1999) definition (above), extension typically manifests itself in terms
of the following relations (all examples are from JD1; the revision number and lexicogrammatical
system affected are provided in parenthesis):
1. Addition: 'and' (28, TAXIS: parataxis), 'while' (44, TAXIS: hypotaxis), 'also' (145, CONJUNCTION).
2. Variation: 'or' (18, TAXIS: parataxis), 'else' (69, TAXIS: hypotaxis), 'however' (46,
CONJUNCTION).
3. Accompaniment: 'with each other' (39, QUALIFICATION), 'among conversations' (53, MINOR
TRANSITIVITY), 'recorded' (5, EVENT TYPE) 'without using' (82, MINOR TRANSITIVITY).

4. Possession: 'their responses' (186, DETERMINATION), 'have contributed' (3, EVENT TYPE).

Figure 8.11 shows that extending relations appear relatively unaffected by revision activity; i.e.
extending relations never rise above +4 or fall below -5, and end at n=-2. In JD1, then, revisions
do little in the way of adding to, or subtracting from the overall number of extending relations in
the final text. For example, despite the low end count (n=-2), 64 revisions (+31, -33) involved
extending relations. This equates to an uptake ratio 32:1; i.e. out of every 32 revisions involving
an extending relation, the overall count of extending relations in the text was only altered by -1.
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The second subtype of expansion is elaboration (the grey line in figure 8.11). Elaboration typically

manifests itself in terms of the following relations (again, all examples are from JD1):

1. Apposition: 'who..." (2, QUALIFICATION: embedding), 'which' (6, TAXIS: hypotaxis), 'for
example' (32, CONJUNCTION).

2. Clarification: 'Overall' (217, CONJUNCTION), 'my own data' (3, EPITHESIS).

3. Role: 'for man' (21, QUALIFICATION), 'being the parent' (204, MINOR TRANSITIVITY), 'the

English language' (168, CLASSIFICATION).

Elaborating relations, then, expand upon an element in terms of providing additional information
that further specifies or describes it, 'restating it, clarifying it, refining it, or adding a descriptive

attribute or comment' (IFG4, p.461) .

Within JD1, elaborating revisions, as per extending revisions, appear to be a minor motif, peaking
at +6 (revision 73), falling to their lowest level at revision 204 (n=-7), and ending with the lowest
relative frequency count of n=-4. Consequently, in a similar manner to extending relations (albeit
on a smaller scale), we see from the total number of elaborating revisions (n=64) and their uptake
ratio (16:1) that the overall number of elaborating relations within this text remain relatively

unaffected by revision activity.
The final subtype of expansion is enhancement. It typically manifests itself in terms of:

1. Place: 'here' (197, CIRCUMSTANCE TYPE), 'from my study' (59, QUALIFICATION), 'in the
programme' (32, MINOR TRANSITIVITY).

2. Time: 'then' (64, TAXIS: parataxis), 'yet' (156, CIRCUMSTANCE TYPE), 'as previously
mentioned' (149, CONJUNCTION), 'when' (181, QUALIFICATION) 'during this interaction' (137,
MINOR TRANSITIVITY).

3. Manner: 'as something..."' (8, TAXIS: hypotaxis), 'by using the' (34, MINOR TRANSITIVITY),
‘on Goffman's work' (143, QUALIFICATION), 'more difficult' (54, NUMERATION).

4. Cause: 'because’ (104, TAXIS: hypotaxis), 'therefore' (24, CONJUNCTION), 'to soften' (77,
MINOR TRANSITIVITY).

5. Contingency: 'if... then' (101, TAXIS: hypotaxis), 'however' (72, CONJUNCTION), 'instead of'

(80, MINOR TRANSITIVITY).

Figure 8.11 shows that the number of enhancing relations (blue line) in JD1 increased
considerably through revision activity. For example, despite a slight dip at the start of writing,
enhancing relations peaked at n=+20 (revision 197) and finished at n=+16. Enhancing revisions,
then, seem to be an important logicosemantic type when it comes to adding meanings/features
to this text. However, before discussing the implications of this we will look at the final semantic

type: projection.
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As we have already noted, projection is a logicosemantic relation whereby a unit comes to
function not as a direct representation of something, but as a representation of a representation.
l.e. it is the projection of one element 'onto the plane of second-order, semiotic phenomena, so
that it enters the realm of metaphenomena (meanings or wordings)' (Halliday & Matthiessen,
1999, p.106). At the clausal level, Halliday and Matthiessen (2013) state that there are 'three

systems involved in the differentiation of different kinds of projection' (pp.509-510). These are:

1. The level of projection: projection of meaning (ideas) or wordings (locutions).
2. Mode of projection: paratactic ("direct, quoted") or hypotactic ("indirect, reported").

3. Speech function: major proposition (information) or major proposal (goods & services)?*.
At levels below the clause, projection manifests itself in terms of:

1. Matter (circumstantial equivalent to verbiage): 'his use of the term 'mun' (34,
QUALIFICATION), 'knowing the family' (166, MINOR TRANSITIVITY).
2. Angle (related to Sayer or Senser): 'defends himself to himself' (15, QUALIFICATION) 'to

outsiders' (167, MINOR TRANSITIVITY).

In terms of projecting revisions in JD1 (yellow line), we see a somewhat similar pattern to that of
enhancement, with projecting relations climbing in the first half of revision activity. However,
unlike enhancement, projection peaks at a lower level (n=+13, revision 126) and then evens out,
dropping slightly before finishing on n=+11. Moreover, in a similar manner to enhancement, but
on a slightly increased scale, we see that projecting revisions are more likely to add to the final

number of projecting relations in the final text (uptake ratio of 3.2:1).

Overall, then, revisions involving projection are more likely to add meanings to JD1 than revisions
involving extension and elaboration. Enhancing revisions, meanwhile, seem to be the most
involved subtype of expansion in terms of adding meanings. In order to make sense of these
findings, we can turn to the discussion held in §7.3.1.1. Here we discussed JD1's revisions in terms
of functional choice, and saw how experiential meanings/features were continually added as the
text evolved. The essay rubric/title?> was cited as one possible reason as to why this may be the
case; i.e. the title may have cued the writer to produce a more descriptive text. Therefore, we will
now examine a few of JD1's revisions in terms of the five typical manifestations of enhancement

cited above to see if this may be the case, starting with enhancement of place:

T-unit Content

7ii |and participants were aware of their right to withdraw **{from my study},.

Example 8.13: Enhancement of place through QUALIFICATION

24 A third option is 'projected minor', but there were no examples in the dataset.
% The title being 'How are face-threatening acts mitigated in interactions between friends/family?
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We have already considered this example above (example 8.8), where revision 59 added 'from
my study'. This prepositional phrase is part of a Qualifier (an embedded non-finite clause) that
post-modifies 'right'. This revision, then, is a choice in MODIFICATION/QUALIFICATION of +[Qualifier
(wprep. phrase): circumstance: enhancing: location: place], and augments description in terms of

where 'participants' may withdraw from.

The next example concerns enhancement of time:

T-unit Content

If this is the case or she states that for no reason, 148{as she hasn't had much opportunity to
53 |yet}, e @nd could be viewed as she is helping to neutralise the conversation, and ensure it is
still light-hearted.

Example 8.13: Enhancement of time through CIRCUMSTANCE TYPE
Here, revision 148 adds a hypotactic enhancing clause, part of which contains the adverb 'yet'.
This adverb is free to move around the clause?®, so it forms its own adverbial group and represents
a choice in CIRCUMSTANCE TYPE, specifically +[Circumstance type (“adverb): enhancement:
spatio-temporal: complex: terminal]. This revision, then, augments the text's descriptive power
by telling us (the reader) that up to this point in the conversation 'H' (the person being referred to

as 'she') has not had much input.

The next example concerns enhancement of manner:

T-unit Content
*His-use | by using the | efthe}, 4, term 'mun' which is Welsh slang, often used for
emphasis suggests he is trying to imply that his impression was good

28

Example 8.14: Enhancement of manner through MINOR TRANSITIVITY

In this example, revision 34 deletes what was a down-ranked clause ('His use of the') acting as a
Carrier in an intensive attributive clause, where 'suggests' is being used incongruently as a
relational rather than verbal process. It then adds 'by using the', creating a fronted dependent
clause (marked Theme). In terms of enhancement, this addition represents a choice in MINOR
TRANSTIVITY of +[Circumstance (Nprep. phrase): enhancing: manner: means]. This revision, then,
enhances the description in terms of foregrounding how (the means by which) the impression

may be said to be good.

The next example concerns enhancement of cause:

T-unit Content
104{because of t| T}..he power relationship as it were suggests that N is able to make a
command easier than J would be able to.

39X

Example 8.15: Enhancement of cause through TAXIS
Here, part of revision 104 adds 'because'. This represents a choice in TAXIS (hypotaxis) of

+[enhancement (“conjunction): causal-conditional: cause: reason]. l.e. it takes two independent

%6 The clause could be rewritten as 'as yet she hasn't had much opportunity to'.
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clauses and creates a logical relation between them, where the second clause enhances the first

in terms of a causal reason as to why the proposition of the first is likely to be true.

The final example concerns enhancement of contingency:

T-unit Content
UHowever, as | As}, previously mentioned {91}, because of the close family bond there is
not much need for such devices.

44

Example 8.16: Enhancement of contingency through CONJUNCTION

In this example, revision 91 adds 'However'. This represents a choice in CONJUNCTION of
+[conjunctive Adjunct (“adverb): enhancement: causal-conditional: specific: concessive]. This
revision, then, is used to introduce what follows as being in a contradictory relation to what was
said previously. l.e. it enhances description by linking one piece of information with another in

terms of a rational association.

From these few examples, then, we see how enhancing relations can be used to augment the
information contained within an element/clause in terms of a number of circumstantial types,
tactic relations, cohesive links, etc. However, it cannot be said that the only reason for such
augmentation within JD1 is the need for increased description (orientation to field). Rather,
enhancement is used for a number of functions that involve not just experiential meanings
(Examples 8.13 and 8.14: revisions 148 and 34, respectively), but also logical (Example 8.15:

revision 104) and textual meanings (example 8.16: revision 91).

Ultimately, because enhancement is repeatedly cited as being the most highly developed type of
expansion (e.g. IFG4, p.667). It is perhaps unsurprising that it provides a wide range of functions

that JD utilised quite effectively when revising JD1.

We have just seen that expansion through enhancement is multifunctional, and that revisions
involving enhancement do not just serve to increase the descriptive power of a text. But what of
the steady increase in projecting relations through revision activity? For this essay, JD used a
transcript of a recorded conversation to support her thesis. Consequently, she frequently used
projecting relations to introduce what those in the transcript had said (locutions) or may have

thought (ideas). Consider example 8.17:

T-unit Content
31iX | This could "*{be-implied | imply that},, she was offended

Example 8.17: Projection of locution (indirect, proposition)

In this example, part of revision 15ii creates an 'indirect' (reported) projection of wording
(locution) via the suggesting verb 'imply' combined with the binder 'that' (structural cataphoric
marker). This is an example of projection at the clausal level. However, this revision also creates

an interpersonal Theme or 'thematized comment' (Thompson, 2004, p.152), which objectively
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frames the upcoming proposition that 'she was offended'?’. In realizational terms, the revision
occurs in the VGrp and, therefore, it realizes a choice in EVENT TYPE?® of +[verbal Process (Nverb):

propositional: elaborated speech function] (IFG4, p.523).

In the following example, the mode of projection (locution) is direct:

T-unit Content

34 Using a pet name, 81{or simply just saying 'please’,}, s, Suggests a close bond.

Example 8.18: Projection of locution (direct, proposal)

Again, as per example 8.17, this revision is multi-functional. However, our focus is on how it adds
a projection of wording (locution) that is a 'direct' (or pseudo-direct) quote of 'please’. Basically,
part of revision 81 concerns a choice in EVENT TYPE of +[verbal Process (“verb)] realized as the
reporting verb 'saying'. JD uses this projecting relation to introduce what someone might say as
evidence to suggest 'a close bond'. This projecting relation, then, appears to not only add
descriptive detail relating to the data (transcript), but also provides additional warrant (in

combination with 'pet name') for an upcoming proposition.

Moving away from projections of wording, example 8.19 shows a projection of meaning (idea):

T-unit Content
28i | This suggests he 179{%54%%@4&%@%&%8{ | believes that},, his impression was good

Example 8.19: Projection of idea (indirect, proposition)

Here, revision 179 adds a projection of meaning (idea) realized as 'believes that'. This represents
a choice in EVENT TYPE of +[Mental Process (verb): 'like' type: cognitive] (IFG4, p.274) combined
with the binder 'that'. The resulting projection, like example 8.17, is an indirect proposition, only
this time it is the projection of an idea, which is attributed to 'N' (the 'he' referred to in the

example).

The next example covers projection (matter) in the Ngp via post-modification (QUALIFICATION):

T-unit Content

40ii | and looked at 109{strategies to deal with}

wsg POWer relationships.

Example 8.20: Projection of matter through QUALIFICATION

Once again, example 8.20 illustrates a revision that is multifunctional: revision 109 actually affects
3 lexicogrammatical systems. However, we will only focus on choices related to projection,
namely the non-finite embedded clause 'to deal with... ', which functions as a Qualifier to the
(new) Thing 'strategies’. In systemic terms, it represents a choice in MODIFICATION/QUALIFICATION

of +[Qualifier (»non-finite): circumstance: projection: matter]; i.e. it answers the question 'what

27 1t also realizes a choice in THEME, but this is not the focus of this section.
28 However, as | have argued elsewhere, the line between EVENT TYPE (VGrp) and TRANSITIVITY (clause) is
often blurred, so | have chosen to categorize this as EVENT TYPE because it affects only the VGrp.
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about these strategies?' by providing the answer 'these are strategies we use to contend with
power relationships'. This projecting relation, then, is used to augment description, rather than

guote or report on what someone else has said or thought.

Example 8.21 is another instance of projection below the clausal level, only this time it is

projection (angle) at the phrasal level:

T-unit Content
although this may, again, come across as an awkward and uncomfortable situation o
outsiders}.p,

66iii

Example 8.21: Projection of Angle through MINOR TRANSITIVITY

Revision 167 represents a choice in MINOR TRANSITIVITY of +[Circumstance (Mprepositional
phrase): projection: angle: viewpoint]. It provides the reader with additional information as to
whom the 'situation' may be awkward or uncomfortable to. As per example 8.20, then, this

revision primarily adds description.

8.3.2JD2

The unfolding of expansion and projection in JD2's revision is shown in figure 8.12:
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Figure 8.12: Unfolding expansion and projection in revision activity (JD2)

From figure 8.12, we can already see that the patterning of expansion and projection is markedly
different from that of JD1. The trajectories of enhancement, extension, and projection remain
relatively flat throughout the first half of revision activity, staying within +5 of the baseline. They
then fall below zero and remain in negative figures until the end of the writing process, resulting
in final counts of -5 for enhancing and extending relations, and -6 for projecting relations.

Elaborating relations, however, continually rise, climbing above +5 at revision 52 (session 1),
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reaching +10 at revision 71, and then peaking at +14 several times during session 4 (revisions 228,

234, and 237), before finally settling on n=+10.

Table 8.3 shows the uptake ratios for each subtype of expansion and projection:

Enhancement Extension Elaboration Projection
Total no. of revisions 69 45 82 28
Final relative count -5 -5 10 -6
Uptake ratio 13.8:1 9:1 8.2:1 4.7:1

Table 8.3: Uptake of expansion and projection in JD2's revisions

Again we can turn to the task's demands as one possible reason as to why enhancement,
extension, and projection remain relatively low/stable throughout JD2's revision activity. As
discussed in §7.3.1.2, this essay® called for increased interpersonal meanings (meanings that
contribute to the 'clause as exchange'). However, in discussing expansion and projection we are
primarily dealing with ideational semantics. l.e. we are dealing with meanings that primarily
contribute to the 'clause as representation'. Looked at from this perspective, it is possible to see
why elaborating relations may be slightly more involved in revision activity than extension,
enhancement, or projection. Elaborating relations primarily expand upon an element, 'restating
it, clarifying it, refining it, or adding a descriptive attribute or comment' (IFG4, p.461). In
constructing an argument a writer has to: (1) analyse, evaluate, and present content; (2) develop
a position (clause by clause) in relation to that content; and (3) present that position coherently
(overall text). Elaborating relations are important attributes when it comes to all three of these
points and, thus, we could initially surmise that increasing elaborating relations may serve a
supporting role in providing sufficient warrant for an argument. For example, consider the

following elaborating revisions:

T-unit Content
The restricted code 14{assumes all speakers share understanding on a topic of
conversation},ea

4i

Example 8.22: Elaboration through TRANSITIVITY

Revision 14 adds a new Rheme to T-unit 4i. This addition represents a choice in TRANSITIVITY.
Specifically, it creates an intensive identifying clause (sign) via the verb 'assumes', creating an
identifying (or equative) relation between an Identified element ('The restricted code') and its
Identifier (‘all speakers..."). This kind of extraposed complement clause is common in academic
writing (Biber, Johansson, Leech, Conrad, & Finegan, 1999, p.674) and, in this instance, it enables
ID to distance herself from what is effectively a definition of 'The restricted code' by using a verb
that has judgemental connotations. This single elaborating relation, then, whilst primarily

ideational and providing a definitional function, is also used to obscure the true source of an

29 'Argue for or against the claim that there are cultural differences in early language socialization that might
affect a child's chances of success at school'.
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appraisal, because it carries with it an interpersonal overtone, embedding a depersonalized and

evaluative stance throughout the clause.

Example 8.23, illustrates an elaborating revision at the group level.

T-unit Content

Heath's 27{ethnographic}FP study on three communities in the south-eastern United States,
25 each with different language socialization, {27} has shown that how children are brought up
at home can affect on how well a child does in school

Example 8.23: Elaboration through EPITHESIS

Revision 27 inserts 'ethnographic'. This adjective comes to functions as an Epithet within a
complex NGrp functioning as Subject/Actor in a process of 'showing'®. This Epithet elaborates
upon the Subject/Actor by clarifying what kind of 'study' it was. It could be argued that the
addition of this elaborating element adds credence to the proposition held within the N-Rheme
by stating that Heath's research was ethnographic; i.e. JD is increasing the credibility of Heath's

research, which, in turn, supports her upcoming argument3.

Revision 33 below has a comparable function:

T-unit Content

Heath's ethnographic research on three communities in south-eastern United States, each
25 with 33{completely}cp different language socialization, has shown that how children are
brought up at home can affect on how well a child does in school

Example 8.24: Elaboration through ASSESSMENT

Revision 33 adds 'completely' to the same NGrp we discussed above. Only this time, 'completely’
functions as an attitudinal (or interpersonal) Epithet (IFG4, p.376) that modifies 'socialization'.
This noun is, itself, part of a Qualifier ('each with...") that provides an extending relation to another
Qualifier (‘on three communities..."). As per example 8.23 above, this small modification provides
a subtle supporting role to JD's unfolding argument and, as noted in many SFL publications, shows
how interpersonal meanings are often realized prosodically (i.e. spread throughout the clause at

the lexical level).

Ultimately, these examples show how the addition of a single element, whilst providing a small
contribution to the text as a whole, can play a subtle role in augmenting both experiential and
interpersonal meanings and this, in turn, can aid the writer in constructing a particular point of

view without injecting an explicit subjective stance.

30 The main process/verb: 'has shown' is underlined.
31 She frequently used Heath's findings to support her propositions.
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8.3.31D03

Figure 8.13 shows how revision activity in JD3 unfolded in terms of expansion and projection:
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Figure 8.13: Unfolding expansion and projection in revision activity (JD3)

Figure 8.13 shows that the number of extending relations contributed through revisions
remained relatively low, ranging from -2 to +4, and ending on +4. Projecting revisions, meanwhile,
showed slightly more movement, ranging from -8 to +1, and ending on +1. These low figures
suggest that extending and projecting relations are minor motifs when it comes to revision in JD3,
and if we look into the overall number of revisions involving extension and projection, this initial
assumption is somewhat accurate. More specifically, there are only 25 projecting revisions (+14,
-11) and 40 (+23, -17) extending revisions. These figures result in uptake ratios of 25:1 for

projection and 10:1 for extension.

If we look at enhancing and elaborating relations, however, these appear to be more prominent
motifs. More specifically, we see that both relations steadily increase through revision activity,
resulting in final figures of +14 for enhancement and +13 for elaboration. In terms of uptake
ratios, there were 58 (+36, -22) enhancing revisions, and 86 (+48, -38) elaborating revisions,

resulting in relatively high uptake ratios of 4.1:1 for enhancement and 6.6:1 for elaboration.
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8.3.4 BB

Figure 8.14 shows BB's revision activity in terms of expansion and projection:
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Figure 8.14: Unfolding expansion and projection in revision activity (BB)

Although we saw in §8.1.4, figure 8.4, that experiential meanings in BB rose to +24, and logical
meanings to +4, the graph for expansion and projection above shows a different picture.
Expansion and projection are prime motifs in SFL's view of ideational semantics (Halliday &
Matthiessen, 1999). Consequently, in order to understand why they appear to be
underrepresented in BB's revision activity, we need to examine what BB's experiential and logical

revisions realized.

Firstly, 8 of BB's +25 experiential revisions involved THING TYPE (+10, -2). This system is concerned
with distinctions amongst nouns, and relates to the numerous ways material and semiotic 'things'
(animals, objects, abstractions, etc.) are labelled and taxonomized. Consequently, choices in
THING TYPE do not directly contribute to expansion or projection because it is where the Thing is
chosen, and if we recall from §6.1.3, the Thing is the nucleus (of a Participant) around which other
(modifying) elements orbit. It is these orbiting elements that have the potential to provide
expanding or projecting relations. Specifically, these orbiting elements have the potential to
extend (e.g., possessive determiners), elaborate (typically Epithets/Classifiers), enhance (typically
Numeratives), or project (e.g., Qualifiers) a relation between themselves and the Thing
(Participant). Therefore, if we remove revisions involving THING TYPE, we can reduce the number
of experiential revisions that have the potential to contribute to expansion/projection to +17. Ten
of these remaining +17 experiential meanings involved DENOTATION. Choices in this system are
realized at the word rank, and in BB these involved changes to 2 main verbs/processes, 1 post-

Deictic, 3 conjunctions, and 4 nouns/participants. All of these changes involved synonymy, where
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a word from one word class was swopped with another word from the same word class, yet the
same core meaning was retained (e.g. in revision 8 'commissioning' is changed for 'initiating').
Consequently, as per THING TYPE, DENOTATION contributes little in the way of expansion or
projection®. Taking this into account, we can again reduce the number of experiential revisions
with the potential to provide expanding/projecting relations to just 7. Ultimately, then, looking at
expansion and projection from this viewpoint (i.e. from the bottom up), we can see why figure
8.14 shows little change in terms of expansion and projection types, because there were only 11

revisions made that at the potential to provide expanding or projecting relations.

Section summary

To summarise, then, examining all four datasets in terms of revisions involving logico-semantic
types reveals a markedly different outcome to our comparisons of experiential and logical
revisions. Fundamentally, whilst there were noticeable patterns in terms of lexicogrammatical
choices (function/rank) that permeated between writers and their texts, when we moved the
analysis into the semantic plane of language (ideational semantics), and focused on just the
ideational function (experiential and logical) there was much greater variation between writers
and their texts as evidenced in figures 8.10 through 8.13 and their corresponding uptake ratios

as shown in figure 8.15:

Uptake ratio of expansion and projection in revision activity
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Figure 8.15: Uptake of expansion and projection in revision activity across all four texts

This increased variation is no doubt due to the fact that we have increased the delicacy of our

analysis by categorizing ideational revisions in terms of the four semantic types. This effectively

32 Synonymous words have the same logicosemantic relationships with the words/elements around them.
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combined two functions (experiential and logical), whilst also conflating all the ranks—expansion
and projection are pervasive semantic types that permeate all levels of the content plane of
language. As Matthiessen (2015) argues, it is in investigations of expansion and projection that
we see the greatest variation across text-types in terms of circumstances of time, manner, cause,
etc. It is here, then, that we would be more likely to find subtle differences between Discussions
and Expositions (both members of the 'Essay' genre family, cf. Chapter 4). For example, although
both text-types fall within the same genre family, each one calls upon slightly different kinds of
descriptions to be built—Discussions call more on factual information, Expositions call more on

recounting information.

Summary

In this chapter we moved away from a synoptic view of revisions and explored revisions in terms
of dynamic description (unfolding choice). Specifically, this chapter has been an attempt to
examine 'product-process relationships' in terms of an unfolding linguistic description (i.e. an
analysis based in the logogenetic timeframe). The aim of this exploration was to address the final
RQ: 'ls there a relationship between how a person writes and the perceived quality of their

text(s)? |.e. does the process affect the product?"

In terms of unfolding lexicogrammatical choices (function and rank), there appeared to be some
commonalities between the writers and their texts. Specifically, in §8.1 we saw that experiential
and interpersonal revisions were more likely to increase/decrease the number of
meanings/features in a text, and that their uptake ratios were somewhat similar across all four
datasets. Textual and logical revisions, on the other hand, were less likely to increase/decrease
the overall number of textual/logical meanings/features in the final text, and their uptake ratios

showed much greater variation across datasets than experiential/interpersonal ones did.

In §8.2, we saw how the NGrp (and its associated elements) was the key rank constituent involved
in unfolding choice in revision activity in all four datasets. However, we saw via their uptake ratios
that NGrp elements were more likely to be added/removed by revision activity in JD3 (5.5:1) and
BB (9.1:1), whilst the overall number of NGrp elementsin JD1 (22.5:1) and JD2 (16.1:1) remained

relative stable.

In §8.3 we moved away from lexicogrammatical choice and made a brief detour into semantic
choice. Specifically we looked at unfolding revision activity in terms of ideational semantics.
Specifically, logicosemantic types. The main aim here was to illustrate how a change in (analytical)
perspective could give us a different, yet complementary view on the same phenomenon.

Consequently, through our examination of unfolding revisions in terms of logicosemantic types,
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we saw how a common thread of increased experiential meanings in revision activity, and a
relatively low amount of movement in the number of logical meanings (cf. §7.1 and §8.1) could
be broken down into a more delicate analysis, which showed much greater variation between
texts. The cause of this variation could be down to the types of constituents being altered in each
dataset, which was more fully explored in each subsection, particularly in light of BB's revisions,
and reflects the findings of current research that indicates how circumstance types are

distributed differently in different text-types.

The next, and final chapter concludes this thesis by drawing together the underlying threads,
discussions, and findings of the previous 8 chapters. It begins by summarising the thesis's overall
contribution with regard to research into how writers revise, SFL studies into academic writing,
and, finally, studies into student writing in general. We will then consider the study's major
findings, its limitations with regard to these findings, avenues of interest for further research, and
concludes with some reflections on current research alongside a brief afterthought on this thesis

and its subject matter.
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Chapter9 Conclusion
Introduction

From a theoretical viewpoint, the analysis drew on SFL's social semiotic view of language,
particularly its underlying tenets of paradigmatic choice and the metafunctional organization of
language. The key aim here was to move away from purely synoptic descriptions of written text
and attempt to model written text dynamically. In so doing the purpose was to mirror research

into the logogenesis of the spoken mode (e.g. Yang, 2010) in the written mode.

A second theoretical motivation was to combine a field of research usually associated with
psychology (i.e. writing processes and revision activity) with an established linguistic framework
(SFL). This motivation aimed to bring together two separate, yet complementary perspectives, in
a systematic and beneficial way, and thus aimed to build on the experimental work of others
(notably, O'Donnell, 2013). The underlying purpose of this combinatory approach was to show
that the writing process and the unfolding of written text can be studied in terms of semogenesis
(cf. Chapter 3), or how language meanings/features evolved through revision activity. This
motivation, then, was primarily a means to argue for an additional perspective to compliment

studies into what writers do by also studying how writers create and shape meaning (in real time).

As a way in to the data, we began with the mechanics of writing, or how the two students involved
in this study created and revised text. The underlying aim here was to address the first set of
research questions (RQs) in terms of normal text production (time spent typing, words typed,
etc.), and revision activity in terms of time and space. Temporally, we looked at how revisions
unfolded sequentially, both within writing sessions and across the writing process as a whole.
Spatially, we looked at revision movement within or across functional components (or 'slots')
related to the clause as message. Here, the analysis used the concept of 'texture', specifically the
choices associated with thematic function (textual meaning at the clausal level), as a sensitizing
concept, allowing revisions to be examined in terms of 'slots' where choices in THEME/RHEME
could be realized. Ultimately, this operationalized revision movement in terms of textual
meanings at the clausal level, and allowed revisions to be categorized as one of four types (FPs,

CPs, INSAs, and INSBs?).

After modelling the mechanics of writing, we then looked at revision activity in terms of its
linguistic contribution to a text. Consequently, revisions were examined in terms of language
metafunctions (experiential, logical, interpersonal, and textual), ranks (clause, phrase, group,

etc.), and lexicogrammatical choices (the systems of English as espoused in IFG4). These analytical

LA 'catch-all' category of INSs was also used for revisions that could not be coded.
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concerns were initially modelled synoptically in Chapter 7 (revision as a static product) and then

dynamically in Chapter 8 (revision as an unfolding process).

In what follows, these broad motivations, concerns, and resultant findings will be outlined in
detail. The first section (§9.1), summarizes the contributions of this thesis to individual strands of
research. The second section (§9.2) presents the major findings of the study in terms of the 3
main RQs that provided the basis for each of the literature review chapters (Chapters 2-4), and
framed the discussions that followed them (Chapters 6-8). In §9.3, | attempt an honest criticism
of this thesis (particularly its methodology) by outlining its limitations, and providing some
suggestions on how these may or may not be overcome. The final section (§9.4) reflects upon the
theme of the overall thesis and considers how the approach taken in this thesis, and its findings,

may advance the study of student writing.

9.1 General contributions of study

9.1.1 Research into revision activity

Firstly, the study contributes to research into digitally constructed texts that are produced in a
natural (non-experimental) setting (Leijten, Van Waes, Schriver, & Hayes, 2014). It did this by
enabling the participants to record their own writing activity using keystroke logging (KSL)
software. Hence, | was not present during any of their writing sessions, and they were free to
choose when and where they worked on their essays. Moreover, once the program was set to
record, it did not interfere with the students' normal writing activities or processes, such as verbal

protocols or researcher interventions may have done.

Secondly, by examining revisions in terms of language functions and structures, this study has
filled a void in process research in general (Abdel Latif, 2008), whilst also taking the first step
toward developing a methodology/framework by which to examine revision activity through the
lens of Systemic Functional Linguistics (SFL). In this respect it brings together two major analytical
approaches: keystroke logging and text linguistics, and adds a new level of analysis to a growing
field of research that is constantly developing new techniques and methods for examining writing

behaviour (Leijten & Van Waes, 2013; Lindgren & Sullivan, 2006).

Thirdly, by examining the locations and frequencies of revisions, it has contributed to research
that looks into the general properties of revision activity (Galbraith & Torrance, 2004; Hayes,
2004; Wallace et al., 1996). And by examining such properties in relation to text quality, it has
provided further evidence that how a writer revises is not the decisive factor in determining a
text's quality (Rijlaarsdam, Couzijn, & Van den Bergh, 2004). In a similar vein, whilst some research

suggests that writers typically lean toward one of two approaches to writing, reflecting a broad
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distinction between planners/high-self monitors and free-writers/low-self monitors (Galbraith,
2009; Levy & Ransdell, 1996; Torrance, Thomas, & Robinson, 2000), there has been little research
into the benefits of either. This study has shown that in terms of the quality of the end product
(receiving a final grade for an essay), there may be no benefit to using either approach, because
although JD appeared to be a free-writer/low-self monitor and BB appeared to be a planner/high-

self monitor?, they both received grades of over 70%.

9.1.2 Research into the lexicogrammatical features of writing

The primary contribution of this thesis into lexicogrammatical studies of writing is that it builds
upon the extreme rarity with which the logogenesis of written text is examined (Lindgren &
Sullivan, 2002), particularly within SFL (O'Donnell, 2013). Fundamentally, research into text as
process (dynamic descriptions based on paradigmatic choice) has primarily focused on spoken
conversation (e.g. O'Donnell, 1999; Ventola, 1987; Yang, 2010), whilst research into text as
product (synoptic descriptions) has been decidedly retrospective®. This focus is particularly
evident in Australian ‘Genre Theory’ (Christie, 2012a), where an Essay is seen as ‘a staged, goal-
oriented social process realised through register’ (Martin, 1992, p.505). And although some
studies have looked at the logogenesis of meaning within written texts (Klein & Unsworth, 2014;
Martin, 2011), they have used finished texts as the basis of their analysis. Consequently, with the
exception of O'Donnell (2013) there has been no research into how lexicogrammatical choice
unfolds as text is being written. This study attempted to fill this void via a pseudo-logogenetic*

analysis of the evolution of four academic essays.

As a secondary contribution, this thesis adds to the number of studies that examine the language
of schooling through the lens of SFL (Achugar & Colombi, 2008; Christie & Derewianka, 2008),
particularly those which examine academic texts from a synoptic standpoint® (Aull & Lancaster,
2014; Hood, 2010; Martin, 2013; Wignell, 2007). In this vein, it has provided further evidence that
student writing is fundamentally different to that of more experienced writers, as proposed by
many scholars (Nesi & Gardner, 2012), and that some features found in 'model' texts are not
necessarily that important when it comes to the functionality (or reception) of student texts. For

example, although both writers used grammatical metaphors in their texts, the level of such

2 The only other major difference between their datasets was the amount of time they spent working on
their essays, but this could be accounted for by the time BB spent surfing the internet.

3 No doubt due to the difficulty of such a detailed level of analysis (cf. Ventola, 1987).

4| say pseudo as it examined logogenesis in terms of how revisions shaped each text. To examine the
logogenesis of four texts in terms of normal production would be a monumental task. For example, a total
of 845 revisions were made across the four datasets, which equated to 1438 systemic choices. The overall
number of words typed = 9735: if we were to make a rough estimate based on the systemic choices present
in 845 revision, 9735 words typed could equal somewhere in the ballpark of 16,566 systemic choices.

> Cf. the descriptions provided in Chapter 7 of this thesis.
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'metaphorizations' in some datasets was so low that they seemed to have little impact on the end
text's functionality. Conversely, NGrp complexity was shown to be an important concern when
revising, which accords with the oft cited finding that academic writing tends to include high

numbers of complex NGrps (cf. Chapter, particularly §3.2).
9.1.3 Research into student writing in general

The combination of KSL and an SFL-based analysis gave valuable insights into how revision activity
contributed to the unfolding of meaning (or language choices) in each text. In this light, the study
can be broadly situated within research that aims to explicate what writers do when they write
on computers (Leijten, Van Waes, et al., 2014), how what they do contributes to meaning-making
practices (Christie, 2012b), how material and symbolic spaces come to affect the writing process
(Mills, 2016), how technology mediates writing (Haas, 1996), and how writers navigate new
technologies (Stapleton, 2010, 2012). The findings also provide valuable insights for research that
looks into how we can improve the academic writing of students (Coffin et al., 2003), particularly
with respect to the importance of NGrps (Fang, Schleppegrell, & Cox, 2006; McCabe & Gallagher,
2008).

Ultimately, by examining how these two students revise for meaning (language choices) rather
than how they revise in general (physical practices), the thesis has pointed toward the possibility
of a new perspective into examining the writing process—one based on semogenesis through
revisions activity. It may be that by using such an approach, we can increase our understanding
of what student writers deem as important when (a) adding new meanings to their texts, (b) fine-
tuning existing meanings, and (c) bringing these meanings together in light of an underlying

goal/purpose.

9.2  Major findings

The first major finding was perhaps the most unsurprising, in that it showed how some students
are unlikely to compose an essay in one session but, instead, they spread out their activity over a
number of days/weeks. These multiple sessions reflect the key point of the first quote of this
thesis:

'the composed utterance has a history where a sequence of interactions and

possibly a series of externalized inscriptions have been organized around the project
of a final text/performance.' (Prior, 2009, p.27)

However, as we saw in §6.1, the majority of these 'externalized inscriptions' came during the first
two writing session of each writer, where they added the majority of their content/ideas during

two intense periods of activity that were far longer than the rest of their sessions. After this initial
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burst of activity, text production tapered off, and the remaining sessions were used to add small
bits of information and fine-tune existing text. Moreover, from examining their revisions, we can
tentatively conclude that these two writers did not use revision rounds to shape their text toward
more complex structures by replacing simple structures with more complex ones, nor did they
solely increase the complexity of their texts by adding units such as embedded figures or
grammatical metaphorizations. Fundamentally, it appeared that if the features cited as integral
to academic writing (cf. Chapter 3) were present, many could be found in the initial drafts. From
this observation, then, we can conclude that these two writers seem to have already been
engaged with many of the expectations of academic writing from the start. However, both writers
appeared to use certain revision functions/structures to add meanings, whilst they used other
revision functions/structures to bring these meanings in line with the expectations of the genre

at hand. These shall be outlined in more detail below.

The second major finding relates to how each writer actually wrote on their computer. We saw
how, overall, the two writers (JD and BB) seemingly reflected the two major poles of writing styles
or 'signatures' cited in the literature (cf. §2.3 and §6.2). From the evidence provided, we saw how
JD could possibly be classed as a free-writer/low-self monitor and BB as a planner/high-self-
monitor. However, yet further evidence based on the language of their revisions seemed to
suggest that 'signatures' could extend beyond that of writing activities (or processes), and may
also manifest themselves in the language structures and functions that writers attend to.
Consequently, it was suggested that these commonalities in revising language functions,
structures, and lexicogrammatical systems could be conceptualized as a kind of 'text-type
signature' derived from the registerial expectations of the genre/text-type being written; i.e. in
conjunction with 'writing signatures' (how a writer writes) there could be the possibility of 'text
signatures' (what revisions do linguistically), which are dictated by the functional demands of a
genre (in this instance, the academic 'Essay'). Such 'text signatures' would call for increased
attention to certain linguistic elements as explicated in the next paragraph. Ultimately, though,
in both instances the quality of the finished product was not affected by how a writer wrote,
which lends evidence to the proposal of Galbraith and Torrance (2004) that 'poor' planners
(possibly JD) may compensate by having stronger revision skills, whereas 'good' planners (possibly

BB) may not need to develop strong revision skills.

The third major finding was that the NGrp was the rank constituent where most revision took
place. As noted in §3.3, and further expanded in §7.2 and §8.2, academic writing is often said to
be nominal, which results from a writer's need to reconstrue notions, events, and dynamic
happenings into things that can be judged, evaluated, quantified, taxonomized, etc. Furthermore,

the NGrp typically provides the basis for where information concerning the major Participant(s)
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of the clause can be found (major participants being those which take textual prominence in the
Subject Theme and N-Rheme 'slots'). Moreover, it is also the structural component that has the
most potential for encoding the four functional strands of language, whether it is textual (e.g.,
DETERMINATION), interpersonal (ASSESSMENT), experiential (QUALIFICATION, CLASSIFICATION, etc.),
or logical (MODIFICATION). For instance, if we look at the table of lexicogrammatical systems for
English (§5.6.2.3 and IFG4, p.87), we see that systems at the rank of the NGrp are the most
numerous of all the function/rank correlates. It is perhaps unsurprising then, that this would be
the key rank level constituent where writers would focus most of their attention, because it

affords the producer of language a great deal of choice in fine-tuning meanings.

The fourth major finding relates somewhat to the third, in that the primary site where revision
activity took place in terms of 'the clause as message' (thematic function) was the N-Rheme. As
hinted at in §3.5, and expanded upon in §5.6 and §6.2.4, a key contributor to the creation of
coherent grammatical patterning is the ability to provide the reader with cues as to whether
information should be taken as newsworthy (New) or something already known (Given). The
realization of such 'cues' depends heavily on the ability to project a referent as recoverable from
the context or co-text. In the spoken mode, any potential ambiguity can be negotiated by the
speakers involved (H. H. Clark & Wilkes-Gibbs, 1986). In the written mode, however, it is the
writer's responsibility to provide sufficient linguistic markers, so any such ambiguity is avoided.
However, research has shown that higher rated essays tend to include more information at the
start of clauses®, in a sort of extended theme that not only contextualises what comes next, but
also explicitly outlines how a clause and its participants relate to previous clauses and the content
surrounding it (McNamara, Crossley, & McCarthy, 2010). Yet, the findings in this study show that
in revising their essays, these two writers attended more to what came at the end of the clause
(the N-Rheme). Consequently, it was suggested that revisions focused more on the goal(s) of the
text, as content was elaborated upon, nominal structures were made more informationally
dense, and that part of the clause which was likely to be more salient to the reader also became
more salient to the writer come reviser. However, as students are no doubt learning about a topic
as they write, it may also be the case that the N-Rheme becomes the primary means (or site of
mediation) by which they develop their own understanding of what it is they are writing about.
In essence, the N-Rheme may well be where new ideas are brought to the forefront not just for
the reader, but also for the writer, who may be using this part of the clause as a means to
visualise/realize their own thought patterns, creating a kind of dialogue with themselves via the

medium of the screen, and the specific locale at the end of a clause.

6].e. more words before the main verb.
213



The fifth major finding was that five lexicogrammatical systems were most prominent when it
came to revision activity. These were, in order of the most frequent first, DETERMINATION (textual,
NGrp), THING TYPE (experiential, NGrp), TAXIS (logical, clause nexus), EVENT TYPE (experiential,
VGrp), and QUALIFICATION & MODIFICATION’ (experiential/interpersonal & logical, NGrp). In §7.2,
we discussed how two of these systems (DETERMINATION and QUALIFICATION) contributed to NGrp
complexity in terms of specification and informational density. NGrp complexity is frequently
cited as a both a key enabler of meanings in academic writing, and as a reflection of 'good'
academic writing in general. EVENT TYPE, on the other hand, is said to be the verbal analogue of
THING TYPE, and concerns choices involving the Process. Choices in THING TYPE and EVENT TYPE,
then, reflect choices in nouns and verbs, respectively (i.e. open class words), and as such perhaps
their increased inclusion in revision activity is a little unsurprising, because open class words have
a much higher pool of potential 'candidates' or meanings that a writer can choose from, and as
such they may lend themselves to indecisiveness on the part of a text's producer. However,
choices in EVENT TYPE represent more than just synonymy (such as those represented by
DENOTATION or CONNOTATION). For example, changes involving EVENT TYPE typically led to the
relationship between the major participants being construed in a different manner. Here, then,
we have choices at the group level (EVENT TYPE) closely tied to choices at the clausal level
(TRANSITIVITY), as well as to choices at the semantic level (syntagmatic reconstruals of figures via
changes in logico-semantic type). This meant that changes to the main Process were much more
complex than say changes to THING TYPE, and as such a more delicate level of analysis would be
needed to ascertain exactly what it was that these choices represented. Such a detailed level of
examination was beyond the scope of this thesis, but further research in this vein would do well
to make use of Neale's (TBP) detailed taxonomy of Process types. With such an examination, for
example, choices in EVENT TYPE could be examined in terms of both lexicogrammar (Process type)
and semantics (logicosemantic relation it provides at the clausal level). Here, we may see a
tendency for the inclusion of certain processes over others as revision unfolds, such as the oft
cited remark that academic writing makes extensive use of Relational processes (Halliday &
Martin, 1993). In terms of TAXIS (parataxis/hypotaxis), we saw how revisions were more often
than not used to 'fine-tune' existing text, rather than add or subtract from the overall number of
tactic links in each text. This fine-tuning primarily involved choices in logico-semantic type?,
particularly paratactic extension and hypotactic enhancement (cf. §8.3). However, logico-
semantic type is a pervasive semantic system rather than a lexicogrammatical one. Consequently,
the discussion in §8.3 highlighted how a combination of perspectives, or more specifically a move

toward a top-down perspective (Halliday, 2009) can significantly alter a study's findings. For

7IN IFG4, modifiers are seen to have a dual function, as they are both experiential/interpersonal and logical.
8 The three sub-types of expansion: enhancement, elaboration, and extension, as well as that of projection.
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example, we saw how a shift into ideational semantics changed what was a seemingly widespread
pattern—an increase in experiential meanings across all four datasets and a relatively stable level
of logical meanings as revision activity unfolded—into a more delicate, and thus varied

representation of these meanings in terms of expansion and projection.

The sixth major finding relates to the uptake of revision functions. More specifically, it was found
that experiential and interpersonal meanings were more likely to be added through revision
activity, whilst the overall number of logical and textual meanings in each text was more likely to
remain the same despite being quite considerably involved in revision activity. This difference was
revealed in our examination of uptake ratios in §8.1, and appears to reflect the fundamental
difference between meanings that have evolved a communicating function (experiential and
interpersonal), and meanings that have evolved an enabling or organizing function (logical and
textual), as explicated by Halliday (1975). Fundamentally, adding content (orienting to field) and
presenting opinions (orienting to tenor) draws heavily on experiential and interpersonal
meanings, respectively, and it is these meanings that contribute more to the unfolding content
and opinion(s) of each writer's text(s). Organizing this content/opinion, though, relies on the
textual function (orienting to mode) and the construal of logical connections (connecting figures
in sequences). It appears to be the case, then, that the addition of new content via insertions
(experiential and interpersonal meanings) subsequently relies upon a reorganization of the text

and the connections within it (textual and logical meanings).

To conclude this section, we can say that investigating revision activity in terms of semogenesis
has revealed some interesting findings in relation to how these two writers composed their
respective academic essays. However, it has also shown that there is a great deal of variation
between writing sessions, and when individual lexicogrammatical choices are made. Ultimately,
though, perhaps the two most important conclusions are: (a) it is possible to examine written text
as a dynamic process in terms of semogenesis, and (b) such an examination highlights that it is
not only important that we study practices (how writers write), and products (what writers
produce), but also the language (functions and structures) that 'good' writers attend to when
composing specific texts—i.e. choices they make in the course of semogenesis (meaning-making),
and choices they make when they switch from text producers (writers) to text revisers (readers),

and attend to the meanings/features found or not found in such texts.
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9.3 Limitations and further research

As Levy and Ransdell (1996) noted two decades ago:

"It is generally accepted that data help shape theories, and research methods limit
data. So an understanding of a process as complex as writing is determined at least
as much by our methods as our data.' (p.160)

KSL as a methodology is primarily designed to record 'translation' and 'transcription’, which are
aspects situated at the process level of Hayes' model (cf. Chapter 2). However, there are no doubt
many more distributed processes occurring in the writer's mind. The most significant of which for
this thesis are language choices not directly realized on the page, and the non-digital sources
writers use when constructing texts (i.e. material interactions). Consequently, whilst KSL allows
us to examine written language choices akin to false starts, hesitations, reconstruals (e.g.,
paraphrases), etc., there is still the possibility that a great deal of choice is internalised, confined

to the mind of the writer (as was probably the case with BB®).

One way to illuminate at least some of these internalized 'thoughts/actions' would be to ask
participants to note down any deliberations as they write—a kind of 'written verbal protocol’,
which they can delete afterwards. This kind of 'hidden' note taking'® would be invaluable to the
researcher, and although it could be said to be somewhat distracting in the same way as criticisms
levelled at verbal protocols, and that it would still only reveal conscious/explicit thoughts/actions,
the writer would still be engaged in the written mode, so it should be less distracting from the

task at hand.

Secondly, whilst KSL allows for a very fine grained analysis, this also equates to huge amounts of
data that can be difficult to interpret, especially when looking at individual language choices.
Consequently, preparing, coding, and manually cross-referencing this data in a robust and
systematic manner takes a very long time and, thus, the amount of data one person can analyse
is severely limited!. However, Inputlog (the KSL software used in this study) is being continually
developed, particularly in terms of its automatic linguistic analysis. For example, during the course
of this thesis (3 years) the Inputlog team have made great inroads in isolating revision activity at
the word and phrase level (Leijten, Engelborghs, et al., 2014). Consequently, future studies may

well be able to incorporate Inputlog's increasing functionality and combine it with an SFL-based

% She confirmed in her comments that she formulated sentences in her mind before typing them.

10 Some very experienced writers use similar strategies to enable them to continue writing when they
encounter a problem in text production, such as a disfluency in idea generation. In a current study of one
prolific novelist, for example, Marielle Leijten and Luuk Van Waes note how one writer does just this
(personal communication).

1 Forinstance, to turn a 'synoptic text' into a 'dynamic text' took approximately 120 hrs of data preparation,
coding, and filtering; To then analyse this dynamic text took a further +200hrs. Consequently, it was only
feasible for this thesis to focus on four undergraduate essays.
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corpus tool, such as Mick O'Donnell's UAM Corpus Tool. This would greatly speed up data
preparation and coding and allow for larger datasets to be examined in the same time scale, as
well as for allowing the examination of revision movement in terms of other clausal-level systems

besides THEME/RHEME (e.g., TRANSITIVITY, MOOD, etc.).

Thirdly, because of the nature of KSL, it was difficult to recruit participants. Specifically, many of
the students approached either thought that (a) KSL was too complicated to use, or (b) would
record things that they did not want to be recorded. Moreover, because the program interacted
differently with different computers??, this caused unforeseen circumstances; the main downside
of which was that it sometimes failed to run correctly (collecting only partial information), or
would not run at all, which led to some participants dropping out. If | were to repeat this study, |
see two possible ways around these problems: (1) provide the students with university owned
laptops that were already tried and tested for use with Inputlog, such as those used in some of
the department's modules, or (2) obtain further training for the participants and myself in some
of the more advanced features of both anti-virus programs (the cause of many problems) and

Inputlog??.

Another limitation was that the coding scheme for revision movement relied on tracking the
cursor position. This decision was based on the assumption that the writer's main focal point
would be in close proximity to the text's leading edge (last point of inscription). This assumption
has several limitations. Firstly, whilst we can see from KSL data how long a writer takes between
making the last inscription (leading edge) and any subsequent inscription, we cannot say for
definite where the writer's attention lay between these movements, of if they focused for longer
on one piece of text than another. Clearly the use of eye-tracking software would go some way
to dealing with this limitation. However, the use of such software would have added an additional
layering of analysis that would have been beyond the limits of a single researcher working in
isolation. Nevertheless, as noted by numerous researchers (Olive & Passerault, 2012) studying
writers' reading processes would undoubtedly increase our understanding of how they used their
own text to generate new text/content and how they navigated amongst the existing ideas within

their text.

Any similar studies in the future may also want to try to match up the situational characteristics
of writing sessions, so as to better contextualise the differences between them. For example, the
surroundings, work space setting, etc., may have had an effect on how and what each writer

wrote. Such information could be entered into MS Word by the participants at the start of each

2 For example, the program seemed to be quite 'glitchy' on computers that ran different anti-virus
software.
13 No. 1 seems the most feasible, and would ensure screen sizes, keyboard sizes, etc., were identical.
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session, and this could then be deleted, leaving a record only in the IDFX files. Alternatively, they
could be asked to take photographs of their workspace with their smartphones, which would

automatically include date/time stamps.

In terms of the linguistic analysis, there were clear limitations with regard to the level of detail (or
delicacy) that could be covered. For instance, whilst selections in THING TYPE and EVENT TYPE were
amongst the top five systems involved in revision activity in all datasets, it was not feasible to
examine what these selections represented at the lexical level. For example, by examining more
closely selections in EVENT TYPE, the analysis may have revealed interesting shifts toward a
particular Process typel®. A more fine grained analysis might also reveal interesting patterns with
regard to the verbs and nouns involved in revision activity in terms of their frequency of
occurrence in the English language; for example, such an analysis may show an increase in
infrequent lexis through revision activity®®, which would coincide with Halliday's remarks (Chapter
3) that infrequent items can contribute to the overall impression of a text's complexity, with

academic text frequently being cited as more 'complex' than other text-types/genres.

Moreover, the similarity of some of the uptake ratios (particularly revision functions) seems to
warrant further exploration with a larger dataset, as does the apparent importance of some rank-
level constituents over others, and the top five lexicogrammatical systems involved in revision
activity. If these figures can be corroborated, then there are obvious pedagogical implications for
focusing on these functions/ranks/systems for this particular genre (i.e. the 'Essay'). Furthermore,
it would be interesting to see if the same function/rank/system(s) would be affected when
revising different text-types within the academic genre family. For example, one would expect
that revising a Narrative may call on increased revisions to logical connectors and

Circumstances/Qualifiers of time and place?®.

Furthermore, as noted in Chapter 7, although studies into the cognitive benefits of maximal
identification have revealed that the majority of overspecifications ¥/ do not alter the
recoverability of referents (Arts, Maes, Noordman, & Jansen, 2011, p.371), it was clear from this
study that both writers created (and maintained) overspecified referents through revision
activity. These 'overspecifications' often appeared to be somewhat superfluous in light of

identifying referents and providing information that could not have been deduced from the

14 1n academic writing, for e.g., research shows that relational processes take precedence over other
process types

15 E.g., explorations into CONNOTATION revealed that the formality of lexis was most likely to be increased
via INSAs (revisions typically representative of proofreading practices).

16 This kind of examination can also be applied to 'phases' of text. However, this would involve intense
manual coding of the data, as such analyses are highly involved (Rose, 2006).

7 Their findings indicate that verticality (top/bottom) speeds up identification, which the authors attribute
to a propensity to differentiate vertical symmetries easier than other dimensions.
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context/co-text. However, there has been no research into how overspecified referents may
affect the processability (or coherence) of academic texts, or if such overspecification is common

in academic text!®, making it a significant area for further investigation.

Finally, within this study there has been an implicit Cartesian dualism at work in moving from
external (social) to internal (individual). Social origin: individual outcome. Although this is the
fundamental tenet of most writing research, it presents problems to the conception of writing as
a dialogue between writer and text: firstly, although constructing an Essay on a computer is very
much goal-oriented and tool-directed, writing is inherently non-verbal and intra-psychological®.
Secondly, writing draws heavily on visuospatial cognition (Olive & Passerault, 2012), which would
effectively mean that to study the full semiotic mediating potential available to a writer, we would
need to research their visual focal points, both in terms of their unfolding texts, and the texts they
consult. However, such an integration of perspectives would still only reveal outward behaviour,
and, therefore, for the time being at least, we seem to be confined to studying production in the

writer, rather than production - reception - further production, which is the true nature of writing

as a dialogue with oneself.

9.4 Reflections and afterthoughts

To fully explore the logogenesis of meaning in a sufficient number of written texts as complex as

the Essay would require a huge amount of time and effort?°

, and it may well be the case that by
the time such a study was complete, the concept of what an 'Essay' is may very well have changed.
Consider the increasing use of voice software recognition and the ever-changing nature of word
processing programs (e.g., the ability to integrate various 'add-ons'). This equates to a medium of
composition that is constantly changing in subtle ways (as noted in Chapter 1). This, in turn, could
have unforeseen results for both how texts are produced and how texts are received. Secondly,
the current system of submitting paper copies of essays for assessment may be phased out as a
result of not only the increasing integration of online databases, but also the increasing drive for
environmental conservation. If essays were to become 'electronic' rather than paper based, this
could engender a move toward an increase in the use of other modalities besides words, such as
colours, photographs, even videos and sound, because not only would the constraining nature of

a static piece of paper be nullified, but so too would the cost of printing out visually rich

documents.

18 For e.g., NGrp complexity is a frequent occurrence in academic text, but little is said about whether this
complexity is needed, or if it simply a means to eliminate any chance of ambiguity in a referent's identity.
19 Writing essays for assessment is inherently altruistic (Loudermilk, 2007).

20 Nesi and Gardner's (2012) study, for example, took over eight years and involved a full research team,
yet it only explored texts in terms of synoptic descriptions.
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Ultimately, because of the ever-changing nature of technology, this study is very much a product
of its time. For example, it is now widely accepted that writing is constitutive of thinking (A. Clark,
2008), yet what has been referred to as technologically based cognitive extension takes time to
develop, both culturally and individually. The very earliest writing (scriptua continuum), for
example, was simply a means to represent speech, and lacked the potential to distill, organize,
and present information in a way that we now take for granted. As Smart (2012) highlights, in its
earliest guise this is what the internet (and by association computers) represented: a medium
constrained by 'the metaphors of a previous era' (p.456). However, this technology is now
undergoing a transformation of its own, moving from a document-centric to a data-centric mode
of information management. This move may very well engender the first step toward information
technology becoming a true extension of mind, rather than a disconnected resource. This would,
no doubt, once more transform how we consume and disseminate information, which could, in

turn, fundamentally alter how we produce texts??.
However, in terms of writing as a semogenic process, as Richard Feynman once remarked:

‘| actually did the work on the paper. [...] It’s not a record, not really. It's working.

You have to work on paper and this is the paper. Okay?' (Gleick, 1993, p.409)
In other words, a text (and its contents/ideas) evolves through the writer, and the writer (and
his/her ideas/knowledge) evolves through the text. In this light, writing truly is composed of
histories of interactions. Interactions between what Vygotsky (2012) deemed 'inner' and 'outer’
speech, as the writer formulates and transfers meaning (text) to the screen; interactions between
the writer and the semiotic artefacts (both material and symbolic), as the two work in unison
toward the construction of meaning; and interactions between the writer's current
representation of the text, what comes next, and the intended text. All of which rely on a complex
hybridity of cognitive ability, audience awareness, language proficiency, topic knowledge, writing
experience, outside influence (e.g. reviewers), changing contexts, and changing environments
from one writing episode to the next (as hinted at in Chapters 2, 3 and 4). It is in this rich hybrid
environment of symbolic/material artefacts and implicit/explicit interactions that a writer has
recourse to practice and, ultimately, adopt/reject new ways of organizing and integrating
'scientific concepts' (Vygotsky, 2012, p.155), or 'uncommon sense discourse' (Bernstein, 1999).
In the context of academia, these interactions are embedded within institutionally and culturally
shaped exchanges, which may occur in the classroom, via textbooks, or any number of other
means. In these exchanges, students are challenged (often implicitly) to (re)negotiate their own

knowledge, identities, and practices to realign with those of more experienced/knowledgeable

21 Writing from sources or 'patch writing', for example, may well become the new norm, where intertextual
'borrowings' become the basis for much of our writing.
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peers (often under the lure of assessment targets (Hyland, 2013)). An intriguing question then
becomes ‘How occluded genres [e.g. the undergraduate Essay] emerge and stabilize [...] given
that students have little access to the exemplars of the genre other than their own earlier
attempts’ (Gardner & Nesi, 2013, p.45). Consequently, whilst this thesis has focused on revision
practices and the language of revisions in two writers when producing a single genre, the next
logical step would be to also focus on how students interact with and use (re)sources. Such a view
challenges the stigma currently attached to plagiarism, and embraces what has traditionally taken
a backseat in writing education; namely, patch writing, copy and paste routines, and textual

borrowing.
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Appendix 1: Participant information sheet

Modelling choice in Academic Writing
Research into how students navigate the world of essay writing

PARTICIPANT INFORMATION SHEET

You are baing mmated to take part in 3 research study. Before you decide 1f 15 mmportant for vou to understand
why the research is being done and what it will mvolve. Please take time fo read the followmg mmformation
carefully. Talk to others about the study if you wash

What is the purpose of the study?

This study is part of my [Doctorsl rasaarch at tha dapartmant of [ nglish, (Communication, and
Philosaphy (E NCAFP) at Cardiff {nivarsity. T ha study invastigatas how studants writa assays, and
axaminas how information is sourcad, salactad, and incorparatad into taxt. | am primarily intarestad in
how You wrika, and not what Lou wrta I{:nﬁ work Hou Pra-clucq will ramain Your intallactual F-mpquy:l.
Why am | being asked to take part?

| hawve =|:.Fm=cl-m..:| you bacausa | am intarastad in undarstanding how you, 2z a succassful studant,
writas acadamic assays. | also baliava that as 2 2™ year undargraduata you are at a tima in your studias
whara you would banafit most from taking part in a study that axaminas acadamic writing.

What do | have to do?

Tha study imvalvas racording your computar activity whilst you composa threa of your undargraduata
aEzays. Thasa ass3ls will ba indqpqrbdqnl:lﬁ sat and gmdqd I:-ﬁ gour tutar in the coursa :r!:ﬂuur normal
studiae, and your participation in, or withdrawal from, this study will not affact your undargraduate
sssassmant in angway. Y ou will not ba raquirad to produca axtra work for this study.

Racardings will ba spaced out ovar tha coursa of ona acadamic year, to coincida with Your assay writing
panods. A computar program (callad |nputlog) will run in the background 22 you work on thasa assays.
You will ba raquirad to start this program, click on tha 'Racord’ button, and than opan your assay
documant (M5 Word fila) from within tha program. (Onea you prass racord all futurs kayboard actions
will ba racordad, alongsida information about which windows you accass (ag. tima spant in intarnat
sxplorar]. At the and of aach zazsion, whan you finish working on tha assay, you wil save your work and
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askad to complata 3 idantical writtan quastionnaires in total, spacad ovar one acadamic yaar.
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information miad ba recordad, such as tha cmpu:inguFF-nr-s-nnal amails, intarmnat lng-in datails, at. Y ou

will ba gvan datailad instructions on how bast to avoid this. |n tha avant that ou do racord a—nmqtl'ling
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Appendix 2: Participant consent form

Modelling cholce in Academic Writing
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FARTICIPANT CONSENT FORM

Please fill in the fallowing information. All collected data will remain anonymous.

Initials: Gender: Female ] Male []

Date of birth (dd/mmfyyy): ~ Firstlanguage:

Your secondary education (since 11 years old but before university) was:

Allin the UK All overseas Some in the UK, some overseas [please state number of years in UK)

Mame of degree studijed:

Please read the following statements and sign {or inftial) below if you agree with them all.

# | confirm that | have recieved, read, and understood the participant information sheet,
which details my involvement in this study.

* | confirm that | understand the study, and that | am free to ask questions at any time. If for
any reason | experience discomfort during participation in this project, | am free to
withdraw or discuss my concerns with Neil Bowen.

* | understand that my participation in this study is entirerly voluntary, and that | can
withdraw from the study at any time without giving a reason and without loss of course
credit.

* | understand that if | withdraw early any data collected from me will be deleted.

* | understand that there is the potential for sensitive information to be recorded, but that
there are steps in place to ensure my privacy.

* | understand that information provided by me for this study, induding my own words, may
be used in the research report, but that all such information

* | also understand that at the end of the study | will be provided with additional information
and feedback.

b e . [PRINT MAME) consent to participate in the study conducted by
Meil Bowen, School nfEngllsh Communication & Philosophy, Cardiff University

Signed:

Date:
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Appendix 4: Participant debriefing form

Modelling choice in Academic Writing
Research into how students navigate the world of essay writing

DEBRIEFING SHEET
You have now completed one round of data collection. Thank vou for vour valuable contrbution.

What is the purpose of this study?
Fr:wiuua rasaarch chows that studants have littla troubla curlu:l.'ruch'ng and :m.:lljsing 5ing|q claims. Manﬂ
u:h.lve:lquk-, |'u:rwq'vqr, 51.'rugg|q to i:.arn[:linq mulI:iFl‘q claims at I:|'|-q |q\nq| of 2 w|'|u-1q taxk Rqsq:ln:i'l hze yat ko
show whg thizs iz the caca. Tl‘liE 51:uc|§ q:-.FL:qu-u- thiz izcua I:-ﬁ axammng how You {}_ﬂ‘l yr. undqrgr.adl.r:‘bﬂ.—ﬂ-:'
COmMposa angu mantatrea taxk {ﬂﬁﬁiﬂﬁ} whilze dmwing on, and m:iung usa -u-'F, dlgﬂ:al information. TI‘liE 5 an
QM i'l'ing naw araa cr!:rq-s-q.:n:"l, ancl you ara :mnngu:t"l‘l'bq first to curll:ri[:lul,q ok
How was this explored?
|n thiz u:l:l.rdﬂ You racordad Your .:n:l:i\"il:ﬁ whilst ou mmpns-qr:l an assalj. Yuu did this |.r.s-ir|gI a program
c:l]]q-d InF-Lrl"ng. InF-u'l'!ag r\qi:.ardq.:l your Lqﬁsl'r\ukq ;n:i'ivil:& (wl'h:t you tﬂpqd mn f'.,'1.5 Wﬂl‘d:‘ .=||1|:| your focus
avants Ew"lin:"i windows You workad in:'. Ll:lﬂli.il'lg at this dats anablas ma to mvashigate hiow You navigate
tha process of constructing an assay on a computar. Fl:l“crwing n:lmplaﬁnn af Your assatl) fou also fillad
out a quqsﬁunn:inq. T|1|5 ququ:l:in:lnn:lir\q .:u:ic,qcl You about gour .:l'l'itu-dqs, i:hqkql:s, and kru:rwlqclgq onaEsal
wn"h'ng, =l1|:| wn“ Lq usqn:l to u:l.rFFrI-qmqn{' n'lﬂ ian—sﬁgal‘in:ln crl:ﬂuur ||1Flu|:||:lg_ 1:|.=|:=-.
Main questions being investigated.
Ti'lq El‘l.ldﬂ invashgatas 1.'|'|rqq maim Sreas of intargst:
i. D=u=|opment of '||.|'||r|'|:|[' are the lceH |in_gui5['i1: Fazturas of 3-4 year unu:f-e@mdu:he - ssaﬂ:?
what you wrte: l.ﬂ'lﬂ: thase feafuras cmp.aml:l: ta those of more expe ri:n-::u;! writers?
I Deuehpment of "."lu']'l:l[' PHEHCES{E.E. P:h:]'.l—wﬁ['ingj clus[‘udents use whan digi['alﬂ cnmpu:-ing['\ﬁ[’?

how You write: "."lu']'len a ne:| v hiara during tha wri['ing procass e thaza F-l—.h:l'ices emﬁnﬂe&?
Which Pmc[‘iccs (il: =n5} arne rl:|=['iu~|:|5 :-hl:l-:, and which iFFEiI‘t\CI chang,: over time?
Dcl 'gcln-d"wﬁt-:rs comwerge on similar Pmn:l'i::f?

B f‘rﬂducﬁ/l:lmcess ]5 thare = re|:|['iun5]:|i|:- batwean how = parson wiritas .:nd th F-en:ei-.«ed qu.:|i'ti:| of thaeir
r\:|aﬁan5|.1i|:r t-:sd{s}‘? I.:. does the process aHfect the Praduc["?

Why is it important to study these specific areas?
E}B :nswqring I:|'|qu=q ﬁuq&l‘ians wa will 1q.=|rr| mara about what au:cqerul ah.u:lqn{'a :|-.:l'ua|‘£i .:ln. Wq will 'l'i'lqn
[:lq ma Lq'Haqr Fasi‘ﬁnn to pass on 'I:I'|i5 1unc.1 n'l:lanuw]-qclgq to 4:l|:|'|-qrI 1q55 auccqssFul sh.l-e:lquh:-.

What if | want to know more?
I'Fl_,p:u.r |'||:rvq any ﬁuqsliuns, 'qu' Frq-q to qrrl:li] ma I:Nqil E)-cm'qnj at E}man’_ﬁC:r\d 2wl
|'|: fou are intarastad in ‘ﬁaming about the procass a'FwﬁHnE, you may want to consulk:
Deane, P, et al. (2008). Gognifive models of writing: Whiting proficiency a5 3 complex infegrated skill. Princeton, NJ: ETS.
I'Fl_+|:l|.r ara intarastad in 'I.'!'lq ]:mgl.r.:lgq :rd:univqrsi‘l'ﬁ, .an-cl it vanous Eanras, You can consult:
Mesi, H., & Gardrer, 5. [2012). Genres across the discipiines: Student writing in higher education. Camisridge: CUP.
What next?
I'Fﬂuu w.:ll.r].:l ”-:.q to racaivg 3 raport of thiz r\qsq:ln:"i w!'lqn i s cumFulql.qe:Il PIq:l-s-q qrn:u'] ma at I:|'|q =|:-|:n.nq

addrass. H: Gou hava any concems about Your rig"ll:s asa Flarl'in:ip\arlt' in this E‘h.l'dﬁl Frl-na-sq contact Dr LIH
Fontaing {Fﬂnl::inql_@ﬂ:ard rFFa-r_l.rlt:]

Dm:,q .:g.:l'n, | wuuld ||ic,q to thank 5-:!11 'Fnrﬂ-u-ur Parﬁcipal:iurl, .=r|c| rql'nim:l i.juu that ﬁnur 1:|.=‘l= wall rRmam
combidential and will be storad .sm:l.rrth. Ynu ara alzo remindad that You ara fraa to withdraw st any tima,
:II'IEI ".'i'l:l-‘l‘ nno waﬂ wuuH &nurwi'l‘l'n:lmwa' .:FFqcI: ﬂuur und-q rgl:lcl uate assassmemt.

PDS | BowenME& Cardiff.acuk
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Appendix 5: Finished essays

JD Essay 1
Title: How are face-threatening acts mitigated in interactions between friends/family?

Rubric: Record a short interaction between your family members and transcribe some extracts
from the recording to support your thesis.

Essay contents:

Research on politeness has looked at how it has an affect on our daily interactions with family
and friends. Although there are many aspects of politeness, | am particularly interested in
looking at face-threatening acts and how they are mitigate. | am also interested in looking at
those who have had major influences in this field of work, namely Geoffery Leech, Erving
Goffman and the highly influential Penelope Brown and Stephen Levinson. Brown and
Levinson have had a major contribution to this area of research and their names are almost
synonymous with politeness. | will be looking for examples of face-threatning acts and
strategies to mitigate, or reduce the severity of them, by looking at naturally occuring data
that | have collected through audio-recording a Welsh family, consisting of a mother, father
and a daughter. | have recordings of them during mealtimes, where they sat together at the
table to eat, and would have the television on in the background. The particiapants were given
consent forms to sign before any recording took place and were aware of their right to
withdraw from my study. In my transcript, the father in the family is 'N', the mother is 'H' and
the daughteris'J'.

Brown and Levinson's politness theory (1987) is based on the notion on 'face’. They describe
face as 'something that is emotionally invested' and they believe it can be either 'lost,
maintained or enhanced' (Brown and Levinson, 1987 in Jaworski & Coupland, 1999:321-322).
They also define two seperate types of face, positive and negative face. Positive face is the
idea that we have the need to be admired or liked, whereas negative face is not wanting
others to impose on us. Brown and Levinson formulated a list of face-threatning acts with
positive politeness, and a list of face threatning acts with negative politness. In the data |
collected, | found good examples of positive politeness. For example, in line 11, N jokes about
J's degree and implies that it won't be much use to her when she is looking for a job. J doesn't
seem to be offended by this, as she laughs it off and proceedes to mock his 'Barcelonian'
accent, by calling it French, however this could be because she genuienly didn't know what the
accent was. Both J and H don't seem to understand that N is referring to the character
'Manuel' in the British sitcom 'Fawlty Towers'. N then feels that he has to explain himself to
clear up any confusion, stating that Manuel learnt English in the programme. This indicates
that N feels that J's degree is her simply learning a language that she is obviously already fluent
in. By doing so, he implies that her degree is quite pointless which threatens J's positive face. It
could be argued that J's need to be admired is particularly promminent here as she would be
seeking some sort of acceptance from her father. Although N is insulting J, she doesn't respond
other than laughing and mocking his accent. This could imply that she was offended and
doesn't know how else to respond. However, this is unlikely to be the case because of the
neuclear family set-up. They all have a close relationship with each other and this type of
mockery is something that happens often so is ignored. N, although doesn't say much, tries to
defend himself by explaining who he was impersonating by using the term 'mun’, often used
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for emphasis. This suggests he believes that his impression was good and it was obvious who
he was trying to be. H, doesn't say much during this interaction, however when she does, it is
because N has asked her to support what he has said, in line 15. However, she does the
opposite and seems to almost 'side’ with J, trying to defend her by pointing out that N's accent
wasn't a very good one as it was unrecognisable. Although this interaction could be
interpreted as awkward because of N's face-threating comment, the tone of voice of all three
is light-hearted and the laughter suggests it is only playful banter that is common in this
household and isn't intended to be mallicious.

Another example of a face-threatning act with positive politeness is in line 21 where N makes a
command but juxtaposes it with a pet name for J. An order or command is threatening to the
hearer, J's negative face, but N tries to mitigate it by using a pet name to soften his imposition.
Using a pet name instead of her actual name, or simply just saying 'please’, suggests a close
bond between the two. It acts as an in-group identity marker, something that Brown and
Levinson list as an FTA with positive politeness. In a family set-up, there doesn't seem to be
much of a need for mitigating face-threatning acts as all family members seem to have a good
understanding of each other. Also, in this instance, the parent is making the request and it
could be argued that there is no need for the parent to be polite, because he/she is 'in charge'.
This power relationships means there is less need for N to mitigate what he says. If ] were to
make the same command, it would be much more likely that she would need to use some
form of mitigation.

Holmes and Stubbe (2003) carried out research into power and politeness in the workplace,
and looked at strategies to deal with power relationships. Although a manager and workforce
realtionship are different in many ways to a parent-child relationship, their research can be
useful to look at hierachy within relationships. Holmes and Stubbe state that there are certain
strategies that can be used to make power relationships more harmonious, such as mitiagting
directives or orders. Examples of ways to do this are justification or hesitations. However, as
previously mentioned, because of the close bond in the family | recorded, there is less of a
need for such devices. A manager would have to mitiagate face-threatning acts, but there is
less need for a parent to do the same. However, Brown and Levinson argue that generic forms
such as 'mate’, 'buddy’, 'pal' help to soften face-threatening acts. They state that these in-
group markers, when used to address children, 'turn a command into a request', making less of
an imposition on the hearer.

Brown and Levinson built their theory on Goffman's work (1967). He was also intersted in the
notion of face and stated that there are two face-management strategies; the avoidance
process and the corrective process. According to Goffman, 'when a face has been threatened,
face-work must be done' (Goffman, 1987 in Jaworski & Coupland, 1999:315), whether it is by
the one who carried out the face-threatning act, the one whose face is being threatned or by
an observer. This could help to explain H's contribution to the conversation in line 16. As an
observer, and as previously mentioned, she could be viewed as taking J's 'side’, by mocking N.
If this is the case, it could be assumed that she is helping to neutralise the conversation, and
ensure it is still lighthearted.

Brown and Levinson also developed their theory based on Grice's maxims, as did Geoffrey
Leech. Leech devised six interpersonal maxims that were built on Grice's co-operative principle
(1975). Leech's maxims focused on cost and benefit to the hearer and speaker, and help to
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explain why people continue to be polite. In line 33, N's command is an unusual one. He
minimizes the cost on hearer's H and J, by making an offer and not allowing them to refuse.
However, this is contradicted by the use of the expletive 'Christ sake' showing frustration. The
frustration seems to be mirrored in H and J's responses, which are blunt and direct. There isn't
any mitigation used, and their responses are quick. There is a break from the slightly tense
atmosphere when, in line 43, H jokes that as soon as she has finished eating the bacon, N will
say that he wanted to eat himself. As the topic isn't a serious one, the family move on with
their conversation and are not at all fased by what may seem an uncomfortable situation to an
outsider. Then in line 87, N refers back to the previous conversation about the bacon once he
realises H has actually eaten it and declares that he did in fact actually want some. Line 87 is
quite face-threatning to H, particularly because of the expletive 'fucking'. Although this is a
strong word to use and suggests anger, the tone of voice isn't an angry one and although this
may, again, come across as an awkward and uncomfortable situation to outsiders, the family
know N isn't serious.This is shown through J's laughter; she knows he is joking. However, H's
frustrated tone of voice suggets that she may be slightly annoyed.

Throughout a lot of the conversation in my data, N is the main speaker. This could be
described with a heirachal view; a view that notes N as the head of the family and therefore
holds the floor during a considerable amount during conversation. Overall there is a lack of
hedging in my data, although laughter is often used for mitigation. My data provided good
examples of face-threatning acts with positive politeness that supported Brown and Levinson's
politeness theory, as well as commands that fullfilled Leech's taxt maxim. This shows that the
various approaches to face although may sometimes overlap, help to provide good analysis of
face-threatening acts and mitigtion.

Word count = 1592
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JD Essay 2

Title: Argue for or against the claim that there are cultural differences in early language
socialization that might affect a child's chances of success at school.

Rubric: When we are socialized into language, we are socialized into literacy practices and if the
literacy practices at home don't match those of the school, the child might be at a disadvantage.
Drawing on Bernstein, Heath and others, argue for or against the claim that there are cultural
differences in early language socialization that might affect a child's chances of success at school
(this essay required a thesis statement which is the first two sentences of the essay).

Essay contents:

| claim that early language socialization certainly affects a child's chances of success at school.
This is due to class and cultural differences meaning some children may find it difficult to adapt
when mixed with other children.

At home, children are brought up learning the norms of the culture they live in from their parents
or caregivers. There is an aspect of nature vs. nurture; genes are fundamentally important in
determining basic intelligence and character, but socialization and the environment a child is
brought up in is also vitally important in shaping a child's mind. Formal education is a subset of
socialization; school is where we learn to write for example, something that we would not learn
without being taught, although this could be done through home-schooling. Early language
socialization is where we learn the norms about language use, such as how and when it is
appropriate to say please and thank you. If children receive different types of language
socialisation at home, for whatever reason, it may affect them when they start school.

There are basic agencies of socialization such as family, peer groups, school and, later on, work.
According to Bernstein in Montgomery 1995, these agencies and the links between them are
crucial. Bernstein also claims that the social class we are brought up in has the biggest influence
on socialization but states that this is dependent on what the school subject is. He found there is
a significant difference in children's abilities within language related subjects because of nurture's
effect. When we compare this with subjects such as maths, there is less difference in pupil's
abilities because maths is based on basic intelligence.

Bernstein's speech codes are influential in looking at early language socialization. He defined the
codes as restricted and elaborated. The restricted code assumes all speakers have a shared
understanding on a topic of conversation. The elaborated code however is more explicit.
Bernstein claimed that while the middle-class were likely to have access to both codes, 'some
sections of the working-class were likely to have access only to the restricted code'. Bernstein
conducted an experiment using five year old lower working-class and middle-class children who
were given pictures to create a narrative from. The middle-class children were specific with what
they were referring to in their stories, while the working-class children were vague; a listener
would need to see the pictures for their stories to make sense. This result could mean that
working-class children are at a disadvantage because of these codes. If a child is told that he/she
is not good at a language or language related subjects, the child may give up trying to improve. It
is a self-fulfilling prophecy that is difficult to overcome and is detrimental to working-class
children.

Heath's (1983) ethnographic research on three communities in south-eastern United States, each
with completely different language socialization, has shown that different ways of being brought
up at home can have an effect on how well a child does in school. The three different communities
she looked at were a white middle-class community called Maintown, a white working-class
community called Roadville, and a black working-class community called Trackton. Heath looked
at literacy events within these communities; 'occasions in which written language is integral to
the nature of participants' interactions and their interpretive processes and strategies' (Heath
1983 in Schieffelin, Ochsand Irvine: 97). For children who are yet to start mainstream education,
literacy events, according to Heath, are things such as cereal boxes, stop signs and most notably,
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bedtime stories. She looked at the functions of reading for each community and in what ways
children were encouraged by their parents or caregivers. In Roadville, she found that parents
would encourage children to tell a story, but often interrupted to correct the child. In Trackton,
she found that the children had creative skills in story telling but there was often little connection
to the real world. This observation meant the literacy practices learnt by children in the working-
class communities did not prepare them well for mainstream literacy practices in school.

As well as looking at the differences in class, research has also looked at the differences between
collectivist and individualistic culture. Ochs in Coupland and Jaworski 1997:430 looked at the
differences between typical middle-class Anglo-American mothers and traditional caregiving in
non-Western, families. She focused on Samoan society and noted that as a young child begins to
walk and talk, typically, an older sibling of the child will begin to take more responsibility for the
infant. As the infant continues to age, it will begin to spend more time with others of a similar
age, often extended family, where numerous mothers are likely to be present. This contrasts with
typical American/Western society as, according to Ochs, they are typically nuclear set-ups, with
a father, mother and children. Traditionally, the mother will care for her own child, establishing a
close bond. However, this is not the same in Samoan society. The child will call out to the mother,
but the mother will signal an older child to attend to the infant. This Samoan way of caregiving is
present in many different ethnic backgrounds and is existent in many households across the
United States. Ochs notes that once a child reaches schooling age, he or she will be mixed with
other children that have had very different upbringings, such as the two mentioned here. Not
only do these children have to mix with other pupils, they also taught by teachers that have been
socialized differently to them. The children from these collectivist backgrounds may struggle to
interact with an adult in a way that is very different from how they would do so at home. This
finding may stifle their abilities and restrict how well they perform in school. It could also raise
problems for the teacher, who may not be aware of the different ways pupils may have been, and
continue to be, socialized at home.

Ochs gives a good example of how children from different ethnic backgrounds or cultures may be
at a disadvantage at school. However, although she herself states 'what has been observed is not
universal, is not a fact', it is still an assumptive view that she takes; one that all middle class Anglo-
American mothers have the same relationship with their young children. She also assumes that
'‘Americans tend to live in nuclear households' which is an over-generalization. This may be more
common in middle-class families and it is a strong notion to contrast with Samoan society, but it
is an oversimplification nonetheless. Echoing the work done by Ochs is the comparison between
Indian and Anglo students by Susan Phillips, in Kiesling and Paulston, 2004. She looked at
instances where pupils were 'competing for the floor' and found that it's not something that exists
in Indian classrooms, contrasting with Anglo pupils who feel the need to compete for the
teacher's attention. She also found a contrast in pupils 'talking out of turn' (2004:292). She found
that Anglo students were more likely to answer before a teacher had finished asking a question
or contribute a comment while the teacher was still talking. However, she found little evidence
of this in Indian classrooms.

Phillips found in some cases that pupils who raised their hands more in class scored higher on
tests, although this could be due to other circumstances; we cannot assume this is purely the
reason the students performed well in tests. It could be due to confidence or because they have
understood the work well. Both Ochs and Phillips give evidence to show that eastern, collectivist
cultures are at a disadvantage in the classroom. However, there is also some evidence that means
the research done by both contradicts each other. Phillips found that while Indian students did
not participate or contribute as much as Anglo students in classroom discussions, they were much
more likely to participate in one-to-one discussions with teachers. This finding contradicts what
Ochs found in Samoan societies; children were not given the opportunity to establish a one-to-
one bond with their mothers. Instead they were encouraged to spend time with siblings and
extended family of a similar age, while being looked after by numerous mothers, again from
extended family. This would make it unusual for children to be comfortable in one-to-one
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situations that they are not familiar with. However, this outcome could be due to different
communities within collectivist cultures. On the other hand, these two separate studies could
offer good insight into a variety of collectivist cultures. Nevertheless, if children from different
collectivist cultures were to attend a school containing children from individualistic cultures in
Europe or the US for example, they may well be at a disadvantage, as they would have to adjust
to feel at ease. Alternatively, they may not try to adjust and would feel like outsiders, limiting
their chances of success in school.

Historically, in the pre-modern period in Japan, 'educated 'automatically meant upper class. One
may assume that this would mean lower classes were illiterate, but this was not the case. Through
self-education and lending libraries, they were at no real disadvantage (Gottlieb 2005:40). Not
going to school also meant that their literacy practices would remain the same; they would not
have to adapt to different language practices in school.

It is clear that differences in class and cultural background have a profound effect on a child's
education. The studies on various collectivist cultures show that children may be at a
disadvantage when they start mainstream education particularly when compared to
individualistic cultures. The studies support the claim that a child's early language socialisation
can affect a child's success at school and later on in life.

Word count: 1611
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JD Essay 3
Title: 'An image is worth a thousand words' in persuasive communication.

Rubric: Using 3-5 images from any genre to illustrate your arguments, discuss the commonplace
notion that 'an image is worth a thousand words' in persuasive communication. (I can attach the
images if you need me to).

Essay contents:

| will be arguing that images can be more persuasive than words by looking at a number of sexual
health adverts. | will look at how images can have more of an emotional effect on the viewer than
text alone. | will also discuss how, through persuasive communication and the notion of gaze,
women can, and have been sexualized and shown in a submissive manner in order to convey
warning messages about sexually transmitted diseases and the HIV AIDS virus. | will do so through
looking at three images from three different countries. | will also discuss the concept of guilt
appeal which can suggest those who see campaigns about sexual health are reminded about the
risks they are taking if they are having unsafe sex.

Figure 1 was a Finnish AIDS council advertisement. It has marked a woman's genitals with an
internet map marker, frequently used on Facebook to check in to a place or destination. By using
social media, it relates to a large proportion of the population. Facebook is used by almost all age
groups all over the world and this indicates that anyone, anywhere who is sexually active is
susceptible to the disease. Figure 2 is from a HIV AIDS awareness advertising campaign. The image
of a woman straddling a man has been adapted to give the man an extra ten hands to touch her
with, implying that his previous sexual partners are also present in some way. Finally, figure 3 is
an NHS sexual health campaign designed as a scratch card. The provocative image attracts the
viewer's attention and implies that once scratched away, more flesh would be revealed. However,
the name of a sexually transmitted disease is revealed instead. This image is trying to show the
audience that, again, anyone can have a sexually transmitted disease, and that it is impossible to
know who does solely by looking at their appearance.

There is a significant lack of colour in all three images. Figure 3 is void of colour and the only hue
in figure 1 is the map marker, drawing even more attention to the area. Although figure 2 is in
colour, it is very dull and the colours are very neutral. This lack of colour gives the images a
negative impact. According to van Leeuwen (2011:2), black has connotations of severity and
seriousness.

Aristotle first wrote about persuasion and defined it as 'communication designed to influence
listeners' choices' (Lester, 2002:63). Persuasion can be used to change people's attitudes, making
them take a different standpoint. With regards to advertising, and health campaigns, the purpose
of persuasion is to gain awareness, prompt a judgement and make the viewer of the message
take action. It is common to use emotion in persuasion (Lang, A. et al 2003:111) as it tends to
have more effect on those who see the advert or campaign. Jamieson (1985:103) believes that
images are purposely crafted in a certain way in order to obtain a particular response from the
viewer. Visual rhetoric uses images to create a meaning. All three of the images | have chosen are
static images and are all examples of verbo-pictoral metaphor. This is where there is narrative
alongside the image. Although the image may attract attention from the audience, particularly in
figure 2, the narrative is important to be able to understand the intent. Without the narrative,
there would be no metaphorical meaning.

According to Forceville (1996), visual metaphor occurs when one visual element is compared to
another. Figure 1 is comparing checking in on Facebook to having sexual intercourse, giving the
impression that casual sex is common. It is intended to shock the viewer. The effect on the
audience is vitally important as the aim of sexual health adverts is to try to persuade people to
change their behaviour. As Hill (2004:31) notes, visual representations are more vivid than written
representations. However, combining the two, gives an even stronger sense of vividness. Hill also
believes that emotion has a great effect on how a viewer interprets a message. He states that
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'the more vivid the information, the more likely it is that the information will prompt an emotional
response from the viewer. Vivid information also seems to be more persuasive than non-vivid
information.' (p31).

Guilt appeals have been used in figures 1 and 2. Guilt appeal is the idea that we all have moral
codes that may affect our behaviour. It may make us feel guilty about our past behaviour or have
an effect on something we may be thinking of doing. Mongeau and Stiff (2002:159) believe that
guilt appeals are used to 'provide the audience members with a means of making up for their past
behaviour by changing their attitudes and behaviours' (p.159). Figures 1 and 2 both have a
message that reminds the viewer that their sexual partners have also got a history of sexual
partners, urging them to change their behaviour, by practising safe sex. LaTour (1990) looked at
sexual appearances and noted that some female viewers felt uncomfortable by female nudity.
This finding could be linked to guilt appeal; female nudity could remind women of their past
behaviour and who they have allowed to see them in the nude. There is often a stigma,
particularly on women that is associated with the number of sexual partners one has.

Goffman (1979) looked at how women were portrayed in advertisements, and found that they
were often shown to be in childlike poses, which he interpreted as the stereotypical notion that
women are submissive to men. Furthermore, he found that women were often in a recumbent
position, on a bed or on the floor, such as in figures 1 and 3, implying passivity. Camera angle is
an important factor here, as in figures 1 and 3, the camera is looking down on to the women,
suggesting subservience, supporting Goffman's argument. We often associate a high camera
angle with power; it is a technique often used to express authority or dominance. There is a
suggestion that the looking down is by men because of their stereotypically dominant role. This
is supported by Mulvey (1973) who looked at the gaze in cinematic film and found that the looking
is the male's active role. Goffman (1979) also found that women were often smiling turning away
and in euphoria, features that all describe figure 1. It is worth noting that in all three images, the
models' eyes cannot be seen which shows lack of involvement. It gives a sense of distance and
allows the viewer to partake in voyeurism; the viewer is able to look at the women in the images
without being seen, giving them more power over the women pictured. This, again, leads back to
the stereotypical notion that women are submissive to men. We cannot of course assume that
only men would see such adverts. However, Goffman (1979) found that while these ads were
actually directed at men, they also attracted women. The women being photographed would
treat the camera like a man watching her, so female viewers would believe that is how they
themselves look to men.

All of the women in my images are slim and would be considered attractive in today's Western
society. However, the idea of what the ideal female body should look like has changed over the
years. Laneyrie-Dagen (2004:152) believes this is due to what men find attractive in the female
body, women only feel they are attractive if men think they are. These images would be used in
Western society without a second thought, as nudity and sex appeal is often used in advertising
to sell products. However, in the Middle East, it would be much less common to see women's
bodies used in this way (Toland Frith and Mueller, 2003:240). Casual sex tends to be more of a
Western phenomenon, therefore such health campaigns may not be needed in places such as
the Middle East

Leventhal and Cameron (1987) looked at persuasion and health attitudes and focused a lot of
their efforts on AIDS. They looked at the two goals of health persuasion which were prevention
of disease and compliance with treatment. In the figures | have selected, notably 1 and 3,
prevention is the focus. They believe that 'the goal is to prompt action' (p.221), in this case,
persuade the viewer to ensure they are having safe sex. Figures 1 and 2 are focused on HIV, which
can lead to AIDS, while figure 3 is focused more on other sexually transmitted diseases. Leventhal
and Cameron also found that mass media was successful at informing those who did not know
about the health problem or were not aware that they were at risk (p.238). Images like these
draw attention because of their unusual or surprising techniques, and most importantly attract
attention of those unaware that their behaviour is dangerous.
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The three images | selected were all from sexual health campaigns from three different countries;
Finland, the US and the UK. However they all used similar techniques to persuade the viewer that
safe sex is vitally important. Vividness and the use of emotion to get a response have shown to
be very effective, as has guilt appeal. Voyeuristic gaze at the female body has also helped to
explain why the female body is used in this way, as it helps to attract attention from both men
and women.

Word Count: 1564
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Sources of images

Figure 1
Website - Aids action Europe

URL - http://www.aidsactioneurope.org/members/finnish-aids-council
Date accessed - 20/04/2015

Figure 2

Website - Bristol Myers Squibb

URL - http://www.bms.com/responsibility/access-to-medicines/Pages/research-
development.aspx

Date accessed- 20/04/2015

Figure 3
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Date accessed - 20/04/2015
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BB Essay

Title: What can we learn from the Anglo-Saxon Chronicle about the development of the English
language?

Rubric: NA
Essay contents:

The Anglo-Saxon Chronicle is one of the most notable Old English texts. It was commissioned by
King Alfred the Great in around 890AD, and was a history of Britain starting from 1AD and dating
up to the year 1154AD. Different versions of the Chronicle were held at different locations and
recorded more specific local events. The four surviving manuscripts are the Parker Chronicle or
Winchester Chronicle, the Worcester Chronicle, the Peterborough Chronicle (also known as the
Laud Chronicle) and the Canterbury Epitome, which is another version of the Laud. The Chronicle
is one of the limited sources of Old English that actually remains - the surviving Old English
writings total just three and a half million words (Hogg and Denison, 2006:35) - and therefore is
a valued resource when investigating lexis, orthography, grammar, and different dialects that
were used at the time.

Alfred the Great is known for promoting religion and learning, and for having the personal goal
of creating a strong national identity for his people. As part of this process, Alfred commissioned
the translations of texts such as Bede's Ecclesiastical History of the English Nation from Latin into
the English vernacular and translated other texts such as Boethius' Consolation of Philosophy, as
well as initiating the Chronicle (Crystal, 2004). Prior to this, the vast majority of texts produced
were in Latin. These Old English texts marked the beginning of the English literary tradition; "King
Alfred was the founder of English prose" (Baugh, 1957:81). As Bragg said, "These Chronicles had
been written in the language of the people; there was nothing like them anywhere in mainland
Europe" (2003:42). Since Alfred ruled from Wessex - the then most powerful kingdom in Britain -
this gave prestige to the texts he ordered, ergo the West Saxon dialect also became prestigious.
This led to scribes using or at least incorporating many features of the West Saxon dialect in their
writings, and so it developed into the Old English written standard (Gramley, 2012).

Despite the prominence of the West Saxon dialect, Alfred also employed scribes from other
regions such as Mercia to assist with the literary works he sponsored. The influence of the dialect
of these scribes is apparent in the Chronicle in such features as the vowel "a," which is sometimes
written as the Mercian "a" as opposed to the West Saxon "ea" as in "alle" and "ealle," or "salde"
and "sealde" (Crystal, 2004:39). As the Anglo-Saxon Chronicle is extensive in terms of the amount
of scribes who made contributions, the time period over which it was written, the locations it was
written in, and in the sheer amount of text available, the text can be analysed extensively to show
which words and linguistic features belong to which dialects, or which may just be errors. This
knowledge of dialects can illustrate how different varieties developed or gained prestige when

examining which features prevailed.

The Chronicle was of particularimportance as for about a century after the initiation of the Anglo-
Saxon Chronicle, there was little further work produced in the vernacular (Loyn, 1962:283). This
means that the Chronicle is the most significant text during that period of literary inactivity - in
terms of the English language - and so is valuable evidence of how the language may have
changed and developed over this hundred-year period.

In addition to prose, the Chronicle also includes, at times, poetry. The "Battle of Brunanburh,"
which appears under the year 937 (Williams, 1975), is one such poem, and the best known,
although each version of the Chronicle contains several poems. The inclusion of poetry in this
record of the language exemplifies the Old English poetic tradition, and the vernacular poems
"heightened the Anglo-Saxons' sense of nationhood" and their "heroic past" (Frantzen and Niles,
1997:6), which strengthened the importance of the language and helped ensure the continued
use of English during times it was greatly threatened, such as during the Norman Conquest. When
compared with other poems such as "Pearl," the progression of the structure and style of the
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poem can be clearly seen, and the features of the Old English tradition highlighted. The following
extract of the "Battle of Brunanburh" displays the key Old English poetry features of caesuras,
alliteration, and no rhyming:

Her £pelstan cyning,  eorla drihten

beorna beahgifa, and his brodor eac,
Eadmund adeling, ealdorlangne tir
geslogon 2t seecce sweorda ecgum
ymbe Brunanburh; bordweall clufon

Manuscript A, dated 937 (Williams, 1975:60; Jebson, 2006)

The Peterborough Chronicle is particularly significant as it shows very clear and important
developments of the language. The Chronicle contains entries consistently up until 1121, which
means it continues after the Norman Conquest in 1066, an event that greatly influenced the
language use in Britain. Additionally, in the year 1154, the Chronicle was updated to that point,
and the language use in this section is dramatically different from the previous entries, identifying
it as an example not of Old English but of Middle English; it is, in fact, the earliest written example
of East Midland Middle English, which appears to be the dialect that Modern Standard English
developed from (Crystal, 2004:117). The entries after 1121 were all written by the same scribe,
entered on six different occasions, plus the final continuation in 1154. The differences between
the Old English 1121 entries and the Middle English 1154 entries can be seen in the vocabulary,
spelling and grammar used. For example, "the" changed from "se" to "pbe," and the word order
and syntax are much more "modern" than they were in Old English (Crystal, 2004:118-119).

First Continuation (1127)

Mcxxvii - Dis gear heald se kyng Heanri his hird et Christesmaesse on Windlesoure.
Paer waes se Scotte kyng Dauid and eall da heaued, leered and laeuued, pet waes on
Engleland. And pzer he let sweren ercebiscopes and biscopes and abbotes and eorles
and ealle pa deines da peaer weeron his dohter £delic Englaland and Normandi to
hande after hid deei, pe r waes des Caseres wif of Sexlande

(Burnley, 1992:68)
Final Continuation (1154)

Mcxxxvii Dis gaere for pe king Stephne ofer sz to Normandi, and ther wes
underfangen forpi dat hi uuenden dat he sculde ben alsuic alse the eom wes, and
for he hadde get his tresor; ac he todeld it and scatered sotlice. Micel hadde Henri
king gadered gold and syluer, and na god ne dide me for his saule tharof.

(Burnley, 1992:74)

Several differences can clearly be identified between these two extracts, including the "se" to
"pbe" change. There are many differences in orthography, such as "gear" becomes "gaere", "kyng"
becomes "king" (evolved from the earlier "cyning"). The First Continuation also retains some
inflections ("8es Caseres") and more Germanic word order than the Final Continuation, although
both contain many differences from pre-Conquest Old English: for example, earlier entries start
with "£lfred cyning," not "king Stephne" (Burnley, 1992:76).

Although the Norman invasion and consequent transition into Modern English is a specific
example of where the Chronicle can illustrate changes in English, it is not the only example of
where changes in the language can be seen - and, moreover, approximately dated. As the
Chronicle is a historical record and approximate dates are known for the entries, this can show
us in greater deal when change occurred. In instances such as the Norman Conquest, the
Chronicle also records why these changes came about. An example of where change can be seen
is in the fact that the Chronicle uses terms for Welsh and Britons synonymously (Reno, 2000). The
term British comes from the word "Brythonic," which was used to describe the Celtic people living
in Wales, Cornwall and Breton, so while the Welsh were British, not all of the British were Welsh.
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This shows us that by the time the Anglo-Saxon Chronicle was written, the meanings of the words
had changed, or at least the clear distinction between the two had disappeared.

In the same way that French words permeated the language, so did words from other languages
with which the people of England had contact with. Just as "abbod" (abbot) and "Sancti" (saint)
appear in the Chronicle, in just the introduction there is "mila" (miles) and "E" (and), which are
loaned from Latin. That means that as far back as 890, Latin words were being incorporated into
the language, although the majority of them at this time seem to be proper nouns. The Anglo-
Saxon Chronicle also contains a few of the scarce examples of Norse loan words (Crystal,
2004:70). The recording of place names in the Chronicle can illustrate the nationality or the
language of the settlers in certain areas. Where Scandinavian place names are recorded, for
example, it is clear that these places are where the Norse settled after invading, and this can show
where the Norse loan words first entered the language, and therefore the spread and
incorporation of them into the general lexicon and not just the local dialect can be tracked. This
can show just which words prevailed, and perhaps why, as there are relatively few words of Norse
origins in Modern English.

In addition to French loan words from after the time of the Norman conquest, there are also
French words found from earlier years, such as "castel", "cancelere" and "serfice" (castle,
chancellor, and service) (Kastovsky, 2006). This shows that the two nations did have contact
before the invasion. In fact, the King of Wessex in 1043 was Edward the Confessor, who spoke
French due to spending a lot of time in Normandy. The influence of French rulers can be seen in
the Chronicle, as before Edward's reign there are only thirteen instances of the word "abbod" (or
similar variations), whereas after 1043 there can be found forty-five (Jebson, 2006). This version
of the Chronicle (Manuscript E, Laud) goes up to the year 1154, little over a hundred years after
the beginning of Edward's reign, whereas it starts - after the introduction and one entry for 60BC
- with the year 1AD, which means that the frequency of the term "abbod" went from about once
every eighty years before French rulers, to once every two years, showing that foreign rulers had
a significant influence on Old English, and that with these rulers, English developed to incorporate
many French terms, so much so that Modern English is believed to attribute around 40% of its
lexicon to French.

The Anglo-Saxon Chronicle has not survived for so many centuries to become insignificant. It can
still show so much about what the English language was, how and why it changed and developed,
and where it came from. It remains a highly important text due to the amount that can be learned
from it of history, culture, and a language barely recognisable as our own, as it recorded over two
and a half centuries of the journey the nation and the language took.

Word count: 1626
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Appendix 6: Sampling matrix of data

Raw data
Product data Process data Coded data
Datasets | Doc files Session | IDFX file
1 JD_1
2 JD_2
3 D5 Revision table (Excel Worksheet)
D1 Finished essay 4 JD_G Descriptive statistics (Excel Worksheet)
(Word Document) 5 JD_7 Synoptic text (Word Document)
= Dynamic text (Word Document)
6 JD_9
7 JD_18
1 JD_11
5 D 13 Revision table (Excel Worksheet)
Finished essay = Descriptive statistics (Excel Worksheet)
JD2 3 JD_14 .
(Word Document) 4 b 15 Synoptic text (Word Document)
= Dynamic text (Word Document)
5 JD_17
1 JD_19
2 JD_20
3 D 21 Revision table (Excel Worksheet)
D3 Finished essay 4 JD_22 Descriptive statistics (Excel Worksheet)
(Word Document) = Synoptic text (Word Document)
5 JD_23 .
Dynamic text (Word Document)
6 JD_24
7 JD_27
1 BAB_7
2 BAB_8 Revision table (Excel Worksheet)
BB Finished essay 3 BAB_9 Descriptive statistics (Excel Worksheet)
(Word Document) |4 BAB_11 Synoptic text (Word Document)
5 BAB_33 Dynamic text (Word Document)
6 BAB_35
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Appendix 7: Instructions on how to use Inputlog
—— Instructions for using Inputlog: Steps a-f

To work on your essay please open Inputlog first by double clicking the aﬂ
@' shortout icon on your desktop:

I p Ay

*You will then be confronted with the following user interfoce:

ul rprwy - randE il ] - ]
-
He deoas Hew
Hamod Prapscmn o | Papqm | e I"F”“Eﬂ
st amend

T

'“ Please ensure that the record "Previous’ document option is selected.

a Click the "Record’ button when you are ready to start.

*The word document containing your essay will mow open in @ new window. Please check that this file is
named "Wordlog' as circled in red below:

pal—
L ST =l - =T L | r =
10" HTE™ Ro¥R, BT Lommit | TTEPSSIrmrr e IOw T8 o T e e | 0100NT n.n-._-.
) R Rl IR R o B | *®
g r £l & T ET
PR T =B= p- LRt MR ol B
S Theawd | THeSun lhszkg LY
=TT ] H _—_ LY a. L] -

Tz conbars of paur cassy wdl B here,

ﬂ' Work on your essay as you would any other essay.

ﬂl When you finish a writing session, save the dooument as per nomnal.

*Do not alter the filename, file directory, or close M5 Word at this stege. *If you do try to close MS Word
you will be confronted with the following message:

L Lniabelz Lo o duoanenl ¥
TGN 050 T DOE MR O 1 2l e of
12 e

Please Turn Over...
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—— Instructions for using Inputlog: Steps a-f

&}  On the bottom right of the Window"s taskbar, dick on "Show hidden icons'

Click on the Inputlog icon to recpen Inputlog's interface.

Twn'at o jon mif s el

P =)

[ ] W R ] Aﬂ
*The Inputiog interfoce window will now reopen:
I-I: Iaky-LaMluled

&) Click on the "Stop Recording' button.

“rew il
.
. S v by
wor e
- e
[r— P—
Franir, arn | L ik L

......

*Inputlog should now switch from the '‘Record” tab to the 'Analyze’ tab as shown below:
" J‘-n-‘ ....-.... [T — illL“.l‘:
f Hrew S abra
'ﬂ' Close inputlog as you would any other program.
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Appendix 8: Synoptic texts

positive and negative face.

Synoptic Text for JO4
Paoint of departure: THEME == = 5= 4= s dn = dmd= Development of clause: RHEME — [Theme selection
Theme Subject Theme Rheme | N-Rheme besdint [Progf
1=pamgmph (Function: Introduction o topic and data)
1 how it has an affect on gur daily
Research on has locked st interactions with family and
politeness .
friends.
2i  Although there &re many aspects of poliieness, +|- EC -
2ii 1 - particularty interested in looking | | |
at face-threatening acts
i 'and how they are mitigate + -2 -
3 those wha have had major
influences in this field of work,
am siso namely Geoffery Leech, Erving
| interested in ! - -8 -
Jooking st Goffman and the highby
influential Penslope Brown and
Stephen Levinson.
i g and Levinson | had a major confribution to this arsa el
of research
i and thieir names. &re E.“.':Et SYmonymous with + - 0g
politeness.
5 examples of face-threstning scts
and strategies o mitigate, or
reduce the severity of them, by
1 will be locking  looking &t naturslly ocouring N R
for dats | have collected through
audic-recording & Welsh family,
consisting of 8 maother, father
and | daughter.
|G 1 ! re::ani'-gs of them during loial
mealtimes,
il where thesy sat together st the table to eat, + -] -
(il the television on in the n
and wolld hawve back ) - - E -
Ti . B consent forms to sign before any
The particispants Were given yeconding Enok place. -l - -
i and paricipants wiere aware of ?;;;wmmdm fram my +|-|BE -
Bi |lmmy the father in the 5 ..
trsnscript,  family = W -1-19]*
Bii the mather i H -l -
Bii and the daughter is i + - -
Vi paragraph (Functon: Intreduce types of ‘fece’ and then give exemplsrs)
9 Browmn and
Levinson's politness s based on the notion on ‘face’. -l - -
theory [1387)
10i . face as 'something that is
They escribe emationally invested -1 - s -
A0 ‘lost, maintained or enhanced’
and they . . {Brown and Levinson, 19487 in
believe it canbe sither |, worski & Coupland, 1999:321- - (e8] -
3z
11 They also define two seperste types of fece, _l ey -
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12i

12i whereas

13

14 In the dats |
collected,
15i For example,
in line 11,
15ii 'and implies

that
16i

16ii as

16iii and

16 however, this
could be
because

17 BothJand H
dion't seem to
understand

that

18 M then feels

that

19 This indicates
that M feels
that

20i |By doing so,

20ii

22i It could be
argued that

22ii
gz

23i Alhough

23ii

24i This could
imply that

24ii and

= Howiewer,

26ii and

27i

2Bi

Positive face is the idea that

negafive face is

Brown and Levinson formulated

1 found

M jokes

it won't be

J doesn't seem o
be

she lsughs
procesdes o
mock

che genuinely didn't
kniow

M is refeming to

he Iesis to explain

J's degree is

he implies that

which threatens

J= need o be -

admined
would be

she seeking

M i5 insuliing

she doesn't

shig Was
doesn't know

this. is unlikely to b=

They all e

this type of mockery s

M, although doesn't

say much ries to defend

This suggests

we have the need to be admired
of liked,

not wanting others io impose on
TEN

3 list of face-threstning scts with
positive politeness, and a list of
face threatning scts with
neqative polimess.

good examples of positive
politeness

about J's degres

much use to her when she is
looking for a job.

offended by this,

it off
his "Barcelonisn’ accent, by
calling it French,

what the accent was.

the character "Wanuel in the
British sitcom Fawlty Towers'

himself and clear up sy
canfusion, stating that Manuel
leamt English in the programme,
her simply leaming a lngusge
that she is obviously already
fluent in.

her degree is quite pointless

J's positive face

particulary promminent here

some sort of acceptance from
her father.
J,

respond ather than laughing and|

muocking his accent.
offended

how else fo respond,

the case because of the nuclear
family set-up’

a close relationship with esch
other

something that happens often so
Is Bgnored

himself by explaining who he
was impersonsating by using the
term ‘mun’ ,often used for
emphasis.

he believes that his impression
wis good

£S5

g
e
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28ii
29i
23ii

30i
30ii

30iii
i

i

Hiii
Hiw

32

32ii
32iii
33i

33ii

M

35i
35ii
36i
36Gii
aTi
aTii

ATiii
38

39

and

however when |,

che does,
Howiewer,

and

a5

Although

and the

laughter
cuggects

and

where
but

but

something that
In & family s=t-
up.

a5

Also, in this
instance

and it could be
angued that
because

If J were make
the same
command, it
would be much
muore likehy that

it
H,
it

che

it
this interacBon

the tone of voice of

all three
it

doesn't say
is because

does

seems fo

Was
could be

interpreted as

isn't intended fo
m

be

obwious who he was frying to be.
much duning this intersction

M has asked her to support what
he has said, in ine 15.

the opposite

almast 'side’ with .J, frying to
defend her by pointing out that
MN's sceent wasn't a very good
one

unrecognisable

awlwrard because of W's face-
threating comment,

lighthearied

oy playful banter that is

commaon in this household

allicious.

3™ parsgraph (Funcfion: Providing wamrant via examples)

Amother example of 8
face-threatening act

with positive
politeness
M

makes
juxtaposes

An order or command is

M

Using 8 pet name,
instesd of her actual
name, or simply just

saying ‘pleass’,
It

Brown and Levinson

there

all family members

the parent

there
heishe

Thiis power
redsticnships

she

trizs to mitigate

suggests

acis as
listas

doecnt seem to

be

ceem to have
is making

[

i

means

would need to
use

in lime 21

3 commsand

it with 3 pet name for J.
threatening to the hearer, J's
neqative face,

it by using a pet name to soften
his imposition

a close bond between the two

an in-group identity marker,

an FTA with positive politeness.
much of a need for miigating
face-threaining acts

a good understanding of esch
other

the reguest

na need for the parent to be
paolite,

'in charge’

there is less need for N o
mitigate what he says.

some form of miigation.

+ |- -
+ -7
+ - %
- B
+ | - |E*5
B
+ - -
+|-DE
<+ - |-
+ - g
L -7
+ %
- -
- - |45
4+ L -
- EC
4+ L L
4+ L -
+ + [
+ L |4k
L L |
- [+ [TE
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43

40

4 i

i

43i

-43ii

20ii

51

52

and

Holmes and
Stubbe state
that

However, as
previoushy
mentioned,
because of the
close bond in
the family |
recorded,

However,
Brown and
Levinson argue
that

They state that

and stated that

According to
Goffman, ‘when
& face has
been
threatensd,

wheather

As an obsereer,
and as
previoushy
mentioned,

4" paragraph (Function: discussion of face thrests)

Holmes and Stubbe

(2003)

& manager and
workforce
their research

there

Examples of ways to

do this

thers

A manager

there

genenc forms such
&5 ‘'mate’, "buddy’,

pal
these in-group

camed out
looked at
are

can be

are certain
sirategies that
can be

are

would have to
mitizgate

is

help to sofien

markers, when used 'tum

to address children,

resesnch into power and
politeness in the workplace,
strategies to deal with power
relgtionships.

different in many ways to a
parent-child relationship,
useful to look athierachy within
relgtionships.

used to make power
relgtionships more hammonious,
such as mitigating directives or
orders.

justification or hesitations -

less of @ need for such devices., +

face-threstening acts,

less meed for 3 parent to do the
Same.

face-threstening acts. +

& command into & request’,
making less of an mposition on -
the hearer

5" paregraph [Function: to give face work exemplars)

Brown and Levinson  |built

He

there

face-work

This

was also
interested in

are

must be

could help to
explsin

could be viewed

as taking

their theary on Goffman’s work
(1967)

the notion of face -

two face-management strategies;
the awoidance process and the =
comecive process.

done’ (Goffman, 1387 in Jaworski
& Coupland, 19299:315),

Iy the one whio camied out the
face-threstning act, the one
whose face is being threatned or
by an observer.

H's confribution to the
comversation in ine 16.

J's 'side’, by mocking M. -

g
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53i [Ifthis is the
case, it could
be gssumed
that

53ii and ensure

G5
S5ii

56ii and
57 In line 33,

59
However,

G0
G 0ii
61
61ii
6.2

and

621 ihen, in line
43

As the topic
isn't @ serous
one,

and

Then in line 87,

and

However,

she

it

is helping o

i= still
6" paragraph

Brown and Levinson  also developed

Leech
that

Leech's maxms

N's commsand

He

this

The frustration
which

There

their responses

There

the family

Line BY

this

the tone of voice
this

the family

This

she

H's frustrated fone of

WOHCE

devised

were built on

focused on
help to explain

IS

minimizes

seems to be
are
isn't
are

is

jokes that

move on with

are niot at sll
fased by

refers back to
declares that
i=

is

isn't

may, Sgain,
COMe SCross 85
lonow

is shown
thirough

knowes

suggests that

neutrslise the comversabion,

Bghthearied.

their theory based on Grice's
maxims, a5 did Geoffrey Leech.
six interpersonal maxims
Grice’s co-operative principle
(1975).

cost and benefit fo the hearer
and speaker,

why people continue to be polite.
an unusual one.

the cost on hearer's H and .J, by
making an offer and not sllowing
them o refuse.

contradicied by the use of the
sxplefve 'Chist sake’ showing
frustration.

mirrored in H and s responses,
blunt snd dinsct.

&My mitigation used

quick

4 break from the slightly tense
atmosphere

&5 500N a5 she has finishad
esting the bacon, M will say that
he wanted to eat himself

their conversation

what may seem an
uncomforiable situstion fo an
outsider.

the previous conversation about
the becon once he reglises H
has eafen it

he did in fact schuslly want some.
quite face-threatning o H.
particularly because of the
sxplefve fucking'.

4 strong word to use and
suggesis anger,

Al aNgry one

an awkerard and uncomfortable
sitwation to outsiders

M isn't serious.

J's laughter;

he is joking.

she may be shightly snnoyed.

+ |+ |

+

+

+

E#S

ILE

g

e

g

EFS
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7" paragraph (function: Summany and conclusion)
70 Throughout a
E:Hﬂ:ﬁnn in is the main speaker. - - - +
my dats,
m This ::;ﬁi?:d with 2 heirschal view; L L ||
T2i & WiEw that notes M a5 the hesd of the family - - -
72ii and therefore holds the floor during comversation. + - T -
T3i Onversll there is 4 lack of hedging in my data, - - EC -
T3ii althowgh lsughter is often used for mitigation. + - - -
T4i goad examples of face-
threatning scts with positive
3 politeness that supported Brown
My data provided and Levinson's politeness theary, i
&5 well 35 commands that
fullfilled Leech's taxt maxdim
75 the various
Thiss shoves tha ﬂﬁ:::::f“ help to provide i’;ﬁ“”ﬁ;;‘;’f‘“”’mm"g- L1
overiap,
otsl Theme selection (75 T-
its)
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Synoptic text JD2
Point of depariure: THEME = = s o = e e Development of clause: RHEME | Thame selection
Theme Subject Theme Rheme | N-Rheme fe it [Progpans
1st paragraph (function: Thesis statement)
i |l claim that =afly ISNUSGR onteinly ffects @ chilt's chances of success st school,| + - |-
socialzafion
i This is due to class and cultural difierencas - &'s | -
2l meaning some children may find it difficult to-adapt when mixed with other children | + - -
2™ paragraph (function: Infroduction to lanquage socislization snd norms)
b At home. children &re I:fn:lught up the nams of the culbure ‘H'1F_:J_'" live in o
lzaming from their parents or caregivers.
i There = an aspect of nature vs_ nurure; - EC | -
. fundamentally important in determining
> gen=s are basic intelligence and character, i " |-
socializafion and the - . . . ..
i but environment a child is also "’"'n;'g important in shaping 2 child's -|-
is brought up in
| Formal education s a subset of socialization; - - -
where we leam to wiite for example,
71 school = something that we would not leamn - - -
without being taught,
[fii | although this could be done through home-schooling + | -
-, Early language - where we leam the norms about .
socialzafion language use,
91 such as 2::‘“':! when it is to =3y please and thank you + &
If children receive
different types of
g [aduese R may affect them when they start school. -l- '+
home, for whetever
regson,
3™ parsgraph (function: infroduce litersture on Bemstein)
bacic agencies of socialization such as
[0 There &re family, peer groups, school and, later | - EC | -
on, work.
According to thess agencies and
[11 Bemstein in the links between  ame crucisl - e |+
Monigomery 1935, them
12 33;:;“!:3:'“ g’; ﬁuﬂgﬁfin“ has the biggest influence on sociskzstion | - - |-
[128 but states that this is dependent on whiat the school subjectis + 7 -
a significant difference in children's
12 He found that thers = abilities within langusge related - EC | -
subjects because of nurture's effect
‘When we compare
[ this with subjects  thers = less difference in pupil's abiliies - EC | +
such as maths,
[14i becauss maths = bamsad on basic intelligence. + | -
4% paragraph (function: further elsborate on Bemstein's idess)
L5 Bemsisin's spesch e influentsal in looking at esrdy language .
codes socialization.
16 He ::“"Ed the 025 ectricted and elsborated. -1-1¥] -
all speakers have a shared
17 The restricted code assumes understanding on | topic of - |-
conversgtion
m The elaborated = mare explicit. ) 1.
code however
Bemstein claimed
that while the
13 ﬂ’;ﬂ:ﬁm ot ":_:Tﬂi were likely to have  access only to the restricted code”. | - .
sccess to both
codes,
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conducted

were
were
would need o see

are at

ma&Y give up

that is

is

an experiment using five year old lower
warking-class and middle-class
children who were given pictures. to
creste 3 namsive from

specific with what they were referming
1o in their stories,

vague;

the pictures for their stories to make
SEMSE.

a disadvanisge because of these
codes.

trying to improve

difficult to overcome
defrimental to wordng-class children.

5* paragraph (function: provide wamant for upcoming thesis)

20 Bermnstein
24; The middle-class
children
i harhi 1:hg waorking-class
children
21iii 5 listener
29 This result could  working-class
mean that children
If @ child is told thai
23 |heishe is not good the child
at @ language
N - a selifulilling
24i s
prophecy
24ii land
Hesth's [1983)
ethnographic
resesrch on three
communities in
25 south-eastarn
United States, each
with completehy
different language
socialization,
The three different
26 communities she
looked at
27 Heath
For children who
o5 are yet fo start literscy events,
msinstream scconding to Heath,
education,
29i She
29ii land in what ways  children
30i |In Roadville, she
30ii bt
3i Im Trackion, She
i |but thens
a2 This observation

has shown that

Wereg

locked at

[]
f

looked at

found that
often

found that
was often

meant

different ways of being brought up at
home can have an affect on how well 8
child does at school

a white middle-class community called
Maintown, a white working-class
community called Rosdville, and a
black working-class community called
Trackion.

literscy events within thess
ocommunifies; ‘eccasions in which
written language is integral to the
nature of parbcipants” interactions and
their interpretive processes and
strategies’ (Heath 1283 in Schieffelin,
Ochsand Irvine: 37)

things such as cereal boxes, stop
signs and most notably, bedtime
shories.

the fumctions of reading for each
COmmunity

encouraged by their parents or
CEMEGIVETS.

parents would encoursge children to
tell & story,

interrupted to comest the child.

the children hed creative skills in story
telling

fitle connection to the real world.

the literecy prectices leamt by children
in the working-class communities did
not prepare them well for mainstream
literacy praciices in school.

& paragraph (function: Ochs’ & Phillip's findings — wamant?)

As well 55 looking

33 gt the differences  ressarch

35

in class,

Ochs in Coupland
and Jaworski
1997-430)

She

has also looked at

locked at

focused on

the differences between collectivist
and individualistic culbure.

the differences between typical
middle-class Angl-Amernican mothers
and traditional caregiving in non-
‘Westemn families.

Samoan society

'E

EC

'E
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35ii

36ii
ari
37

|40
|40
44

[41ii

143

4 3ii

145

146
[4Eii
147

147

1431

145ii

a0i

S0ii

51i

S1ii

52

a3i

53ii

and noted that as a
young child begins
to walk and talk,
typically,

. A the infant

continues to aqe,
where

as, according to
Cichs,

Traditionslhy,
Howaver,

bt

and

Oichs motes, that
once a child
reaches schooling
age,

. such as

Mot only do these
children have to
mitx with other
papils

and

Haowrever, although
che hersalf states
“what has been
observed is not
uniwersal, is nota
fact,

She also assumes
that

and

il bt

and found that

an older sibling of
the child

it

numerous mothers.
This

they

the mother
this.

The child
the mother

This Samoan way of .

CEMEgVING

he or she

the two

they

The children from
these collectivist
backgrounds

This finding
It

who

will begin to take

will begin to spend

are likely to b=
contrasts with

an

will care for
i=. not

will call out o
will signial

iz present in

is. existent in

will be mixed with
menticned

also taught by

may struggle to
interact with
may stifie
restrict

ciould slso raise

more responsikility for the infant.

maore time with others of a similar age,
often extended famiby,

present

typical Amencan/Westemn society
typically nuclear set-ups, with a father,
muother and children.

her owm child, establishing a close

bond.

the same in Samoan society.

the mother,

ain older child to attend to the infant.
many different ethnic backgrounds
many households across the United

States.

other children that hawe had very
different upbringings

here.

teachers that have been socislized

differently to them

an adult in @ way that is very different
from how they would do so at home.

their abilities

vy weell they perform in schoaol.
problems for the teacher,

the different ways pupils may have
may nof be sware of been, and confinue to be, socislized at

home.

7" parsqgraph {function: Criique of literature?)

Ochs

it

one that all middle
class Anglo-
American mothers

“Americans
which

This

it

it

Echoing the work
done by Ochs

She

gives

is still

hawve
tend to live in

is
may be

locked at

‘s mat

a good example of how children from
different ethnic backgrounds or
culttures may be st a disadvantage at

school.

an assumptive view that she tskes;

the same relaBonship with their young

children..

muclear households'

an over-generalizaton.
maore comman in middle-class families
| strong notion to contrast with

Samoan society,

an oversimplification nonetheless.
the comparison between Indian and
Anglo students by Susan Phillips, in
Kizsling and Paulston, 2004
instances where pupils wers
“compefing for the floor

spmething that exists in Indisn
classrooms, contrasting with Anglo

pupils

'S

'E

LE

E'E

e
g

'E

L'E
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33ii

M

55i |She found that
35ii jor

56 Howewer,

Phillips found in
570 some cases that

57ii 'although
57iii we cannot assume

58i

58ii or because

Both Ochs and
Phillips give
evidence to show
that

59

60 Howewer,

Phillips found that
while Indian
ctudents did not
51 participate or
contribute as much
as Anglo students
in classroom
discussions,

|62

64 Instead

|66 Howewer,

67 On the aother hend,

I68i Mevertheless,

|EBii
|BBiii as
T0i Aternativaby,

74ii 29

Historically, in the
72 |pre-modem penod
in Japan,

73 One may sssume

T3ii bt
Through seif-

T4 |education and
lending likraries,

who fesl the need to compete for the teacher's atention.
| contrast in pupils ‘talking out of turn’
Sh Iso found
= sisa foun (2004:292).

were more likely to 5 tescher had finished asking a

Anglo students answer before question
contribut an:'.-?mrrren‘twﬂe the tescher was siill
alking.
he found litthe evidence of this in Indian
clas5Mmoms.
B-[-'-_:pqi'l [function: |Rembune revies]
pupils who raised
their hands more in  scored higher on tests,
class
this. could be dus to otfier circumstances;
. ) the reason the students performed well
this is purely —
It could be dus to confidence
they have undersiood  [the work well
eastern, collectvist .
culbures are gt a disadvantage in the classroom.
some evidence that means the
thens is also research done by both contradicts
each ather.
were much more
they likely to participate one-to-one discussions with teachers.
in
This finding confradicts what Ochs found in Samoan societies;
) . the opportunity to establish a one-fo-
children prere not ghven one bond with their maothers.
time with siblings and extended family
th werne encouraged to of a similar age, while being looked
= spend after by numerous mathers, agsin from
extended family.
urususl for children to be comforiable
This would make it in one-to-one situations that they are
mot familiar with
this. out = could be due fo different communities within collectivist
cuttures.
these two separate & goad insight into a varniety of collectivist
studies cauild cuttures.
if children from a school contsining children from
different collectivist were to attend individuslistic cultures in Europe ar the
cultures LIS for exampls,
they may well be at a disadvantage,
they would have o wdjust to feel at ease.
they may nof try to sdjust

would feel like outsiders, imiting their chances of
success in school.
9" parsgraph (function: clsss & education in Japsn)

“educated’ automatically meant upper class.
this. would mean kower classes were illiterate,
this. was not the case.

o resl dissdvantage (Gottlieb
they ere ot 2005:40)

&

'S

LB

EC

L'E

'S

sae

[=]
m
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75

76

77

76

9

Itis clear that

The studiss on
vanous collectiast
cultures show that

The studies
suppaort the clsim
that

Mot going to school also meant that

they would not have to

their literscy practices would remsain
the same;

adapt to different language practices.
in school.

10" paragraph (function: Summary)

differences in class

and culiural have
background

childran may be at
& child's eary

language can affect
socialisation

a profound effect on a child's
education.

3 disgdvantage when they start
mainstream education parSculady
when compared to individualistic
cultures.

a child's success at school and later
on in life.
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Synoptic text JD3

Paoint of depariure: THEME == o = = =

4 e e Development of clsuse: RHEME

Themes Subject Theme

Rhems M-Rheme

il

[0

11

[12

13

130

4

120

100

116
171
18

15t paragraph: (function: Thesis statement)

more persuasive than words by looking st a

| will be ing that |i b= -
o Srgung et pmeges oan number of sexual health adverts.
. . maore of an emotional affect on the viewer
| will look at how images can have than text alone. -4
haw, 1:hr1.:|ugh sexuslized and shown in a submissive
. ) MESWE . can, and have manner in order to comeey waming
| will slso discuss communication . + | -
d the nofion of been messages about seuslly ransmitied
" " diseases and the HIV AIDS virus.
QAZE, WOMmen
will do so
| through three images from three different countries. | - | - |
looking at
| will also .
the concept of guilt appeal -
disouss ® gulta =
those who see campaigns about sexual
which can suggest  heslth are reminded about the nisks theyare - | - S5
taking if they are having unsafe sex.
™ parsgraph (function: Description of images)
Figure 1 WES a Finnish AIDS council adveriizsement. - - -
3 woman's genitals with an internet map
It has marked  marker, frequently used on Facebook to S| - e
checkin o s place or destination.
:_-.;:zng it relates fo 5 lange proportion of the population. - - | e
Facebook is used by almost all groups all overtheworld | - | - | -
. - anyone, smywhere who is sexually active is
d th dicates that - B
" = n s susceptible fo the disease.
HIV AIDS asdvertisi
Figure 2 ic from 3 \ Swarensss sdv ng N
campaEign.
. adapted to give the man an exira ten hands
Th of has bee
e S8 TEEEEEN o touch her with, implying that his previous e
I — sexusl partmers are also present in some
WaY.
) an MHS segual heslth campaign designed as
Finially, figure 2 is a soratoh card, - -
:rhE I frve affracts the viewer's gaze - - |ig
image
implies that
. once
and this ccrgiched maore flesh would be revealed. -4
FWEY,
the name of a
However, E:UE"?. is revesled instead. + | - -
disease
This image is rying
o show the SYOnE can have a sexuslly transmitied disease, - -
sudience that, again,
ond that 4 s impossible to know who does has one solely

by looking at their appearance.

3™ parsgraph (function: Description of colours used in the images)

There is
Figure 3 is

ond the only hue in i
figure 1

a significant lack of colour in sll three
images.

void of colour

the map marker, drewing even more
attention to the ares.
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18ii
18iii
13
20

20b

21i

21ii

23

23ii

24ii

25

afi

27ii
28

3

a2

3Bb

Athough

and

According to van
Lesuwwen (2011:2),

and

With regards to
advertizing, and
health cempaigns,

and

as

and

Although the image

meay atiract attention

from the sudience,
pearticularty in figure
2

Without the nemstive,

According to
Forceville [1936)

a5

A Hill (2004:34)
notes,

Hioarever,

Tigure 2

it

the cokours
This lack of
colour

bdack

5
5
&g

gives

has

in colour,
wery dull
wery neutrsl

the images & negafive impact

connotations of seventy and sericusness.

4™ paragraph {function: topic intro — persuasion through metsphor)

Aristotie

Persussion

the purpose of
pErELUESion

It is common

Jamisson
{1985:103)

Visual rhetoric
All three of the
images | have
chosen

This
the namstive

there

first wrote
sbout

defined

can be

is o gain

make

o use

tends to have

believes that

would be

persuasion

it a5 ‘communication designed to influence
listeners’ choices’ (Lester, 2002-63).

usad te change people’s attitudes, making
them take a different standpoint

swaneness, prompt a judgement

the viewer of the message take sction,

emotion in persuasion | Lang, A_ et al}
2003:111)
more effect on those who see the advert or

CEMpEIgn.

images are purposely crafied in a certain
way in order to obtsin a particular response
from the viewer.

images fo creste 3 meaning.

static images

sl examples of verbo-pictoral metaphor.
namafve alongside the image.

important to be able to understand the intent.

no metaphonical meaning.

5" paragraph (funcBon: To give examples of power through images)

visual metaphor

Figure 1

it

DCCUrs

15 COmparng

The effect on the
s

audience

the aim of sexual is o try o

health adverts.
visual
representafions
combining the

tw,
Hall

He

Wivid information

persuade

&N
gives

slso belisves

states

slso seems to
be

when one visual element is compared to
snother.

checking in on Facebook to having sexusl
intercourse, giving the impression that casusl
SEX 5 COMmmon

intended o shock the viewer.

wvitally important

people to change their behaviour.
more wivid than written representstions.
&N even stronger sense of vividness.

that emotion has a grest effect on how a
viewer interprets 8 message.

that “the more vivid the information, the more
likely it is that the information will prompt an
emotional response from the viewer.

more persussive than non-vivid information”
P31}

+
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144

142

143

146

147

20ii
1
52

53

i
T

55

26ii
a7
afii

39

Guilt sppesls

Guilt sppesal

Mongesu and SEfF
(2002:159) believe guilt appesls
theat

&" parsgraph {function: Guilt appeals)
have been used in figures) 1 and 2

is the ides that

may make us feel

are used to

“provide

Figures 1 and 2 baoth have

LaTour {1390)

and

This finding

female nudity

There

looked &t
noted that

could be linked to

could remind

we all have morsl codes that may affect
our behaviour.

guilty about our past behaviour or have
an effect on something we may be
thinking of doing.

the sudience members with & means of
making up for their past behaviour by

changing their attitudes and behaviours®

{p-158).
a message that reminds the viewer that
their sexual partners have also gota

history of sexusl partners, wrging them to

change their behaviour, by practising
safe sex

sexual Sppearances

some female viewers felt uncomfortable
by female nudity.

guilt appeal;

women of their past behaviour and who
they have allowed to see them in the
nude.

often a stigma, particularty on womsn
that is associated with the number of
sexual partners one has

7™ paregraph (function: Power in images)
Goffman (1973) looked st

and found that thiey

which he
Furthermare he
Camers angle
the camers
We
it
Therz is a the “looking
suggestion that dowm’
This
wiho
and

Wens

interpreted as

found that

hiowy wiomen were porirayed in
advertisements,

shown o often be in childiike poses,
the sterectypical noBon that women are
submissive to men.

women were often in & recumbent
position, on a bed or on the floor, such
as in figures 1 and 3 mphying passhvity.
an important factor here, as in figures 1
and 3,

is looking diown on the women, suggesting subsendence,

o
often sssociate

s

is

is suppaorted by
looked st

found that the
looking is

Goffman (197%) slso found that

It is worth noting that
in all three imeges,
which
It
and

the viewsr

This, agsin,

the models’ eyes cannot be

shiows
gives
sllows

leads back to

supporting Goffman’s srgument

a high camera angle with power;

3 technigque often used to express
authority or dominance.

by men because of their sterectypically
dominant roke.

Mubsey (1373)
the gaze in cinematic film

the male’s acve mle.

women were often smiling tuming away
and in euphoria, features that all
descrbe figure 1.

Seen

l=ck of invohement

a sense of distance

the viewer to partake in voyeurizm;
able to lock at the women in the images
without being seen, giving them more
power over the women pictured.

the sterectypical noBon that women are
submissive to men.

(=]
g

P8
e

i AL
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161

62

IE2ii

(=]

T0i

T0ii

Eill

T2
T2
73
T 3ii
T 3iii

4

7ai

Taii

and

as

Horwewver, in the
Middle East,

and

In the figures | hawve
selected, notably 1

and 3

in this case,

and most importanty

cannot of course

while these ads were actually directed at .

what men find sttractive in the famale
body, women only feel they are atfractive

women's bodies used in this way (Toland

prevention of disease and compliance

“the gosl is to prompt sction’ {[{[p221)).

the viewer to ensure they are having safe .

mass media was successiul at informing
those who did not know about the heslth

We assume that onby men would see such adverts.
Goffman (1973) found that I —— ted en,
The women . ould trest the _
being - like | man watching her,
photagraphed
Id believe that
female viewers w ieveina how they themsehies look men.
87 paragraph- (function: Sex in images)
All af the women .
. . arE slim
in my images
would be L . B
considered sttrsctive in inday’s Western society.
the idea of what
the ideal female
body shauld look has changed ower the years.
like
Laneyrie-Dagen  believes this is
20041 due to
( 22) He if men think they are.
‘Westemn soch ithout 8 second
These images  would be usaed in saciety w .
thought,
nudity and sex L fenusedin  ‘advertising o sell products.
appesal
would be much
it less to
. COMMENTE crth and Mueller, 200%:240).
Casual sex tends to be more of 3 Westem phenomenon.
such health may not be places such as the Middle East [esd
campsigns negded in i
9™ paragraph: (function: Literature review)
Leventhal and ; ;
Cameron (1987) looked at persuasion and health attiudes
focused 4 lot of their efforts on AIDS.
They looked at the two goals of health persuasion
hich == with treatment
prevention s the focus.
Thiy believe that
persuacs .
Figures 1 and 2 are focused on HI,
which &N bkead to AIDS,
figure 3 :1 MOTE ther sexually transmitied diseases.
Lewenthal and
Cameron akso d that problem or wene not sware that they
were at sk (p.233).
Images like draw attention because of their unusual or
theze surprising technigues,
attention of those unaware that their
siract

behaviour is dangerous.

e
g

E'E

'8
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76

7T |However,
BOX

79i

T3ii as

10" paragraph (function: Conclusion)

The thres sexual health campsaigns from three

images | wiere gll from different countries; Finland, the US and

selected the LK.

they all used similar technigues o persuade the
viewer that safe sex is vitally impaortant.

Vividness and

:"E U?E n; geta have shown to be very effective, as has guilt appeal.

response

Voyeuwristic gaze

gt the female has E!m helped to why the female body is used in this way,

=xplain
body
it helps fo sttract  ‘attention from both men and women.

[rotsi Theme selection (79 T-units)
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Dvnamic text: BB

Point of depariure: THEME s s s ok s 4 i dmdn e Development of clause: RHEME |Theme selection
Theme Subject Theme Rheme | MN-Rhems u:-u| Int |P-u,IMJ1..I
15t paragraph
The Anglo-Saxon .
L Chronicle is one of the most notable Old English texts.
commissioned by King Alfred the Great in
7 It was around E30AD, - - g -
a history of Britsin starting from 1AD and
% |and - | - g -
an s dsting up to the year 1154A0.
- Different versions of held ot different . &
the Chranicle rere rent locations | i
31 and recorded mare specific local events. -« | - [{bE -

the Parker Chronicle or Winchester Chronicle,
. the Worcester Chronicle, the Peterborough
Hi The: four .sur-.rr-.llng are Chronicle (also known as the Laud Chronicle) | - | - & -
manuscripts and the Canterbury Epitome, which is another
version of the Leud.
one of the limited souwrces of Old English that
) . ! aciuslly remains — the surviving Old English
151 The Chronicle - - | %] -
® honic B writings totsl just three and = half million
waords (Hogg and Denison, 2006:35) -
a valued resource when investigating lexis,

jpi  and thersfore is orthography, gremmar, and different dislects | = | - 1 E -
that wiere used st the time.
2nd paragraph
promoding religion and lesming, and for
E Alfred the Great is known for  having the personal gosl of creatingastrong | - | - | - -

nabional idenfity for his people.
the translations of texts such as Bede's

As part of thi
7i “:5: * Alfed commissioned Ecclesiastical History of the English Nation | - - & =
I from Latin into the English vemacular
other texis such as Bosthius™ Consolation of
[fi and translated Philosophy, as well ss initisting the Chronicle | = | - e -
[Crystal, 2004).
B Prior to this, ﬂ’”:tm":‘::;b"”f were in Latin. -
These Old English
i =se Old English @ e the beginning of the English literary radition; | - - dbg -
_ L the founder of English prose” (Baugh,
2] King Alfred
9 s 1957:81).
"These Chronicles hed been writien in the
[HO As Bragg said, language of the people; there was nothing like, - | - | - -
them amywhere in mainland Burope” (2003).
. from Wessex - the then most powerful
[11i |Sinc Alfred led - | - -
o " kingdom in Britsin -
11 this gave prestige to the texts he ordered, - - F -
_ the West Saxon -
- - 7 -
[11ii ergo dialect also became  prestigious. ?
scribes using or at least incorporsting many
12 This led to festures of the West Saxon dialect in their - - 8 -
wiitings,
%5 and o " FiEh’EbplEld the Old English written standsrd (Gramley, - - les -
inio 2012).
3™ paragraph
Despite the
prominence of the soribes from other regions such as Mercis to
[13 Alfred Iso employed D
West Saxon [0 e assist with the literary works he sponsorsd.
dislect,

259



[14i

As the Anglo-
Samwon Chronicle
is extensive in
terms of the
amount of scribes
who made
contributions, the
time period ower
which it was
wiitizn, the
locations it was
wiitten in, and in
the sheer amount
of text available,

[15

[1E

LKL

as for about a
century after the
[17TH iniBstion of the
Anglo-Sason
Chronicle,

15

[&i 'and so

In addition to
prose,

[13

(P06 although

(211 and

[ 1mi

[21rv and

When compared

72 with other poems
cuch &s "Pearl.”

275 and

The influence of the
dialect of these
soribes

which

the ted

This knowledge of
dialects

The Chironicle

there

the Chronicle

The "Battle of
Brunanburh,” which
appesars under the
year 337 (Wiliams,
1578},

each version of the
Chronicle

The inclusion of
poetry im this recond
of the language

the wemacular
pOBMS

which

the progression of
the structure and
style of the poam
the features of the
Cid English tradition

apparent in the Chronicle in such features as.

B the wowel *a,” - -
th ian "s"
i sometimes | "C Mercian °a" as oppased to the West Saxon
ritten =& &c in "alle” and "ealle,” or "salde” and -] -
WIHEN 85 alde” (Crystsl, 2004:239).
can be

anshysed which words and linguistic festures belong to
extensively to which dialects, or which may just be emors.
show

how different varieties developed or gained

can illustrate prestige when examining which festures. - -
presvailed.
4th paragraph
WES of particular importance - -

lithe further work produced in the vemsacular .
as {Loyn, 1962:283). .

the Chronicle is the mast signiicant text

means that during that peried of literary inactivity - in - -
terms of the English langusage -
valugble evidence of how the language may

is hawe changed and developed over this - -
hundred-year period.
Sth paragraph
also includes, .
at times, ’

one such poem, and the best known,

caontains several poems. - -

exemplifies  the Old English poetic tradition, - -

the Anglo-Saxons’ sense of nationhood” and
“heightened  their "heroic past [Frantzen and Miles, = | -
1997:6),
strengthened the importance of the langusge - -
the continued use of English durning times it

helped ensure was greatly threatened, such as during the = | -
Momman Conguest.

can be clearly seen, - -

[= are] highlighted. = -

e

e

GE
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23

24ii as
25i
25ii

og; Additicnslly, in the
year 1154,

26ii and
27i
2Tii

26

301 For example,
30ii and

31

32

33ii although

3 for example,

351 Although

35

361 As
36ii and
36
In instances such
37 as the Moman
Conguest,

The following
exfract of the "Battle
of Brunanburh®

displays

the key Oid English poefry features of
ceesuras, alliteraion, and no rhyming:

Gth paragraph (Exiract from ASC manuschpt inserted above)

The Peterborough
Chronicle

it

The Chronicle
which

the Chronicle

the language use in
this seciion

it

which

The entries after
1121

The differences
betwesn the Oid

is
shows

contains

Was

is. in fect,

appears o be

were all
wTitten by

pardcularly significant -

very clear and important developments of the:
lamguage.

entries consistentty up wndil 1124, -
it continues gfter the Morman Conguest in

1066, an event that greatly influenced the -
lamguage wsa in Britain.

updsated to that point, +

dramatically different from the previous
entries, identifying it as an example not of Old
English bt of Middle English;

the eariest writen example of East Midland
Middla English,

the dialect that Modem Standsard English
develped from (Crystal, 2004117

the same scribe, entered on six different
ooCcasions, plus the final confinuation in 1154

+

English 1121 entries can be seen in the vocabulary, speling and grammar used. | -

and the Middle
English 1154 entries
the"

the word order and
Synitax

changed

are

from "se” to "pe,” +
much more "modemn” than they were in Old
English [Crystal, 2004:118-119).

Tth paragraph (Extract from ASC manuscript inserted above)

Several differances

There

The First
Continuation

both

earlier entries.
thie Morman
invasion and
consequent
transition into
Modem English
it

the Chronicle
approdmate dates
this

the Chronicle

| be
f“l " '”fﬁ?:“ these two exirscts, including the "se” to pe"
between g=
many differences in orthography, such as
are "gear” becomes "gare”, “kyng” becomes “king”| -
{evobeed from the earfier "cyning”).
some infliections ("8es Caseres”) and maore
also retmins Gemanic word order than the Finsl -
Confimuation,
contsin many differences from pre-Conguest Old
English:
; "#Elfred eyning,” not "king Stephne” (Burnley,
start with 1992-78).
th paregraph
is 3 specific example of where the Chronicle can
illusirate changes in English,
the only example of where changes in the
is not language can be seen - and, moreover, -
approdmately dated.
is a histonical record +
are known for the entries, -
can show us in greater deal when change occurred. -
also records  why these changes came about. -

g

'8

g
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38

il

425

al

a7i
473

An example of

i ‘=0 while

This shows us that

by the time the
Anglo-Saxon
Chronicle was
withen,

or at least

In the same way
that
Just as

in just the
introduction

although

Whera
Scandingvian
place nEmes se
recorded, for
example, itis
clear that

and

and therefore

as

In addition to

French loan words
from after the time there

of the Morman
conguest,

In fact,

where change can
be seen

The term British comes from

in the fact that the Chronicle uses terms for
Welsh and Britoms synonymoushy (Renao,
2000).

the word "Brythonie,”

which was used o the Celtic people living in Wales, Corrwsall and
describe Brefon,
the Welsh were British,
not all of the Briish were Welsh.
the meanings of the
hsd hanged.
ovordls chang
tive clear distinction
hsd disappesred.
between the two P
3" paragraph:
the language, so did words from other
French words permested languages with which the people of England
had contact with.
“sbbod {ablbot) and B .
“Sanct” saint) appear in the Chronicle,
there is “mila” {miles) snd “T" (snd).
which are loaned from Lafin.
as far back as 830, Latin words were being
That that
: eSS TS incorporsted info the langusge.
the majority of them
ot this ime seemtobe proper nouns.
The Anglo-Saxon a few of the scamce examples of Morse loan

also contains

Chronicle waords (Crystal, 2004:70).
The recording of . .
lace names in the can illust ?he ﬂEﬁI_:IHEIh‘t!.I'ﬂF the language of the selfers
) in certain areas.
Chronicle
these places are where the Morse seitled sfier nvading,
this can shaw where the Morse loan words first entered the
language,
the spread and
incorporation of
them info the
be tracked.
general lexicon and en
not just the local
dislect
This can show just which wonds prevailed, and perhaps why,
relatively few words of Morse ongins in
the
= e Modem English.
10th parsgraph
French words found from earfier years, such
are also as "castel’, "cancelers’ and "serfice” [castle,
chancellor, and senvice) (Kastowsky, 2008).
This <hows that !he hm:i nations did have contact before the
imsasion.
mg;g of Wessex WES Edward the Confessar,

+*

E'E

B

'E
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S0

i

510 as before

" Edward's reign
. whereas after

1043

220 whersas

and that with
these rulers,

S2v 50 much so that

56 &S

This wersion of the
Chronicle
[Mamuscript E,
Laud)

it

which

English

Modem English

The Anglo-Sa=on
Chronicle

French due fo spending a lot of ime in
=poke Normandy. )

can be seen inthe Chronicle, -

only thirteen instances of the word “abbod” (or

= similar wariations),
can be found forty-five (Jebson, 2006). +
the ywear 1154, litle over 3 hundred years after
e L heginning of Edwands reign.,
sarts - gfter the infreduction and one entry for 608C
- with the year 1AD,
the frequency of the term "abbod” went from
about once every eighly years before French
means that  rulers, to onee every two years, showing that | -
foreign rulers had & significant influence on
Oid English.
F’ ped to many French terms, -
inconporate
is believed to . .
atiribuie around 4% of its lexicon ta French. +
11th parsgraph
has mat . R
curiived for 20 many centuries to become insignificant. -

so much about what the English language

can still show was, how and why it changed and developed | -
, &nd where it came from.
5 highly important text due to the amount that

Femains can be leamed from it of history, cultwre, and | -
& language barely recognisable as our own,
jed oer twia and a half centuries of the jouney .

the nation and the language took.

e

[rotst Theme selection (2 T-units)
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Appendix 9: Coding thematic choices and thematic progression

Example (bold and italics for

Theme type Classification Criteria Hlestration only)
Subject Thematic element is congruent with the grammatical Public transport is third on the list of
subject® major expenditures at 15% [uz. 7
Marked/ Any ideational element that is not congruent with the | will argue that if C02 emissions are
Experiential | grammatical Subject (including if-clauses). to be reduced [.-.] ke 1w
Circumstantial adjuncts eccurring before Subject Theme | since these days most goods are
were [abelled marked Themes. transported by truck [...] s
Fronted dependent clauses were categorized as marked  Howewver, even with the shift to
im relation to the T-unit Theme. electric cors this figure seems |yx 1y
Textual Conjunctive, structural, and continuative elements - -
! ’ Consequentfy, thi It
situated before the Subject Theme were categorized as . tly, this may resuit in 2
decrease in the amount [ ke 17y
textual Themes.
Interpersonal | podal and mood-marking elements before Subject Essentiolly, many railway services are

theme were categorized as interpersonal Theme

GMs im the form of it-clauses followed by extraposed
subjects were marked as interpersonal Theme, as per
Martin (1995, p.244) and Thompson® (2004).

Projecting clauses conveying an element of opinion were
taken as encoding interpersonal meaning, as per Davies
(1957), and Martin and Rose [2007).

now public [...] mezn

It should be noted that this picture is
complicated by [.] joae 3

Howewer, | would suggest that the
miajority of redistributed funds be
taken from [-.] e 20

*As is commen in SFL research (Fries, 2009, p.13), elliptical Subjects were sometimes lexically rendered to reveal
the true thematic perspective of each clause. These were represented as [=ellipsed item)

Thematic
Progression

(from Berry,
1995)

To limit subjectivity when classifying thematic progression, the analysis focused on the presence of cohesive
devices such as paraphrased elements and semantic inference [Nwogu and Bloor, 1951}, or pronouns, lexical
repetition, synonyms, substitution, ellipsis, etc. (cf. Halliday and Hasan, 1976).

N constant Theme
THEME.

t# Linear Theme {Digression)

%y Theme Return
derived Theme.

<7 Derived Theme THEME {or RHEME)

Theme is an elament that occurred in the previous T-unit's

Theme is an element ocourring in the previous RHEME.

A preceding Theme is restored after a digression, or aftera

The Theme is derived from some aspect of the previous

! Thompson [2004) calls these ‘thematized comments’.
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Screenshots of Inputlog's analysis files

Appendix 10
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Appendix 11: Dynamic texts

Dynamic Text for JO1
Point of depariure: THEME = = = == #mimim e ie i Development of clause: RHEME [Theme selection
Theme Subject Theme Rheme N-Rheme [te:t|ln’r_ I;'"’ ﬂ’
1" paragrapn

. = e a-let i receambla], . into the] {1} on

B politeness
T Research on has looked st how itfoe}} -
| politeness e "leasi= | has an sffect on{ziol), . cur daily
4 imberactions™ [with family and : I
friendsfaal) pfomr] " (et
At monica - T | SRR b
2i  Although thers e many aspects of politeness, + |- EC -
i | m particulary interested in looking at face- | ||
threstening acts
[Ziii  &nd how thiey 5 mitigate + |- e -
= enpenmpeis | thozz}, . whao have had
magor influences in this field of work,
am also inte namely Geoffery Leech, Erving Goffman
3 I T ANT e e Lo Bt
9 imfaneel_ fem-tremarmasl “the highly
influential}, i3} Penelope Brown and
Stephen Levinson_{z}
3 o
1 Birown and Levinson T::g t 8 major confribution}_, o this ares of - - -
reseanzh{a}
— Tl ey —aea) wappimiemiatzall_ lage—m]l
and " [Eis . n
Hii s their names e almast synonymaus with + |- -
e pofitenass. {as]} 5
examples of face-threaining scts and
strategies to mitigate “ fvamm-sy |, or
reduce the severity of = el (257 a
them by “[amdwise-setelx]]
. . “faatied__ {4} |z} looking at natursily
B - -
P {ash will be kaoking far ocouring data z{h-.{z.'ﬂlm | have o
collected ™[ [my-svwa—sate]_[z1z}}z2}
through audio-recording a Welsh family,
consisting of a mother, father and a
daughter.
i “Jreaorded theml_ (s}
have recordings of them duning mesltimes, -l [ L
. tngether *“jamems | 5t | the | sieiee
Fil  where they ot memenizie]}_ table “lio estizs)) Bl
the television on in the n
Giii  |and would have background, *“[eosasisraliy-dissussing - |- E
el |-
- . 7,
lease e : wm}m{s} d=e
pebniainnl {7}

. fici wiere given consent forms to sign before any L L L L
i The nis recording fook place.

- = - I their right fo withdraw ~[from my : i I
[fii  |ano]{=} e {participants wiere aware of studhy fedl} + £
... . e I
— == .

i i} B i P s}

. |fb} In my the father = {in the \ L L
il — Famitlgif} N. 7
Bii the mother is ‘H - - e
Bi  and the daughter s I p— -
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[100

1 O

11
[12
123

130

15w

16

[16a

[ Gl

160

[T

[15

[19

Brown and
Levinson's poliiness
theory
i1 38T e e
They
and “fthey], a2l
Hbelieve {10
They
Posifrve face
whereas negative face
**[ Brown and
Levimson
uE!. - f
|
{ac} In the data | I
collectsd,
For
example,] 030}
rad}in fine 41, [
{b=mm}
and implies that it
J
=5 she
and
1551} rma
Hlatreugs |
Howeverfzsll,. che
this could be
becauss
Both J and H
dont seem to N
understand that
!1t“ I
N | then feels that | he
[P
smmirana] “[This
e -
indicates that J's degree
{z18} M feels
ki —
“[By doing 50,  |he
which
- Y 28
f could be s st by,
aroued that {r1} need to be
3 admired
=5 she

is based on

describe

can be either

also define

is the idea that
is

“lgive |
e

[formulated
irprz.
s

found
[ | jokes

won't be

doesn't seem to
be

laughs

procesdes fio
mock

genuinely didn't
know

i referring o

alrecs
heas. to
Xl

implies
“mphing

1571} ssnace Eat
%) threatens

is

would be seeking

the motion on 'face’. -

face “Jescomething thetis ecconiatod
with[sl]_ e} "'l (o], | ermation,
}omsela} &5 "something that " feestbs)_fa1}

is emotionally invested {1z}

"bost, maintsined or enhanced” {8}
"*[{Erown and Levinson, 1387 in Jaworski+
& Coupland, 1893:321-322)} .-

two seperste types of face, positive and
negative face. i
we have the need to be admired or liked, -
nat wanting others to impose on us

{EC ).

ek 3 lizt {29ii}}ypuy, ©f face-threaining
acts with positive politeness, and {a list
of} face threatning acts with negstive
politness.

: e .

-

| SRS W || Lot

*good {22 nTl} ., Examples of positive
politeness “fip) {13} {ads=ri=H}
ejobaieall, ., sbout = [Hetfantsat |7 |
P{Ed]]  eima-anemasia | Js{178)) .
degres

much use to her when she is looking for
a3 job.

offended by this, 5

¥

it off +

his "Barcelonian’ acocent, by calling it
French  {==1a7} ™= |,

what the accenfwas. ] =]} +

the character jin-tsaia |
"Manuel]_f1s) in the British sitcom -
"Fanwity Towers'.

aezzzd m{bﬂmtﬂl himseif and{w}} clear
up any confusion, steting that Manuel -
leamnt English ={in the programme{=}}, .

her simply leaming "™ ea-Ematia | 3 |
kanguage | wiwed | that {7ain ==}, ., she +
is obwiously already fluent in. [deo=rx)}

her degree is quite poinfless],, . . {3n
i}

s “fimmele} [~ fretemasslel]
| {positive} face {roll

particulary promminent here -

I e dain et} Fi3c) |
some sort of {136 nmal) .., scceptance .
from her father ), ““[wanting to know that
he is proud of herfeal), .

R By 2

B MaP e g B

B s 0 s

="
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[2 3

(2 3ii

24

2 ii

[25

2 i

26k

271

2T

[28i

[2Bii
(25

[23i

(200

[20ii

30

it

=

31

3 1ii

3 1iii

310w

{d} Although

*[This could
imiply that

and

"{-h:wewer,

and

and

" jatael i)
however when
che does {3}
Hioaewer,

and{1asm =]}, .

Mias
“[be implied |
it 15}

i

Flar} s}
e

e
s

P2 and

{e} Although

and the laughter

swggests

*land

sereshegessien -

)

M = -4 | . +
nsulingfiz7 in ml}|
1%
, freay} 1s) respond other than L
she doesnt laughing and mocking his sccent.
she Was offendec{asl} . -
doesn't know how else to respond, +
L N the case because of | mf=}} _ the
fthis is unlikely to be nuclear family set-up 2| | +
. [share | a closa relationship “jwith each
HThstheyall Lo o otherfad)
something that happens often sa is
this type of mockery is - - +
ignorec{ztsH}y boumrme: 127}
almost side with J by trying to defend her
by mocking M's accent pointing out that
H sto M's sccent wasn't s very good one.}
{eam=rac}
[f M *atthaugh il i
doesn't say much fs1 ines o defend !“ by ex ing who he was -
ol impersonafing.
iz w2 | by using the | efthe{ag}}, . term ‘man’
13 -
=, L. I Frataiesinmny |- | dnr—maee 2] L
¢ = often used for emphasis m:{’}:n Wales
This}, ey {B2=Te3} ;r““ziﬁ;f;'l” he Pfistring s implythat | believes |
fsed}, o I _f{ﬁ}} 8 hat{omrre]}, ., his impression was good
it Was obwious who he was irying to be {15} +
H, ™ [sltraesh mauch " {during this interaction{12m
' doesn't
{20} e
) - M has asked her to support what he has
et s because said, in line 15. i
chig dioes the opposite +
almost "side’ with J, trying to defend her
seems to by pointing out that N's accent wasn'ta +
very qood one
it Was unrecognisablefslh . +
=== === e, -
deEiEie o e . +
7|
[ | . .
e . e +
el 17]
sroetorazionzoze -
= on the chin.}_, *
. . could be awlward because of M's face-threafing
s interacton interpreted as comment,
the tone of woice of all_ )
three is lighthearted -
i - only} “Eabtheasad | playful et} S, +
) banter that is common in this household}
e}
E; Hintendad o malicious ], .. . [go=ra} +

" S rfeoinoic 1, 25554 woa dedotsd and rormorted i i3 o

=
]

ool LU= L= L

© R

=
+

Me Ve Mo |

&

M=
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32
32iii

33

33ii

36ii

ami

3Tii

ariii

where

e

{2, that
{ihn e |
this{au}}, .. {5}
family set-up,

as

mHME‘J‘EI‘]-FF
[e7a) Bdsa, *in
this instance 4
GipeTroriozzazon
e ]
Seez—izzoazosss
i o
e

et
e
mma l57} and it
could be amgued
that e}

because

Foefao] "Viame
e e AN
Ware "{h}cpj:m}
*make the
same commsnd
{1293} . Tt WOl
ke
PYmuch{scl,,
mare lkely that

5] St ) _ 20}
= S

+ o=

| ]

{h} Ancther example

of g face-threstening _

act with positive =

palitensss.

M makes

=Ml Jutaposes
P | Al N

order orfrel} is

command

M tries to ~{mitigate

P By | e}, mpsing
a pet mame, {instead
of her “[acthusls), .

name, ™{or simply suggests
*just {8}, saving

‘pleaze’, {mlum

| ifz21}} acts as

= - .
| Tonelsomeling, o and Levinene fstas

thers :Euﬁn't seem fo

eyl 47} all family seem to e

members | have
“fouggect |

the parent | . 1
making

thers is

he™|ishe = [bcing

Feporealrith, o

[. g B | FreERs | is}

G E—RRE R I

eaafnrl,,
]
SO0
me .
{im=ral}, o J1ol

she

h el
wiould need fo use

T e
; : & - EI' ;
e

; F—— ;
. - -
- P |

in lime 21

a command

it with & pet name for J.

threstening to the hearer, J ™[s negative i

face {7l

it By | us | & | ingf i} a8 pet name

"o soften™{the | hisfaall, .,

impositon{zal) " reisade ke
emal e o i fer

aeaee AR [B1 )]y ] T3]

a cose bond *between the twos6m

e

an in-group identity marker,
an FTA with positive politeness. {7}

much of a need for mitigating face-
threatning acts

e e

a good understanding of each

otherfell e

the request], ...

no need for the parent to b2 polite,

his-part} "L
in charge

some fom of {na) mitigation.

+
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a command easier than J would be sble
to | ®{riean more orless say what he
likes}, s} is-ablete “[make &
command{ss]]_ eas™ fer | ity and{s)l,
{s=) tha™[t | n | it would be™[more difficult

because of t

Hrslh o he power
|28 relationship as it

were "“[suggests M is able to make
were fuggests) e fs5Hles For{aHmsn J to ek Tfing | <[53}
aoomrend | do the samef1oa)} . cleoe
L b f2e}{z0} {51 hﬂ}ll....,;._-.__{w}
= | This} power there is less need for = (risasiten]_fos}| | |
=8 relationships means} M to mitigate what he says. &
L=
i1
were“{;a}m
*Imake the
3y [F3ME EOmmS nd che would need fo use some form of mitigation. - |+ [TE |+
{138}} e Tt WOl
be""{much
{14n}}_, mare likely
that
4% paragraph -
" {i} Holmes snd . resesrch imbo ~ {power and{erl] L L L L
[+0i stubbe™ps | (2003) CoMe9 e | feness in the workplace {i],
Ly *fand lonked at strategies to deal with e}, power + L EL
| S B relafionships. el li06}
8 manager and
; {2l different in many ways to a parent-child _ |
11 Although workforee are relationship, {as} - &
" fver-beote soviesiibe  wardes) |
44 thair ressarch can be useful to look at = jrebabinmbime - - b OF
I - ey e e
rhsems s NiEFECHY Within relationships. [1e1}
Jolmes and are certain used to make power relationships
.2 Stubbe ctate that there strategies hatcmﬁle&s-}m{rsﬁ more hamonious, suchas - |- %9 -
be mitigating directives or ordiers.
" [Examples of
[vr}} .. ways to do justification or hesitations "™ [fes
3 . ) sre - e L
this ‘J'E{h{m-nrdlh seaempdad i8]}
{lezmrecth e, {220}
M However, as |
:I'-"&]-,__n.pr'E‘-'iﬂJEhI'
mentoned {1}, -
because of the L tratmuek | less of s8]}, need for _
M |lose e T = such devices. {77} * BC [+
bond in the family
| recorded,
i IEmi=ro
T i P e maaad_Fisc) deapabasamsiins
S
.. B
|-<—- e I — . setegies | - 7 -
would have fio ) N
A manager mitisgste face-threstening socts,(z2]}, .,
i bt there - less need fior a parent fo do the + - EC-
same {188}
“However [zl
" Brown and generic forms such -
6  Levinsom as ‘'mate’, ‘buddy’, [ﬁ:‘;:m}{} l face-threstening acts. + |+ - -
Fimee228]),  'pal s
argue that
They these in-group a command into & request **{, making
=8 == N y -
il {eise{zal], .  markers. when used fum fhe-sommand)_, less of an imposition - |- - -
state that to addiress children, on the hearer}, ... {123}
e = i ey
[ forminin i Haaet
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5" paragraph
118 -

16 {Erm'.'n and built
Levinson
111 ' .
geneeilali]

L45i T {sefmanira) was {112} slso
hﬂhﬂ | _|E':1‘1'EH'N¥"4 interested in
i1 1 B}}Irﬂ'{l‘i? |
{1201 maren

3
. [T {and{ws}]

91 iated that there are
1={'ﬂ 113
o=

| -
rama{id],

e il
==
=S
e
. Bhpaslrish
[PU |accordingtn  [oe-work must be
Goffman, 'when
face has been
threatenad,
[FOii fn)whether 1125
151 This c-nuh:l.heq: to
=xplain
""{As =)
obsereer, and could be
[F2 ==l she Sviewed
previgushy 35{125}} . taking
mentioned,
|53i  *pimasivee | I}, | this =
aF 13{ 1= I

ke ;""Hewe-repn# sha S

eeuld-bethad)

T I

beiiiwe-d- L .
|5 . she help™s |

maf1a7]} | it | could '

be sssumed that iNg{130}}.m, to
153iv and ensure it is still

6" paragraph

1!1{1!1{! _

E'a'" -”EF'"-’" also fouit |

T Brown and Levinson developed

£191 Fh e e
IS?W}IMH
‘I!l:‘l!!E I -
e |
1’{-4‘!{5:‘3-1:7} |
A Leech {raz}} .. devised
Sii theat were built on
i Leech's maxims focused on
i {{g} and help to explain
¥ End of wcanion 2.

m{ﬁeirﬂ"ecrﬁm}:hm"{un | Goffman |
s wark {18} e e | 96T

the notion of face {n}

w125 in e}, o face-mansgement
ctrategies; the svoidance process snd
the comective process.

sding. T Hweatc_that “wr
damageerscfese{1n) | fese

Eestestiremreaswres) L T180b L

done'{116} " {{Goffman, 1987 in Jaworski |

& Coupland, 1933:315), | = {118},

by the one who camied out the face-
threatning act, the one whose face is
being threstned or by an observer.
H's =t | contribution}_ {120} to the
conversation in line 16.

J's "side’, by mocking M.

the case
thet-forrereasen (I}, ..
e

Rl LT M CENE TR EELC)
e {1450
fre== 2= {1=2}Hsmsemn

neutralize the comersation,

lighthearted.

their *fargument | theory{zesl}, ., based
[qeroed}pes O (Stice's maxims T fas

g | . {15}}|:j={- 85 did} - Geoffrey
Leech.

e S
H‘!f'h 55}}12 Dlﬁ}llﬂ =

six interpersonal maxims

Grice's co-opergtive principle (1975).
cost and benefit to the hearer and
ithel,, speaker”,

why people confinue to be polite.

+ -

+ - -

273



7

B

[EDi

B

Efii

E2i

| Tl

L.
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=
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seems to be R ememasiata] . [120} [200}], o -
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et {155} e Fooan
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T matsaniein | cibosonand esseeras-che Eniches | a5

jokes thaty soon 35 she has finished eafing the +

mawve on with

are not &t all fased
by

refers back to

declares that

T S ppeatrl il

{=0}} pme, 1

=

is

B

isn't
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may, again,
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I .
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the previous conversation about the
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" wmiiatiy{ 207}, ., Baten it
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because of the expletive fucking'. -
(=i}

gusea) (163}
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SNgET,

i |
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he is joking. -
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¢

M &

v
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= (o] Seeasad = - . - - EC-
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Dynamic text JO2
Paint of depariure: THEME = = b s = = # i e i ie Development of clause: RHEME |Theme selection
Themsa I Subject Theme Rheme | M-Rheme ml It ||=m=|hw
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==
| **fargue | claim eary language MH“T”" achild's chances of success at
' el that  socisizaton [ einiebag) | 1Y
s | CEFRINN 0]}
affects
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P = {EE}&HH-EHM e e
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make o] o e SOTIE et sehostlol=ils (=3}
rr=-:3nir'gla:}? {Frimerty | children{zes}
) 2 hymaf2oe s {221} -
2" paragraph -
{thef{z=}},.. nomms of te
3 ™At home, children IE"E brought up cubture they fve in from ther | - | - [0 +
Eaming parents or CaRreghvers.
4 There e ={ ot H'm f'" Es:e-:mttc;::nahm WS, nurture - el -
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. the(sal),., environment = | mmeinbmamaniicl] i
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- z',rE e ‘** .
I:i mmai=all_ - " friobeap)_ {3} bnamm “ionem] {1}
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: - hc}me-ﬁchnullrg'ﬁthr—emnple
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1™
" bhirgs | such  how “fand when it is please and thank you - ffer
Fii e sppropriate [l o say example | |fae +|- ¥ -
- sxamsiel, .. {5}
e | 1}
children receive
different types of
language ] fem3) it may affect them when they start school. - - TE| +
sociglisation [zt B4t
home, {251]} ., O
whatever reason,
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-
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because
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this dependent on |
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maths is
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Bemstein's speech codes are
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The restricted code *rassumes

i)} e} "ldependsen

The elaborsted code i

howewer {14}
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The *[MS | middleclass =

children}_, {21}

' \Geta meowed imtn M-Rhome oy e imecrion of {i

basic agencies of socislization
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“fermangemensatsesiell {7
iy} “mponisnt | srieie!
(-
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socialization
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-
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ﬂi&renee{sa}}m
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=lnurture | °s | s -offoct | »
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bazed on basic inteligence {12}
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language socislization.
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il FPLa) 3l
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dj {15} understanding on a
fopic of conversafion 1.

i
wrdersiarding) (17}
maore explicit}, ..

laxplisi127]],, access only to
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restrictadfzs]], . code’.

an experiment using five year
old ™S | Iower working-
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mpmpneetiepeh | Creats o T ke |
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oM {es} pmacs

= mere {2251} pyue SPECHIC With
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working-class children are at
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Heath's *[[1983)},
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*fresearch}_, | study
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Eereey] ., each with
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e piewrel {z) T [eivirgen
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the pictures for “fthe | & | ir
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frying to “{de-betier |

improve{2as}}, .-

difficult to overcome{z4}

detrimental to{me}}_ working-
class children {17}
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brought up at home can have
an affect an how well a child
does at school | Bew-ehilgrer
R Rioftioiezzozoizoioo
irsehast [omrml™

" ihmimdn a3 |
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Maintown{1e}], ., Fbeaasha
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class | community called
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Tracktonfeal}, .
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lamguage is integral to the
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- ERporatve-presassand]_ a7}
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strategies” “[[Heath 1383 *in
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37 {303}} e ) {=ml -
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cerssl boxes, stop signs and

g
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1997-430)
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and moted that as
. |a young child an older sibling ™[of the
begins towalk  child (==},
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As the infant T e
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e L) " loeveral | numerous
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o Dchs {129}
TradiGonally, the mether
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has slso locked at
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s
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SIoeIel—ii
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conirasts with
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will eare for = jams
15[ |
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iy £

—
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most “retably | notably
{12} e pEOTiME stories. {s)
“lmmmeniplsal] [}

the funciions of reading for
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encouraged by their parents or
canegivers.
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children | sres—smssssemes)
fo tell & story,

interrupt | edfzseel},., B
sarcatng | o comect {M]],..
the child.

the children had creative skills
*in story telling}..

fttefarl), {o6}

litthe: conmection o the real
world.

the teracy practices leamt by
children in the working-class
communities{sz} “[did not
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school fas}}

the differences between {7z}
collectivist and individualistic
[ty | culture.}_fra}

the differences between typicsl
™middle-class Anglo{rll,
American mothers and
traditionsl caregiving in " [non-
Westzm, T jparSeuiary el .
Eomesn)_ families{rs}.

Samoan society

mare responsibdlity for the
infant. {rz}

mare time with others of s
similar age ™, often "™ el
wigsyh | extended famiby,

prosest]_fed}
present {s3}

Toithel s typicalest e,
American Tf/Westen [omrasl)
society{7 3}
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father, mother and children. {sa}
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close et 2] ..
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1r.|:|{ I
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= e
e e e o]
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the mather,
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s EIL |
may be
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"*zaa | sttend {155}, 0 the
infant.

many different ethnic
backgrounds
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United States.
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takes;
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an oversimplification
nonetheless.
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*[group-worcas
7} classroom
discussions, {1a}

the comparison between Indian
and Anglo students by Susan
Fhillips™}{, in Kizsling and
Paulston {aol),. 12004
{4 e

instances where pupils were
‘competing for the floor’
something that exists in Indian
classrooms, = [whish sanpimesis
| contrasting{zz}},,., with Anglo
pupils

compete for the teacher's
attention.
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could ““fpegine | good insight into a variety of | _
l}:fer}mm collectivist cultures. - - =
a school "™ fef mixed] {154}
e containing " jesta]_{1=:}
:}:;5# in sttend children from individualistic +| - -+

cubures ™*in Europe or the US
for example } o

may well be gt a disadvantage, -
would have to {1sse}  adjust to feel at ease. + - [
wahaas]_ {157}

Bﬂ{ I -I I I .

| Fieertfmell | |adjust +| - |8 -

may noft {z8e}}_ iry to

=1 I
|ike{xs|-:-,m"{madm |
would feel outsiders,{z36}], limiting Del -

thair chances -:-r;ﬁ"lm | T

waiaament | cuccess{aml]l in

school {zal}, ..
87 paragraph

aulomstically meant |upper class. 1T
M|WJH{E}}ﬂluwerclussegmreillitﬂa‘tE. - s -
mesn

"{m}m]ﬁﬂ} the case. + |- |-
was not i

were st nio real disadvantage S I R

" Gottlieb 2005:401},
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[k

[TE

(77

(19

Mandfall,
lending libraries,

"B | N}ot gaing to

school {83}

they

“Hltis clesr that |d | B} {zpfferences in
class and cultural

background
The

= a7}

studies on

= feiferent{nsl]

| warious
collectivist

(20} s ™ fihesefzms]}, o, chikiren

e
veivie ik

Eﬁum-_-.-}m{m}
faira—s | show

that

HEE ‘ F'I

Stidiechy (15) L hikd's T beckaround

The studies
e st b
{24a}} . SUpPOTt
the Zfides |
claimfz:}},, . that

socislisation |

T eabalass

koo kit L fini

B

also meant that

" lesutd] a4}

'|E{

would not have to
9" paragraph

as=)_lzis} have

may be at

can affect

Sesoggastiest{e)

L -

"= [their literacy practices would
remain the same}

FEieeciTEo—iiieiiE

prastess]es]] {1} adapt to
different language practices
" [hat)_ 167} in school. {1eg}

a M [prafeund |
profounc{zez]], . effect on a
child's education. {==rm}

a disadvantage when the;-‘“{ge
el [2a0] ctart mainstream
educationfau}}

n{parﬁnulaﬁ}r '.;.T-;r' compsaned
o individualistic

cuttures {207 o

a child's success &t
schoolfzzll, ™ fand later on in
life. fem=raf}p

OS]} it
e R iR

* rminasy | group{zzol},, wik
e
particular}_, way {217},
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Dhynamic texd: JO3
Paint of departure: THEME == = = = du e e e Development of clause: RHEME |Theme selection
Theme | Subject Theme Rheme | N-Rheme ftestlint [Progfmn
1st paragraph:
| will be arguing . more persuasive than words by looking at
1 be - -
that mages e "3 number of},__ sexusl heslth adverts.
1 will [kt more of an emotionsl “[s&esd | sfect 28]},
2 ek | higes images can have on the Fjreeaies | [Fealewss {29 o | viewsr}| + | - 4.
lookfe} ., 5t than text shone {9 s
::L;ﬂ-mﬂ;l! SEIUE“IEda{Gn:I shown in & submissive
FlE|5-uﬁ 1 - - .
il ® | ks lcommunication and can {,and MENNET} .. in order {1} o ::urwey_wamlng
3 | teeg ) have | be | messages sbout sexually ransmitted + | - -
discuss | het|  [the'jreten | i i ) )
) en o, diseases fao=mze} " fand the HIV AIDS virus
niticnfal}, .. of {1166}
GETS, WOMEn bl
ill d "
4 I ;Im;:n ETIH esth-o8 Elg E]nn}m Izﬂ}thrEE . {!' .
looking st images from three different countries.
o= L
=
. e | o | thel “feiseng | {mascageii],)
o : e HEl) of guilt appeals(z} SR
also discuss Fiitees 010 FRe
will also
S "] which I discuss, - -
{117} e
e e . the “{dangers-of | risks they are taking if they
=
P & | those who see are having {22]} ., ancafe-cex M hreugh
[21]}, o e=FpeigRs [rudiy)_{=) | ™ [diferent fommc-of (115},
B Fodi116a)] .
those who see campsaigns about sexual
health are reminded about the risks they are
Sai which can suggest isking if they are having unsafe sex - - B -
g T R R R
sesiten (1181}, 1
(= *n will loskat howimegcs-een [bas¥eRger
; -
£t lanell have e} shanamatonaaRisen the s
e .
2™ paragraph:
6 Figure 1 WES a Finnish AIDS council sdverisement. - - -
a woman's genitals with an intemet map
marker, [ eemmanty {34, | frequentlyl
7 It has used on Fecehook to check nto a plsceor | | ds -
destination {93}
= e {351 |
e _ . L
8 {j:j’. using sacial | n{m“ & sense sfeslsting ta-the whele | a large - - | s -
media, | fedies proporion off, ., the population.
. I used by “{dﬂaﬁl—nﬂ—nﬂe{?ﬁﬁm almast all
= F = groups "[all over the world {1201, 1T B
=
am SrriEEsis I ;
. b 12 tho iis
_ and *[ey-wsine {ﬁefe ir"||'.:-Iilesa[lmr.::-mi’“ﬂwIIE L S == . }}""“m.l“ o
9a | this sexually active {165}},,. is susceptible o the | + | - | &'5| -
(37 (96} e disease.
{indicates}
that
- 29 . -
10 Figure 2 I5  ffrom a HIV .ﬂ:.IDE awarenaess advertising 1. )
{1225 s campsign.
) *is | has : ) )
The image of 5 . "lmedified 38} | sdapted {123}},.. o give
11 woman straddling & 2ol the man ™[an [124})_, exdra ten hands ®ftc | - | - & -
&N touch her with] ., implying that {33 his
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12 Finally,

13

13 |and

14 However,

This imsge is

15 audience that,

Fgain,

and ** findhic
150 |wasa)_ {107}
" that (12T e

3™ paragraph:
16

S oot
17

18 and

184 Al s MHrough

19 land

Aczording to van
20b Leeuwen

(2011:2},

4" parsgraph:
21

21n jand

"With regards to

advertising, and
23i hesalth

campaigns,

ﬂl{

trying to show the

figure 3

The prowocative
ipssmraps|

image}, {100}

"this

"Sfthe nams ofl &
sexually {104}
transmitted
rtestion |
disease}

it

There
e
Figure 3

the only hue in
figure 1

figure 2
it
{the colours

This =*[lack of
colourk_

black

= pristotle

Persuasion

the purpaose of
persuasion

atirscts

[
implizs
[166}},., that
once kel
{101}
scratched
SWEY,

is {105}

can hawe

is
'_'JM
i | are}

has

first wrote
about

defined

can be

is to gain

previous sexusl pariners sre ™Yzlso [125)
present in some way.

an MHS sexusl heslth campaign designed as .

g scratch card.
the peeiewess | viewers) ™ fetiention |

gaze}, .

"Sfal_ (102} more flesh would be revealed.
{103}

revealed "[instead [126}}, ...

8 sexually transmitted disease “I:iﬁ-iihaui}m
{108},

impossible to ik | know), ., who does
T lhevesns (128]) ) .. Tlerdescnat]
:1 m} 15|EI - - . - F -

1a|E ! : |1:7{_ b
irperant | has one solely by looking at
their sppearancel,.,-

a significant lack of colour in all three
images.

SEaamalatehalosloprahital
P lesmpletatd) _ {153} void of colour

thie map marker, drawing even more
gttention o the area.

in colour,

veny dull
o e |

-;s-r-g.-' neutral zsﬁﬂ-ﬁm}lu}m.
the images {234} a negsative impact

connotations of severty and seriousness
{235}

pErsuEsion

it as "communication designed fo influence
listeners’ choices' (Lester, 2002:63).

used fo change people’s sttitudes, ™ jend
il | making},,., them take a different
standpoint e Tiaesie | & T e |
s ) S O Y

gwareness, prompt s judgement
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SiIoiiiozzioos

are-hevng] o}
*ip-epoure
peoplehave
eesd_[11} sefe
ﬂ}ln
23ii and
heuse st
rizir
Ul | Ysing
243 emabar{g], is
COMTIMIon
24ii Spwheteris} | as|it
Jamieson
2 (1985:103)
26 Visual rhetoric
2606 3 s
260X i-that i
=21} three =of
thie) s, iIMages |
2T have chosen =t
o
2T it eyt
T hree
2Tiil jand {Z2TH, . —erres
28 =
28iix S
29¥ - =
30K =
28 This
205Fe=]FP {205}
Although the
image may
206fb]FF
{206} atract ;
23 | cttention from the [T "o
sudience,
pearticutarty in
figure 2, e
]
Without the
30 flasguass | there
namativel,

“{aFE&hH
make

1o *use

tends to hawe

Fltates)
{26} belizves
that

uses

Sz,

| @re

%’iﬁ' i

g

is where there

would be

the “lraaciver | resieved ., | viewer] of the

message tahe (eemeserad1al) , , action, |+ | -
e e
somaman] (14}

emotion "[aah'.’}}F,;_Fy—t&pﬁsrme}m fer | in
persuasion], [ Hem} {15} [Relsshos-and

T eamrbaice. | fambiesa], . | Lang, A. et
al} 2003:111)

more E:fe:’t}“m{un those who see the
advert or campaign {173}},.

images are purposely crafied in & certain
w3y in order to obtsin a particular response | - -
from the viewer [errescier) 27}
images to create "™ en-asgument | 5
meaning (==} . m]aﬂd—&}m{l?ﬂ}

i ststie phstagraphs |

static images}

a-form-af | with {225]], ., rereive-alongside

L " o 1'.':{

warpes | the intent of the image {(174}},..
aipmm | all examples {228))CP of verbo-

pictoral metaphor. {2031}

Pasisuasnpetasies e |
Tigure {331}y, e &

o ciciarial et

: _ . -

the" fmage | figure. (B4},
boesuse oiits V[strange | eRsatec=rm] -
wrfrper-feaires (M
Mesmadindofl_ [204) namative slongside

the image.

important “"fee W | W (209}, Eeut

I
meisphonoal measing] {207} o be able io
understand [208} the intent.

no metaphoncal meaning. - -
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5" paragraph:
1 Forc -gin visanl melaghos - when one visual element is compansd to NN .
nather {173}
"Y(1996){180},,. *'
I | ehecking in | 3 on Facebook to having
sexusl intercourse, giving the impression that
12 " howeverf| F} i compasing casual sexh{?: eommen es-geingo e N .
igure 1 etesel, [181] ™ rourfoveurie] (182} &
B - Rl Sl e
IO
23ix "“Figure 3 is ironic "“{also metaphoric)
X g AR— T
4K = iRk Varak)
33 it is intended to shock the viewer. - - b
The effect on th
34i WE: - oniE e vitally impartant Sl
- wesdnt]
. 193}
th of Tisal, |
4 as {ix'Luﬂl{l‘H}; istofryto  people to changs their behaviour. «|-1-1-
wdverts persuads
As Hill (2004:31) = isual
35 nnteal 2 ) m‘:i’:m:‘m ars more vivid than written representations. I
- ) z | &}, mombining . an even ”{mﬂpe[m-nq}m {33} stronger - }
36 [ {Howsver. the two, gries sense of vividness. ¢
also that {109} ""le-phedegraph | images [110}),
ITx Hill S euagasts | W -+ -
believes], farsaldacerpian {113}, . {110}
that emotion has & great effect on how a
v Hill also belisves | [ fresisved, ., | viewer]_ interprets &
message {130}
that 'the more vivid the information, the more
likely it is that the information will prompt an
38a He siaies emobional response from the feeadess | be -
vigwear}
L . also seems to more persuasive than non-vivid information.”
3Bk Wivid information
- b= {112} {p31).
tﬁiF‘E SR, - an iiimFIi efassba F'i'iiiillﬂi'iﬁhii
38X .
FaRtianad hgure2 s {=ril
6" parsgraph
a5 it 5 " have been | fs-suwied s | three [131],, sfems NI E
ppea used in imegeeimages | figures) 1 and 2. [34)
40 Guilt appesl ic the idea mxhaﬂui‘f moral codes that may affectour | |1 |
guilty sbout our past behsviour or have sn
4 it Elymal:eus effect on something we mey be thinkang of - |- | e -
daing.
Mongesu and the sudience members with a means of
: . are used to  making up for their past behaviour by
42 | Siff (2002:1 It sppesl |0 -
bE"E':ME hatm} s o= provide changing their stitudes snd behaviours’
{p.155).
430K L 2 SiFF-te ‘Sohiave.
43K T Friies Sricrzamamreadozdio te O
122
T | may &R
=TT Sroiz—zia Tl
{ be (133},
= | *similar | 2 | message | g},., that reminds
} the S[wiewer | Feecker]__ | viewer) that [35]
43 F = 1 |both h Frea -
ﬂl?:r; B e ®lesak | their)_, sexual parners ¥fikey} have
TI_kas alse-get{36} a-kistareard theris e
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44

44ii and

45

47i

L T
{138}, o Soksty
{135} yeme} [
{139}
smpliaa}[46)

LTS

47iX

AT, A
4 Tiii

H T s

4T

4Bix

455 e

49iik
i rgesstrg
48iix
45X ana
7" paragraph:
48i

48ii -and found that

48iii which

Guilt appesl
**{LaTour (1590)
G e
A
fraseda,.

This finding

“liemale nudity

ekt i
“Uthat

14l of my images

| S ]

Goffman (1979) “jin
lersris
URAA-dana )

they

he

= ™

looked at

noted that

could b=
linked to

ciould | remind

| ety

is (2200

; g*'gﬁgﬁ i *é%“f J

locked at

Wers

interpreted as

wey-aieling-hew-a) , {37] also got a history
of sexual partners, “remirdingthemthe
sinrzsroozozizziz ooz urglng them to
change their behaviour, by " [using-&
candor | =res) | pracising safe sex Frst
doing-so-alreadvl{134)}, .

wessd *[Rersl, (38} so{ vt {39}

sexual sppesarances - -

S-muasRarsaamant, {41] some female
[eiaass | viewers} felt uncomfortable by
female nudity.

guilt appeal; - -
women of their past behaviour ™ fand who

they have allowed to see them in the nude. - -
{135} e

“lofizn}_, a {43} stigma, "“[particulsry on
women that is {220}, associated with the - -
number of sexual partners ““{one has),..

“[implicd | done {14ﬂﬁmﬂﬂmu§=—£wn5
wsed-s5-deserbecahson  hetlead this
s (1411 -

e e

ik e ok :
Sz
les]_he-camen
e R

ek | domanciatod],,, -y et
e T e N

sharrad-ar . (142}

o E
Sl fozoziioocazocoon

e S

Eomraozazom,

=eeowrang (146}

wemaRmsEe-a (5] “lekmasi]  [47) sdhais
waaRaar | [ 29

=1, svasalll_ (48} showniracubmiscie
Grszoercroe

el {145)

horer women were portrayed in
sdvertisements,

shown to *{often]_ be {49) in childlike poses, + | -
M isempering] {148}, . " lthe .

stereotypical notion that | women | =

e -
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sebmicsiente-men (501}, are {51}

submissive o men. {52}

women were often in a recumbent position,

on & bed or “[on thel,,. floor, Zjubiek]_
43  Furthemmaore he found that {53} [such as infe=me}_ *ieneges | « |- |8eg| -

Sgures{83)], .. 1and 3 {[show thish {34},

"implying passivity {1327, .

. 1an | important | factor} here, as in ™~ freges |

50 Camera angle [ Squre=fa0)}, . 1and 3,

the women, suggesting subserience,

. is looking =) . - S
et | S 5 - - -
i the camers on o | supporting Goffman a
argument. {==ra} }oa,
often *fEhirk
k| ‘We = a high camera angle {64} with power; - - - -
associate]
- R i “lesmaisng]_ [E5] 3 technigue often used "
= bo express [pewes | suthority} or dominance. |~ | )
520X “[es s SeppORs
! (57]).. {65} .
Thereis | . L by men = {iR-saaiass {147} | because of teir N
32 suggesiion that the ‘looking down’ s stereatypically dominant role},,. B & -
54 This E;‘“’"‘ Bl ubvey (1973) -1 -
i who looked at the gaze in fka} cinema {tic film} - - e -
found that the
S4iii snd [Hask | the male’s sctive role. + - g -
locking} is

. WOMmEn ofte iling (essmbara-mnd
“[he | Goffman slso found wars aien sming

L] twming sway and in euphoris, festuresthat - - - @ -
(== ralyeg {11573} that all d;::riner;*ﬁmaga | figqurefB3),,.. 1.
It is worth noting
561 thatinall three  the models’ eyes  cannotbe 2En -+ -+
images,
Gl which shiows lack of imohement. - - -
an It gives. a sense of distance - -l -
=[I . .F 'hi'migii'i hi iilﬁd nt
57l =mnd allows withgesl]  [35] the [seeakas | viewer} to - - g -
partske in voyeursm;
T ayara{58) able Pestwera {60} (59, to look at
=B {57} “[the viewer i the women in the images without being seen,| - | - &
“[giving them mare power over the women
pictured] .
rsial

. . the stereotypical notion that women are
58 This, =g 81} lead -l -l -
15, 8gan. {61} leads submissive to men. {o=res}

back to
cannat “[of
&0 ‘We course onky men would se= such adveris. - - - -
-
gssume that
= P
Hihl.:;jif.;l while these ads were aciuslly directed at
61 . "= \(Goffman (1979) found that men, they also sttracted women, “[mthe | -1 -1 -
deminass)_ [T0}
the | The(Tdllme  would el
women being {71} trest the |3 man watching her, - - - -
photographed camers like
would ™ Ekink |
i | femnale [Feiewem | believe how they “[themssbves | keek | ook} a0 01
viEswers) {o=reml o | smanais | to {F3}}, men. {72}
that is
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8" paragraph:
63

63ii and

B4 However,

BT

66i mendoned)
{150}

B6ii as
However, in [Asia

67 |end] the Middle
East,

68

BBii therefore,
9" parsgraph:

In the *“frages |
figures{81}},., |
have selected,
[notsbly

T figures {921 1

and 3}

Ta
72ii |™[in this case,

T
T3ii
T3ai while

T4

All of the women in
my images
would be
considered
the ides of what the

slim
sttractive in todsy's "“[Westem {150},
sooieby.

esl female body | has changed over the yesars.

should look like

what men Etmée—a&a-#&mmm

Laneyrie-Diagen believes this is [52] find atiractive in the famsle body 9,

{2004:152) due o
P i
i
B R
S =
T . would be
ese images used in
nudity and sex is often used
sppeal in
would be
4 much less
commaon to
==
2%
Tl 1216}
Casual sex tends o be
such health maiy not be
campsEigns needed in

"[Leventhal and
Cameron (1387)
{rl,, Sheviend  looked at

[ e ]

{78}
focused

They looked at

which WEME

prevention is {73}

They believe that
M{EH-EHFE}HH
{81} persuade

“[lmages | Figures  are focused
{=re}} e 1and 2 lon

which can lead to
“limage | iz focused
figure{86}} ... 2 Mmare on

*[Leventhal snd  also found
Cameron], . that

women only fael | **[: linthet] they are jenly}
aitrective if men think they are},, .

- "y -
Frphesamtaadect B3] "’{nﬂa—aﬂjﬂ* {1494 .
=ppared-by {Lacan (in} Messeed
002394 ke cloime that Thuemen
x-?wepe}mﬁrﬁberel the female place is | just
to | be | look | ed{=—wx}}_ at} {77}

Westemn society without s second thought,

advertising fio sell products.

women's bodies *jbeing wsed-in sdverising

| used in this way],, . (Toland Frith and
Mueller, 2003:240).[<=rs}

more of 8 Western “idzs | phenomenon},,..

places such as the Middle East {sra-fsia)

persussion and health attitudes

a lot of their efforis on AIDS.

the two goals of health persussion
prevention of disesse and compliance with
reatmeant

the focus.

‘the goal is to prompt sction”
{ip.Z21 )} { s}

the fresieves | viewer} to ensure they are
having safe sex.

HIV,

AIDS, {ad}

other sexuslly transmitted diseases.

mass media was “Jsuccessiul at informing
fhose who did not know about the health

problem or were not aware that they were at
risk}, . {ijp.23E]}.

g
g

[

g
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T5i

and **[mast
imiportanthg}
10" paragraph:

T5ii

76

77 However,

ek [159])
B
{156} images
1!.TE .
SrirzorTiozs

7o

T9ii as

Images like these

The three images |
selected

15{5"_
fhey all

*[They

sheskngl, {157} rrrrarozuazes
T

Wividness and the
use of emotion to
get a response
[V oyeuristic
{177}, gaze
Cland),,, {162} at
the female body

it

draw sttenBon because of their unusual or B
surprising technigues,

atiract attention of those unawsane that their .
5e behaviour is dangerous.

sexual health campaigns from three different

wene gll from | counfries; (et imara-mmiand |
Finland, the US and the UK].

had similar "“fideas | technigues(155)]_ (154} i

used persuade the viewer that safie sex is vitally +
important.

also found )

{246}},

attention because of their unusual or

surprising technigues and impaortantly so,
ol | P e (160] merbmed by
{161} and as indicated by Leventhsal and
Cameron, fo sttract attention of those
unaware that their behaviour is dangenous.

hisve shown to

be very effective, as has guilt appeal. -

has also
helped to . L

why the female body is used in this way. -
lshaw]_
{163} explain
helps o

sttenton from both men and women. +
sttract

[rotsl Theme selection (79 T-units)

291



Dynamic text: BB

Point of departure: THEME == = = =

4= fu o o e Development of clause: RHEME

Theme Subject Thems Rheme | [M-Rhems t|:1d:| ht.lP-n,IMﬂ..l
1st parsgraph:
The Anglo-Saxon .
1 Chronicle is one of the most notable Old English texts. - - -
) commissioned by King Alfred the Great in
2 It WHES around E30AD, - |- || -
a history of Britain "jetthe Smeand Fam | [}
2ii 'and WHS starfing from 1AD and dating up fo the year = | - Mg -
115440 }__ [}
3 E':z:::::mi Mleerenetd  [at cifterent ocations - F
3ii jand recorded mare specific local events. « | - g -
the Parker Chronicle or *fel_ Winche3)ster
The four surviving Chronicle, the Worcester Chronicle, the
4i : are Peterborough Chronicle (also knownasthe | - | - | & -
manuscrpts Laud Chronicke) and the Canterbury Epitome,
which is another version of the Laud.{=o=m}
one of the E{-few}m {22} imited sources of Old
English that actually remains *'[— “fmtetal
5i The Chronicle is {624} e | the surviving Old English writings - - -
total IH|:just},:|:;J1rEE and s half {83}, million
wonds (Hogg and Denison, 2006:35] -}
a valued zlii-ﬁli-{ln, {23} resocurce when
*eskingat]_, [24} investigating ~'sl,_, {25}
5ii ‘and therefore s lezis, orthography, grammar, snd difisrent +« | - Mgl -
dislects that were [==rs} *[used st the
time] .
2nd paragrsph
leringe | prames | ng | o, fesming
[~ e Gaat  RewR-ar o (2 e e T
il
promating religion and learning. and for
I havimg the personal goal of cresting a strong
B {4} Alfred the Great is known for Eﬁﬁep-rreﬁmnaﬁunal iclentity for his people. - - -
{5}
: the ranslstions of texts such as Bede's
7i | Ashy partofthis |, commissioned Ecclesiasfical History of the English Naion - - I} | =
process {6}, from Latin into the "(English), , vemacular {7}
other texts such as Boethius® Consolation of
. _ Philosophy, as well as'ﬁmmiﬁ-'r&miﬁg-}m {B} .
T fand [= Alfred] translated itisting the Chronicle (Crysisl, 2004 155 — - (% -
posTE4-TEEY). {===m}
HW
3 - Eadidanm)_ [11}
g ;"D“}'ﬂt:’h Brele e lvastl, were in Latin. - |- -
majority of texts.
produced {12}
G ﬂ"“'“'d'i'm 13} EE Oid Emglish marked T:-ﬂ‘te?mguf the English literary fradition; | | gl -
n sl {64}
i 'md ::z the founder of English prose™ (Baugh,
1857:81) {=mram}
"These Chronicles hed been writen in the
. language of the people: there was nothing like
10 As Bragg s, them amywhere in msinand Europe” (2003 | | .
{42} {-42}).
- ) from Wessex [ | - } the then most powerful
11i “fts| Sincel,,.  Alfred ruled kingdom in Bitsin {+] -} - -
11ii this gave prestige to the texts he ordered, -
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“land | “thus
i | .
{20} ergole

13

120 and so

-

Aziee whers

Despite the
prominence of the

West Saxon
diglect,

13

14i

As the Anglo-
Saxon Chronicke
is exfensive in
terms of the
amount of scribes
whio made
contributions, the
time ={pericd),
over whisZ}ich it
was written, the
locations it was
written in, and in
the shear amount
of text Tal

{53} available,

15

16

171
as for about &
century sfter the
170 initigtion of the
Anglo-Saxon
Chronicle,

18i

184 and so

the West Saxon
dialect

Alfred

T Fhess)_, (50} The
influence of the
dialect of these
scribes

which

the text

This knowladge of
dialects

The Chronicle

thers

[= the chronicle]

glso became  prestigious.
scribes using or &t least incorporating many
led fo features of the 'West Saxon dialect in their
writings,
'Hﬁb:—BEFHC—]-m
{21} the Oid English written standard {Gramley,
developed — 20M2).
into
sz identiicd [o=mll, .
3® paragraph: Thesic 1
scribes from other regions such as Mercis to
I ployed
sise em assist with the [ierany works he sponsored.
s apparent in the Chronicle in such festures as
the MEet | vowsl 51} 75,7,
i sometimes the Mercian "8" as opposed to the West Saaon
sten as "ed” as in "alle” and "eslle.” or “salde” and
"seglde” (Crystal, 2004:39).
fean b:ad which words and linguistic features *jess]_
anslyss 154} belong to which dislects, or which may
edtensively to .
just be emors.
show
how *[gEsrent cofbes-moved aboutthe
seniry-and]_ (56} different vaneties
can slahew}m —— = . .
155} illustrate {developed or{33}}_ gained preskige

“land]_ T[eew{581)_ {57} fwhen examining
which festures prevailed).
“th paragraph:

Was of particular imporiance

litthe further work produced in the vemacular
(Loyn, 1962:283).

“lthis},, {75} the Chronicke is the most
significant text during that period of literary
Tlinactivitylg, - in " e, {76} terms of the
{77} English language -

:’{M}m {78} valuable evidence of how the
lamguage may have changed and developed

owver this hundred-year period. {75}

megns that

+
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13 In addition fo
prose,

200

20ii |afthough

21i

24ii | "{and

21iii

21w and

When compared
22i with other poems

such as "Pearl,”

22ii and

23

24
24ii |as

-“EE" - ]_Fp
268i 15

25

. Addiionally. in the

! year 1154,
26ii and

2T
271

28

29

Sth paragraph

_ alsa includes,
the Chronicle st times, poeiry.
The "Baftle of
Brunsnburh,”
= [which]_, sl
{26} appears under is
the year 837 {27}
[[Williams, 1975),
(== e
e=ach version of the
Chronicle
The inclusion of
paeiry in this record
of the language

one such poem " | , @nd the best known,

contsins seversl poems {o=rmi},.

exempliie™[2} =

P [th={30}}.,, Old English poetic tradition, {29}

the Anglo-5axons’ sense of netionhood™ and

fhe vemacular “heightened  [their heroic pas,t'}lm‘“{-j Frantzen and Miles,

poems 19976},
: -

which strengthened fthe importance of the language
the continued use of “[vemasled_, (82}

[= wernacular helped {81} English EIEI—E-FHEE-]-FP {83} during mes it was

poems] ENSUre greafly threstened, such as during the
Morman Congquest

the *'[devalopment

aftha chyle ean) {31}

progression of the clearty seen,

structure and style

of the poem zan be

mf::;‘:ir:hﬁ ;;::m [= are] highlight=d.

The following

extract of the displays ={'lhe}n:_hcr:'y-- Oid En{32}glish poetry festures of

“[pacsm | Batle of caesuras, glliteration, and no rhyming: {33}

Brunanburh {341}

6th paragraph (Extract from ASC manuscript inseried above)

The Peterborowgh } L -

Chronicle = particularty significant ™~ fis}_, {14}

it hows wery clear and important developments of the
language.

The Chroniclk contsins enfries consistently up wntl 1121,

it continues sfter the Morman Conguest in
which Means 1068, an event that greatly influenced the
language use in Brtain.

the Chronicle W3S updated to that point,

dramatically different from the previous

the langusge use in enfries, identifying it as an mample st

+

- i g E -
m'sﬁf i {18} = Mgz (17} not of Old English but of “jwest
Fecaan Sexesl_ (18} Middle English:

I L the earliest written example of East Midland
it fact
= Middle English,

. the dialect that Modem Standard English
which sppearstobe |, soped from (Crystal, 2004-117).
{The entries after  |were all the same scribe, entered on six different
1121 witten by oocasions, plus the final continuation in 1154}
The differences
between the Oid

English 1121 enfries zan be s=en inthe vocabulary, spelling snd grammar used.
and the Middle
English 1154 enfries

[
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30i For example, “the" changed from “se” to "pe,” - -
much more "modem” than m{nil-'ﬁi—ﬁ}ln, {60}
30ii and fhe- word orderand | they were in Old English (Crystsl, 2004:118- | = | -
symtax 113)
Tth paregraph (Extrect from ASC manuscript inserted abowve)
can clearty be . .. .
24 5 1 iff identified ﬂ’lﬁefﬂue:ﬁ'ﬂc&s.lrdu:i‘g the "se” io "he’ .
be change.
many differences in orthography, such as
32 There are “gear becomes "g=re”, kyng” becomes king”, - | -
[ewohed from the earlier "cyning”).
The First some inflections ((Ses Caseres”) and more
33i I:: et also retsins  Germanic word order than the Final - -
on Continuation,
33ii although both in ml:ifiarennﬁ from pre-Conguest Oid I I
English:
“#Elfred cyning,” not "l " (Bu 8
34 for example, eariier enfries start with cyming.” nat king Stephne” (Bumisy - - &
1992-T6).
- th paragraph
ke !
the Morman s (39}
: inwasion and a specific example of where the Chronicle can
25 gh conseguent illusirate changes in English, T
transition into I
Modem English
the only example of where changes in
£
35 it is not =B g
language can be seen - and, moreover,
approximately dated.
36i As the Chronicle is 3 histoncsl record - -
36ii land approximate dates |are known for the enires, - -
i desl when ™ lerd-perbens]_ {3
i this canshow - 0 grester dealwhen =0T g
change occurred.
In instances such
37 |as the Momman  the Chronicle also records  why these changes came sbout - - -
Conguest,
’-Ehnnt-’ﬁi#m {38} in the fact that the Chronicle
38 An exsmple of where change can ic IJS:E- "ﬂhﬁ-{fm}}mtennﬁ‘m{fﬁr}m'ﬂ'dsh and e
b= sean Britons synonymoushy {39} ™ {(Reno,
20000} -
35 The term British comes from  the word "Brythonic,” - -
N . was used io  the Celiic people living in Wales, Cormwall and
35 which describe Breton, - - E'B
Z3iii s0 while the Welsh wWere BEiritish, = | - |F
3 not sll of the Briish wene Welsh. - -
This shows us that
by the time the .
the ofth
40i Anglo-Saxan mEanngs ot | ad changed. |-
. words
Chronicle was
wiithen,
.. the clear distinetion
40ii or &t least between the two had disappeared. {41} -+
9" parsgraph:
TP P
[ the language "{m}n{ﬂ}_ so did words from
41 imessien] (43} Frenchwords permested  other languages = | with}, whic{45}h the - - -
*ustss | In fhe people of England had contact with. {46}
same way that)
mabbod™ 47f(abbot) |
42i Just as and "Sanch” {47} | |appearin the Chronicle, - - - =
(=saint)}.,
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in el {48}
42ji just the
introduction
24 Ziii
43i

43ii although

44

45

Where
Scandinevian

i place names Gre
recorded, for
example, it is
clear that

46

46ii and

46iii and therefore

47

4Tii las

I addition o

French loan words

there
which

That

*fthe},. majority of
them at this ime
The Anglo-Saxon
Chronicle

The recording of
place names in the
Chronicle

s, {71} these
places

thiis.

the spresd and
incorporation of
them into the
general lexicon and
nok just the loczal
dislect
Tpsbion],, {72}
This

there

48 from after the fime there

«of the Morman
conguest,

43
50i |In fact,
S0
i
.. a5 before

i Edward's reign

siii whereas after
1043

a2

52ii whereas

S2iii

This

the King of Wessex
in 1043

whio

The influence of
French nulers

there

there

This version of the
Chronicle
(Manuscript E,
Laud)

it

which

is “mila” (miles) and “7" (snd],
“eama
Beml_ {49] | from Latin
are loaned
means that =S far back as B30, Latin words were being
incorporated into the language,
segm iobe  proper nouns.
. g few of the scarce examples of Morse loan
lso conts
S0 COMENS | vords (Crystal, “[2004.70).{cmrad), . (==}
can ik ?he HEIhI_:IH:EIh‘t!,I' or the language of the seffers
in certain areas.
are where the Morse settled after invading,
where the Morse loan words first entered the
can show
languags,
can be trachked.
can show just which words prevailed, and perhaps why,
e relatively few words of Morse onigins in
“enel (73} Modern English.
10th parsgraph
French waords found from earlier years, such
are also as "casiel’, cancelere” and "serfice” (castle,
chancellor, and service) (Kasiovsky, 2008).
“{-i-}m {65} [the two nations did have contsct before the
shows that imeasion.
WaS Edward the Confessaor,
French due to ding & bot of ime i
I spending | me in

Momandy.

can be seen inthe Chronicle,

are

can be found

goes up to

means that

only thirfkeen instances of the word "abbod” (or

cimilar varnations),

“§45]. {68} forty-five (Jebson, 2006). {<=re}

the year 1154, litle over 3 hundred years after
the beginning of Edward's reign,

- gifter the introduction and one entry for BOBC

- with the year 1AD,

the Eeauesdidiess | fequency of the term}
"abbod” went from about once every eighty

years before French rulers, to once every two
years, showing that sk} {67] foreign rulers

+*

g
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53i and that with
" these nuers, 63}

52v so much so that

56 as

English

Maodem English

The Anglo-Saxon
Chronicle

It [= the ASC]

It [= the ASC]

it [= the ASC]

h=d a significant influence on ={=.|=re-E=g-Ii5h{|m
{68} Old English,
developed o
inc e {setl, {70} many French terms,
is believed o . -
stiribute arcund 40% of its lexicon o French.

11th paragraph
has nat 50 many centures to becoms insignificant.
sunvived for
so much about [ what the English langusge

can still show was, how and why it changed and developed
]. and [ where it came from ].

a highly important text due to [ the amount
that can be leamed from it of history, culture,

ns and [a language barely recognisable as our
o T,
recorded [ over two and & half centunes of the joumey

the nation and the language fook .

g

[rotal Theme selection ¢ T-units)
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|ho unfolding of roevision Lypos in the wriling process (JD1)

Appendix 12: The unfolding of revision types
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The unfolding of revision types in each session
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Appendix 13: List of Subject Theme revisions

List of Subject Themes and their revisions in JD1

T-unit Content of Subject Theme Thematc
[Brogression
1 Ressanch
B e Existential
clause

il
Zi  they v
3 3
4 Brown and Levinson g
4ii  their names [=Brown and Levinson] g
5 o
g a4
Bii they v
Biii | [they] ne
it “[wplaniee 7y
7 The participants
Fil ~[participants 1
8i the father “in the famildB1}, ..
Bii |the maother e
Bi the dsughter g
9 Brown and Levinson's politness theory (1387 {621, -
10i  They Lg
100 it {100}, £S5
11 They e
12i  Positive [peSeress] face vy
12 negative feetbemsss] face £
13 ™ Erown and Levinson !

'

}
14 -
15i [} M -
15i it e
16 &
16i  |she g
166 [=she] e
16 she 4
17 M -
18 [N jam | he g
13 | Js degree a4
i |he Ng
20i  which £
23 s [weemissal 171} nesd to be admired -
2% she g
(B | it (B i T 330}
23 M 7
23 he £S5
i |she Lg
24§ [=she] e
25 | Tithis o
26i %] T{3g}}hey al -
26i  this type of mockery -
b H
i N *Yslthough dossn't say much, {41 in T30, -
285 Vjee
27 | ™ fehiok E*S
28§ [Feia)_ [P4B)} ey
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logii it -
25 |H et (2201, ., -
l2gii  |ir} it 7
30 |she b
|30ii [=she] 1
30iii [ ]
31ix ke g
31 [=she] 4E
306 e sl &
LT Iﬂm—bﬁn-n&lum -
31§ this interacton &
31ii tone of voice of all three -
3 it -
31w [=if] 4E
22x [ “l[n] Brown-and-bauineen ?
32 [t
220 & I
32i |{h} Another example of & face-threstening act with positive politeness -
3% M -
32ii_|[= N] 1
33i P | A[T4]},, "In order or{76}}, command ?
EXTIC |
34 s | L{BO}},5ing & pet name, {instead of her “{actusl 4]}, name. “for smply ~{ust {85}, »
35 || H221],. I
135ii  Brown and Levinson -
|36i EC
|36ii F‘E:«H-m sll family members -
1371 |the parent| -
37 there B &
3Tiii|he™[she = ecing-the peraat{222)] | "“[anddbeing the shild regerdiess afaae 1T} . L
BGs  |che
28 [N
£ s | This) power relstionships o
33 |she TE
40i |} Holmes and Stubbe™[ | (2003) -
[40ii | shie B - E
41i @ mansger and ““fi={244}], ., workforce " [raletensii] =
[41ii | ™= [theybeta] their research -
42 |'IEI'E |
43 "™[Exsmples of {107}},,., ways to do this | [m-smy-sate]lomT4E]}, v, (230}}, &
44 EC
i T s
L @ mancges ?
l45ii EC
45 E::mﬁnmﬁmhasmw 'pal’ -
47 in-group markers, when used to sddness children, -
Mg | whisk
48 " and Levinson -
49i | feesh imeiptel {1 1} [ {Gefmen{143]} muree | HE{145}meses {1181} s "
{120 s
l45ii  there EC
lso= ™= g | theremel{114]),, suggests:
50i  |face-wark -
s0ii [ g
51 This -
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|52 |she[=H]

[53i | this

&=

[Bams [T Tiske | she

B

[53n it

[54  Brown and Levinson

les
[55i Igﬂ-lensn-mn Leech {192}},,

[558 that

[56i Leech's maxims

[565 [[=Lesch’s maxims]

57 |[recokspalitchassmasims

[57  W's command

e e

[53  this

[60i  [The frustration

[60d  which

[E1i

%. 5158} | their{201]},.o, responses

le2i H

[63i the family

|63 [= the family]

e

635 n

B4 [=N]

[65 |Line &7
l66i [ pwie | this

[68E the tone of woice

[68d  #hiz| this

ot &

667 the family

[67  This
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List of Subject Themes and their revisions in JO2

T-unit

Content of Subject Theme

Thematic
progression

2i

Zii

ai
Siii

Ti
BiX
BiiX
*Tii
&i
Sii

10
11

14
12a
13
14
14

A EIEIEIE

Thesis statement

eary language socislization

| T {295]] o his

Chdrop *[af | from)_ “[diforont | ™ verous{Z46} |, | eorsin[P48))_ elasses [P45a} and-ouluras.
wheR-missE- gegether | with-aiee[ 2471, M lslessec-ond-autiures{249]) | {0 T2} nyown S0ME
= Imminassy | children[288Y),, {2861}, (251}

Introducton

children

Thera

gENES

socialization and ~Jeres | the{53}}, . environment “[a child is brought up in {54}

Formal educsation

school

=

e

this

Early language socialization

how “[and when it is sppropriste {==T10},_,

pad_[753} it

Biemnstein's belisfs

these agencies and the links between them
*lthe {79}, social class “fwe are brought up in (60

this

Shere | 'Ianguasge "“eesed | relsted) subjects}{10)

thers

maths

Bemstein's codes

Bemstein's speech codes

FHe [= Bemstsin]

The restricted code

T{18]], f16}

The elaborated code however {14}

*Isome sections of}, the working-class

Bemstein

The MG | middle-class children},. [21}

the f#Ch [201 | working-class children],,

a listener

Liie

waorking-class children

the™}_{24} child

a self-fulfilling prophecy

[= & self-fulfiling prophecy]

Hesth's findings

Hesth's *{[1983)}, o {9~ T2T}"|ethnographic Sjresearch]_ | shedy 29} 28] "[T[sendusicd s
et 301}, 131}, on three communies in “[#w=[23}}_ south-sastem United States{26), ™ [leratesi
fhasanml _ each with “[completzly {34}, different language socislization {32} 27}
The three different communities she looked st

Heath *astisiesapapis

literacy events, acconding to Heath,

“Bhey | children{70i,, ..

she [= Hesth]

" Gota mowed inte MFhomc by the rmortion of (i}

£

IR

By

By By =0

TE
e

A

il
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30ii [=parents] E
3i She ks
Hii EC
T s | i | Thecahindings | This observation {1841} . £S5
mE'u}!:_'sE
o —— -
34 |Ochs (™in Coupland snd Jaworski{301 .., 1997:430) -
35 [She [= Ochs] g
35ii_an older sibling ™{of the child {==T37i}}., e
36 | e | it E4S
I5ii {m%m|mmm1ﬂ“nﬂﬂs -
3Ti This o
aTi ey 25
3% the mather 3
a8y
TR
30 |his o
401  The child -
i the mother 1
4 ®Ehess | This), Samoan way™(s} (88} of "flsg-end_ {85} caregiving &
#ii_[= This Ssmoan way of caregiving] Le
43i e orshe 7
43ii [the two 25
44 s
45 [Fease | The) 34} children from these *[aiferent [ airentatnis) | collectivist (135}, .. o
46 This ing ewwe | (193]}, ., i
45i [= this] e
4Ti i | 21 g
4Tii who e 5
‘eriique of Fterature?
EE -
43 ml_{1m:-“w1mi E'S
45ii g:ehm{iizg,dl"{mdlemssmbm mothers{106} 2
= T
50i “Americans k|
S0 which =
51i [This &
i it g
Stiii it a
52 Echoing the work done by Ochs -
53i [She 5
53 it E'S
53iii who t*s
54 "Igha)_{114] She b
55i |Anglo students &
55ii [= Anglo students] YE
56 k|
5 &{m - -
&7 | pupils{233}}, , who raised their hands more "*fsfier)_{118} *{in class [136}},,., -
ST [this E'S
STiii this a
58 it E'S
S8ii | they o
R
54 —indivi i | eastemn. collectivist),_, culhures -
€0 |there EC
&1 Fy TE
62 [“"[Feie | This " {inding{207 &
[children _

310



2f28233 80

-
1]

32H FE2EER

i
"

1’:{'J'IE:,-'

=Pk | This

this *“[outcoma{2081}, ...

these two separate studies

if {fescaallestiist) children from different {collectivist} culiures
they
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[=they]
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{ | educated | }

hat | this

this

Ffthey 52161}, {160} they

s | Mot going to school [163)

they

Summary

d | B} [214}ifferences in class and cultural beckground
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List of Subject Themes and their revisions in JO3

Al

T-unit

Content of Subject Theme

Themstic
progression

ﬂﬁ]%mma R

168
17
18i
18ii
1B
19
20

Thisis
Images
how images

heow, [d==T230},.., through persussive communication and the¥rstisr | notion{4}}, .. of gaze,

WIMER

[
*There ||
[

whese Plresievass of | those who s=e [H]},, eompeignsabsutsemstheskh

which

H{l-

Description of images

Figure 1

it

it | it

Facebook

"fhere | this

Figure 2

The image of a woman straddling a man

figure 3

The provocative ™“phategrash | image)_ {100}
i,

"fthe name off__ a sexuslly {104} transmitted "™ [mfeasion | diseasa}

SMTYONE

Description of colors used
There

Hgarre-+ard 4 | Figure 3
the only hue in figure 1
figure 2

it

{the colours

This =*llack of colour},__

2dada ="

s
w
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fthe purpose of persussion

= the purpose of persuasion]
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Visual rheforic
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48iiX |“F[All of my images | Sey-sh [==T53]1

Power in i
48 WME

fthey

E*S

48
485 he [=Goffman]
43
50i

Og

who [= Mubvey]

[=Mubizy]

Sfhe | Gofiman {o=T50Hpm {1973}

O ER s B e

Iﬂienudelﬁ’eyﬁ

lwhich

e R SRR

All of the women in my imeges

[= All of the women in my images]

e

the idea of what the ideal female body should look ke

|Laneyrie-Diagen (2004:152)
lthis

Fhi=

These mages

nudity and sex sppeal

it

Casual sex

\such heslth campaigns

2

{Leventhal and Cameron (1367) e} Shevitiand-Smeek-1994-2213 [78)

[= Lewenthal and Cameron]

They [= Leventhal snd Cameron]

whach

prevention

ey [= Leventhal and Cameron]

femages | Figures {==TB}} ., 1 and 2

h

feags | igur={3E]} ., 3

{Leventhal and Cameron],

Images like these

[= Images like thesa]

Conclusion

'Ihetheeinngﬁlselmtad

el | they al

™{They

glava dEgdangee geapeillanin Boeseededlslsy

hmaaslikahaes

313



a0x

ividness and the use of emotion to get & response

7% |™[oyveurisic (177]} .. gaze "“[and]_ [162) st the female body -
75 it i
Appendix #: List of Subject Themes and their revizions in BB
Tunit Content of Subject Theme Themsaic
progression
Cescription
1 The Anglo-Saxon Chronicle -
3 It [=The Anglo-Saxon Chroniclke] LY
Zii [= The Anglo-Smeon Chronicle] 1
3 |Different versions of the Chronicle o
3ii  [= Different versions of the Chronicle] 1E
4 The four surviving manuscripts =
5 | The Chronizle 3
Sii = The Chronicle] e
Description
e e
6 |4} Alfred the Great -
Ti |Alfred 4
Tii  |[= Alfred] 4
2 "jiafhammmeimmasiionin]_. [11] the “[vast]. majority of texts produced {12} -
S These Oid English texis g
Sii | “[iiieas | "King Alfred
10 As Bragg -
11 Alfred -
1ii this o
il | the West Saxon dialect ?
121 This g
12 it ]
43 [“[Fheseshangestowristen taditen
13 Alfred -
14i P[Fwessl (50} The influence of the dialect of these scribes =
14ii  which 'S
15 the text -
16 |This knowledge of dialects
171 The Chronizle -
17ii  there -
18i This £'S
18ii [= the chronicle] g
19 the Chronicle 4
- The "Battle of Brunanburh,” “[whichl_ ®fid__ {26} sppears under the year 337 {27} ™{[[Wiliams, i
1975), {==T22]
20ii |each version of the Chronicle -
Mi  The inzlusion of poetry in this record of the language =
21ii the vemacular poems 7
Miii which 'y
Miv [= vernaculsr posms] SE
22 [the ™ jeewatsmmmami-piisasivie | progression of the structure snd stye of the poem ?
22ii the festures of the Old English tradition ?
23 The following extrect of the “fmesss | "Batte of Brunanburn {34} -
Exirsct inserted sbove
24i The Peterborough Chronicle -
24ii |it [=The Peterborough Chronicls] ig
25i The Chronicle 4
250 which g
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SEIFEISIER 3L

Bls 888 eeEsrgs v slee

tive Chronicle

the language use in this ‘{-nnh_.-}m{iﬁi} sechon
it [=this section]

which

{The enfries after 1121

The differences between the Odd English 1121 entries and the Middle English 1154 eniries
“the”

the word crder and syntax

Extract inserted above

Seversl differences

There

The First Continuation

beoth

earfier entries

**Lhiz | the Norman invasion snd consegquent transifion inte Modem English
it

tive Chronicle

spproximate dates

tiits.

tive Chronicle

where change can be seen

The term British

which

tie Welsh

not sl of the British

the meanings of the words

tie clear distinction between the two

9" paragraph:

French words

“abbod” 47{(abbot) | and "Sanct™ {47} | (saint)}-
there

which

That

*the},,. majority of them st this time

The Anglo-Saxon Chronicle

The recording of place names in the Chronicle
Mg {71} these places

tiis.

the spread and incorporstion of them into the general lexicon and not just the local dialect
Tf-whisk] (72} This

there

there

This

the King of Wessex in 1043
wiho

The influence of French rulers
there

-

This wersion of the Chronicle (Manuscript E, Laud)
it

which

English

Modem English

Conclusion

The Anglo-Sscon Chronicle

It [= the ASC]

It [= the ASC]

it [= the ASC]
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Appendix 14: The unfolding of interdependency relations
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Appendix 15: List of revisions involving Qualifiers

Revisions involving Clualifiers in JOI

R Content Systemic Choice
- reh i : ;[D,uzllliﬂer [*wprep. Phrass): Circumstance: enhancing: (metaphorical) place:
resea R oCation)
- thoss +—=s s mae s oiee=g -[Qualifier: [“embedding: DEFINING RELATIVE CLAUSE): Elaborating:
| apposition: expository]
. [things to discuss | sl -[Qualifier [“prep. Phrase): projecting: circumstance: matter]; i.e.
R T semantically equivalent to 'with reference to' (p.314)
14 [the character | 'Manuel’ +[Qualifier | “wparenthetical label): elaborating: apposition: expositony]

14 |himself | & | to himssif

+[Qualifier |“=prep. Phrase): crcumstance: projection: angle: viewpoint]

for 'man’ | , often used for

19 ponplvacis +[CQualifier | wprep. Phrase): elaborating: circumstance: role: guise]
25 reduce the severity of them | by [+[Qualifier [ “~embedded non-finite clause): enhancng: droumstance:
looking at.. manmner: means]
26 |naturally occurring data | et [D,ualllﬂer.[ embgd:lmg. DEFINING RELATIVE CLAUSE): elaboration:
apposition: expository]
3 |His use | of the -[Qualifier [“prep. phrase): circumstance: projection: matter]
2 P close relationship | with each +[Qualifier | “=prep. Phrase): extending: droumstance: accompaniment:
other comitative]
59 H1':|r right o withdraw | from my +[Cualifier | “wprep. Phrase): enhancing: cdrcumstance: location: place]
shudy.
50 lihe father | in the famih f[ﬂualrﬁerl: prep. Phrase:l. enhancing: arcumstance: location: place]
’ [incongruent realization)
ly od understandi f
a3 SWE 8 gaadu nglo +[Qualifier |“=prep. phrase): projecting: droumstance: matter]
each other
35 |a close bond | between the two  [+[Qualifier [“prep. Phrase): circumstance: enhancing: location: place]
109 |looked at strategies | to deal with [+[Qualifier (*prep. phrase): circumstance: projection: matter]
. is avoiding threats | thataredikely |-[Qualifier (“embedding: DEFINING RELATIVE CLALUSE): elaboration:
e apposition: expository]
13 would be seeking hope | [*thsf]  [+[Qualifier [“~embedding: DEFININING RELATIVE CLAUSE): elaboration:
her father would apposition: expository]
135 would be seeking hope W55es]  |-[Qualifier (“embedding: DEFININING RELATIVE CLAUSE): elaboration:
Siharus appasition: expository]
143 |their theory on Goffman’s work +[Cualifier | wprep. phrase]: circumstance: enhancing: manner: means]
181 |holds the floor | wher -[Qualifier [*~prep. Phrase): circumstance: enhancing: extent: duration]
153 useful to look st relationships -[Qualifier [embedding: DEFINING RELATIVE CLAUSE): elaboration:
bt appaosition: expository]
how it sffects our dai
208 |ir:|rrra-:'.t'-nEns| E:: f:r:-lh:rl and +[Qualifier | “wprep. Phrase): circumstance: extending: accompaniment:

friends

comitative]

how it has an affect | on | cwr daiby
linteractions with family and
friends

+[Cualifier |“«prep. phrase): circumstance: projection: miatter]

215

discussing something | Sebwes
B

-[Qualifier [“~embedding: NOMN-DEFINING RELATIVE CLAUSE]: enhancement:
CIUSE: pUrpose]

231

makes & joke | Smrinr-siait
==

-[Qualifier [*~prep. phrase): circumstance: projection: matter]
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Revisions imvolving Clualifiers in JO:2

Content

Systemic Choice

nature ws nurture | ke

-[Qualifier {sprep. phrase): Circumstance: Enhancing: Location:
|place]

would leam | &

-[Qualifier] sprep.]: Circumistance: projecting: Angle: source]

depends on context | s-bssg

16 -[Qualifier {sprep. phrase): enhancing: cause: purpose]
bioommios oo
= hﬂs ) that & it wy +HOualifier | sprep. phrase): Circumstance: projection: matter]
of being brought up
41 lzoked at literscy events +[Qualifier | =prep. phrase): Circumstance: Enhancing: Location:
within these communities;  |place]
is vitally important with an
43 |emphasis on the social +[Qualifier | “=prep. phrase): Circumstance: projection: matter]
aspect | in determining
= the environment | [*that] & +[Qualifier | “~embedding: DEFINING RELATIVE CLAUSE): Elaborating:
child is brought up in Apposition: Expositony]
= the social class | [*that] we  |+[Qualifier |“~embedding: DEFINING RELATIVE CLAUSE: elaborating:
are brought up in Appaosition: expository]
rmare specific with what . . . ) N _—
& |they were referring to | in +[Qualifier | =prep. Phrase): Circumstance: enhancing: location:
] L |placs]
their stories
- interupt | By-eerreptng [ the  |-[Qualifier {“prep. Phrase]: Circumistance: enhancing: manner:
™ il |mieans]
w0 i ot | o c { 1 the child. +[Qwalifier | sprep. Phrase): Circumstance: enhancing: cause:
Jreason]
73 |research [ini -[Qualifier {prep. phrase}: Circumstance: enhance: location:
|place]
T8 |an older sibling | of the child |+[Qualifier (*prep. phrase]: Circumstance: projecting: matter]
d time with oih
- :fp-en. r::re me Df-numer-s N+[Qualifier (*»prep. phrase]: circumstance: extending:
a similar age | , ofien that o accompaniment: comitative]
extended family
often that of exdended family | . .
83 |uhers | +[Qualifier |“~embedding: DEFINING RELATIVE CLAUSE):
where | severs BE A% |Circumstance: en hancing: spatic-temporal: place]
likely to be present
Mot only do these children iifier (~ambeddine: - alab .
o [ o misx with other pupds | -[Qua_ _narf embedding: DEFINING RELATIVE CLAUSE]: elaborating:
apposition: expositony]
2=
o3 m_al"l not be aware Qfﬂj"? -[Qualifier {sprep. phrase): Circumstance: projecting: matter]
different ways | of social
116 |a confrast | sbr-teking -[Cualifier |“sprep. phrase]: Circumstance: projecting: matter]
137 pupils who rsised their hands |+[Qualifier | “prep. Phrase): Circumstance: enhancing: location:
more | in class |place]
139 could simply be due to +[Qualifier | “=prep. Phrase): Circumstance: projecting: matter]
confidence | in the work
140 could simply be due to -[Qualifier {sprep. Phrase): Circumstance: projecting: matter]
CONMMOENCE | M=t
were to attend hool | &£
154 | . ase ! -[Qualifier {sprep. phrase): Circumstance: projecting: matter]
e
157 sdapt to different language  |-[Qualifier |“~embedding: DEFINING RELATIVE CLAUSE): elaborating:
’ practices | thst apposition: expositony]
130 Hainiewes, whssh-was | white  |-[Qualifier | “=embedding: DEFINING RELATIVE CLAUSE): elaborating:
middie-class apposition: expositony]
151 (Readville- whishwes |white  |-[Qualifier | “=embedding: DEFINING RELATIVE CLAUSE): alaborating:
working-class apposition: expositony]
qgo [FrEskaER-whishwes | black  |-[Qualifier (“~embedding: DEFINING RELATIVE CLAUSE): elaborating:

wiarking-class

apposition: expositony]
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—_— have slready paved the |-[Qualifier [“=prep. phrase): circumstance: enhancing: cause:
way | fhoeshes e behalf]
nas [B child's success at school  |+[Qualifier [“Adverbial phrase): Circumstance: enhandng:
and | Ister on in lifa llocation: time]
245a (Children | =# | different -[Cualifier | sprep. Phrase): Circumstance: elaborating: role: guise]
- '\-\.h - H - 3 . = -
245a [Children | from | different +[Qwalifier [“prep. Phrase): Circumstance: enhancing: location:
|place]
Children from vanous classes
~ap [3E cultures, when mixed | |#[Qualifier (“prep. phrase)-Circumstance: extending:
with other | classes and accompaniment: comitative]
cultures
— children | frasmserairstassaa - [Qualifier | “=prep. phrase]: Circumstance: enhancing: location
e |place]
riure’s effect | , erthaawes . . N
262 == | -[Cualifier | sprep. phrase): circumstance: projecting: matter]
s e broughiun
children who were given . ifier [ Ph i — . :
265 |pictures | o | create a [Qualifier (sprep. Phrase): Circumstance: enhancing: cause:
) |purpos=]
namaive from
- class and cultural differences |-[Qualifier [ “=embedding: DEFINING RELATIVE CLAUSE): elaboration:
T —— fintensive relational process]
a5 with children | fessm-ades -[Cualifier | “sprep. phrase): Circumstance: enhancing: location
e |place]
Revisions invaolving Qualifiers im J03
Rev. Content Systemic Choice
I ] - . - ]
12 |create action| i - [Qufillﬁerl: _prep..p?hrasel. droumstance: enhancement:
Jconmtimgency: condition]
12 |create action| on something  |+[Qualifier [“sprep. phrase]: circumstance: projection: matter]
13 |the receiver | sfsthemassage |HQualifier |“wprep. Phrase): droumstanoe: projection: matter]
14 |The use | sfomaton -[Cusalifier [ »prep. Phrase): droumstance: projection: matter]
15 [u== emation | to try to +[CQualifier | prep. phrase): circumstance: enhancing: cause:
persuade Jreazon]
17 &_Emml ¥ -[Cusalifier | sprep. Phrase): droumstance: cause: reason]
R
18 |use emotion | &+ -[Cusalifier (“=prep): drcumstance: enhancing: cause: reason]
18 |use emofion | in persussion +[Qualifier | prep. Phrase): droumstance: enhancing: location:
Iplace]
30 those | who s=e campsigns  |+[Qualifier | “~embedding: DEFINING RELATIVE CLAUSE): elaboration:
about . lapposition: expository]
urging them to change their
40 |behaviour, | by using a +[CQualifier | sprep. Phrase): enhandng: manner: mearns]
condom
o the stereotypical notion | that  |+[Qualifier | “=embedding: DEFINING RELATIVE CLAUSE): elaborating:
wimen's submission o men  |[apposition: expository]
the ste ical notion that
=a ] = :;EZT;?ESM |n El:| -[Cusalifier | sprep. phrase): projection: angle: viewpoint]
gg (&0 exirs ten hands | o touch  |+[Cualifier (“prep. Phraze]: Circumstance: enhancing: cause:
her with |purpose]
106|® sexuslly transmitted disease -[Cusalifier | “sprep. phrase): extending: accompaniment: comitative]
i
115 (unssfe sex | Sreughrudily  |[HQuslifier [ ~prep. Phrase): enhancing: manner: means]
128 the only way | forsars -[Cusalifier | wadverb): enhancing: location: place]
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each sex | that lead this

140
festyle

+[Qualifier [“embedding: DEFINING RELATIVE CLAUSE]: elaboration:
apposition: exposition]

=

amyone anywhere | who
sexuglly actve

164

+[Cualifier [ ~embedding: DEFINING RELATIVE CLAUSE]: elaborating:
|apposition: expositony]

170 |Her position | in the imags

+[Qualifier [ prep. Phrase): droumstance: enhancing: location:
|place]

more effect | on those who
s2e the advert or cam :aig'

172

+[Cualifier [“sprep. Phrase): droumstance: projecting: matter]

173 [the message | sermss

-[Qualifier | »adwverb): drcumstance: enhancng: location: place]

173 |the intent | of the image.

+[Qualifer [prep. phrase): circumstance: projection: mattar]

anhy afiractive | if men think

+[Qualifier [ ~embedded " dause): enhandng: causal-conditional:

214 they are |condition: concessive]
st . i n . . )
215 fcmir;ﬂ particularly | o +[Cualifier [“prep. phrase): circumstance: projection: matter]

& stigma, particulsry on
women | that is associated
with

213

+[Cualifier [ embedding: DEFINING RELATIVE CLAUSE]: elaboration:
|apposition: expositony]

231 sexudlized and shown | ina
submissive manner

+[Cualifier [ wprep. phrase): circumstance: enhancing: manner:
|quality]

234 This lack | of colour

+[Cualifier [~prep. phrase): circumstance: projection: matter]

235 [very neutral | S-sateus

-[Qualifier | sprep. phrase): droumstance: projection: matter]

-[Qualifier | sprep. phrase): droumstance: emhancing: location:

235 |men | moosicky [piaca]
245 |successiul | st informing 'J"cse|+[11ual'rﬁer {=prep. phrase): circumistance: projection: matter]
2ae those | who did not know +[Qualifier [em bedding: DEFINING RELATIVE CLAUSE]: elaborating:
kot |apposition: expository]
Revizions involving Qualifiers in BB
Rev. Content Sy=temic Choice

1 |E history of Britain | sthetme

-[Qualifier [sprep. Phrase): circumstance: enhancing: location:
time]

1 [ history of Brtain | starting
from 140...

+[CQalifier: | wembedding: DEFINING RELATIVE CLALSE]: erhancing:
spatic-temporal : time]

11 |1:: literary tradition | =$be

-[Qualifier [prep. phrase): circumstance: enhandng: location]

14 |parti::.1hrh.r significant | s

-[Qualifier [*sprap.]: Circumstance: Location: timea/place]

[The "Battle of Brunanburh® |.

27
which sppears...

+[CQualifier [ ~embedding: Wh- RELATIVE CLAUSE): elaboration:
apposition: expository]

conseguent transition | into
35 _
Modem English

+[Cualifier | “sprep. phrase): drcumstance: enhandng: location:
[metaphorical) place]

terms | for | Welsh and
ons

Dlﬁ‘_'
Birit

+[CQualifier [ wprep.phrase): circumistance: projecting: matter]

rds from other languages |
45 k= | which the people of
Englard had contact with.

-[Qualifier] sprep.): circumstance: enhancing: location: time/place]

words from other languages
45 || with | which the people of
[Engiand had contact with.

+[CQualifier [ wprep): circumstance: extending: accompaniment:
comitative]

a7 abbod” | (abbaot) | and
"Sanct” | (saint)

+[CQualifier [ wparenthetical label): elaborating: apposition:
Expositony]

&3 |English | axdmes

-[Qualifier [*sprep. Phrase): circumstance: location: time]

English | during times it was
greatly threatened

+[Cualifier | “sembedding: DEFINING RELATIVE CLAUSE): enhanding:
location: time]
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Appendix 16: List of interpersonal additions in each dataset

Interpersonal additions in JO1 {not including changes in COMMOTATION)

Ae T-unjc.‘-untznl Description 8| Bfrank Function  |System
=| =
Adds 'good’ to an "Ext=rded
i MNumerative' (IFG, pp.394-3), which s a
21 |I found | mo=d
il 14 :xn: Illt;af l ~ABEEEEMENT: HAttudinal Epithet = g.-MGrp-:—] Interperc. (+) JAccecoment {+)
" 7 ([ wady]. sddirg a value of judgemant
to the MGrp in focuc (Mew)
Pre—modifies two head nouns via the' = Determination
MNGmp (T Textual [+
and | the himsle | ~DETERMIMATION: +[Desctic LN () [+
iRl | { “wdefirite artichs): Spacific], ‘highly = NGE i) in (4} |assescment (+)
w3 Fenelope ~COMMENT: Hcomment Adjurnct = ﬁ
Brown and { “wadverb): Intensity: Degree: high], + ==
Stephen ‘nflusntial’ = ~ASCEEEMENT: -
LdhiE Interpers. (1) [Comment (+
Lewiresom. +[Atttudinal Epithet | “wadjective] ® ™ )
{p.376}
Dielates ‘magier’ = ~AEEEECMENT: - MG {-) Interpere. (-} |Assescment |-
[astitudinal Epithet az head AdviSrp () |nterpers. (+) [Comment
J would be { “wadjective]], adds ‘=asily’ =
53| 3w jable to | mwicr | [~COMMENT: Hcomment Adjunct E-- B
camly and { “wadverb}] and “and’ = ~TAXIE: GHUE_ Logical (+)  [Tasis (+)
+[conjurctive Adjunct { ™ conjunction): nexuE ()
exiending: addition: positive]
miore’ = ~MODIFICATICON: NG (] Exper. (+) Mumesation (+]
e id be +[Mumerative [ “sadverb): quanttative:
54| 3o “”d,m_ ||t inclefinite], ‘dificult’ = ~ABSESSMENT: | B &
rare GIEUE | [atstudinal Epithet ac head NGrp (%) |Interpers. (%) |Ascecement (%)
( “wadjactive]] (p.376)
. Adds 'particularty’ = ~COMMENT:
rticd LdGrp (F) (In - [*} [Comment (+)
I::m:gﬂﬂf —[:nfrmmt.ﬁ.dj.m:t-:“l-:d'.'ubl: Ll ¢
56| i oonvercations ":lrnun Dr‘fl;:::hnlt: ‘!E.I'I'I"-"IT::! and ‘§ tl"j
|o=tasm=n family] 9-- = ’ Phrace (+) |Exper. (+) minor Trans. {+)
R +[Circumstance | “sprep. Phrace):
and friends . _
emrdng: BCccompaniment: Cormitatre]
Adde 'or' = ~TAXIE |parataxic): Clauze . _
+ +
+[mxtending { “wconjunction): variation: nenus () Logical (+)  |Tads (%)
-\!|bE|'I'1I'ﬁ\IE], 'drrphf = remmiror MOOD: F“IF‘HEE |:+:| Interp-er:. [+| minor ood
or simply just |[+{mood Sdjunct ["".'- mohverh): Emtencity:
61| 34 Jeaying Counter-axpectancy: Emiting], just’ = o é AdvBErp (¥) (Interpers. (+) Comment
‘pleace’, ~CHAMENT: Hcomment Adjunct N
-:x-ad'.'u'bl: counter-expectancy:
+ + +
Emiting], 'caying' = ~EVENT TYPE: VGre (*)  [Bper(f)  |Benttype ()
+[Verbal process ( “swerk)]
} L Adde mxacting adverc just’ = ~minor
g4| 3¢ [P SR N2 | oD +imood Adjunct (“sadverb): | ©| & |Pheace (+) [interpers. (+) |minor Moo
| =2ying I:“Mﬂm-t:l:mn‘l::lrﬂzavi':|-=1:|:,=|r1|:_|.': Emiting]
Addc 'However' = ~CORJUNCTION: AdvBrp (+) [Testual (+) Conjunction {+)
+[conjurctive Adjunct { ™ sdverb): Clauce
. mcimrmion: addiion: advercatee], Logical {-) [Tz (-)
13| 53ii [However | —==| ) A e =)
deletes 'or” = ~TAXIS (paratads): - =
0| % fitcould be thay _ e <5 £
[=xciEnsion (“-’ll:nrqum:h:ﬂ]: wvariation: )
alt=rnative], and adds Interperc. Fhrage (+) (Interpers. (4] Mircr maad
progection
6 Lir= 87 | r=ally |Adds 'really” = ~MODALITY +[mood o
o | B |l = quite face- Adgunct | “sadveri]: intensity: counter- | | 5 [WErp (+) Interpers. (1) |Modality (+)
- thn=atening expectancy: exces=ding]
although this  |Adds although’ = ~TAXIE frypotoxis): ':1"”“_ Logical (+]  |Tawis (+]
16 & mary, aqgain, | [+{C. Adj. .:\‘-cnrq'un:h'nnl: Caucal- | m nexuc ()
5 Mcome acres [conditionat Specific: Concessive], “this' MINGrp () |Textual (+)  [Bubstitution
k=14 = ~REFEREMCE "'[DEﬁII:II‘Eh’ﬂ'h'-I’E' 'U'Grp [_] Interp-er:. [+| IHDddl‘l}' |:+:|
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(‘hp'nnwn:l: specific: near], ‘'may’ =
~MODALITY: +[modality { “smaodal
operator) probability, cubjective, low, i
AchiGrp (+) |Textual (+ Conjunction (+
pogitive], ‘again’ = ~CONJUNCTION: ) ) junction (+)
+[C. Adj. { Mwconjunction): Addition:
Posithee]
pecauss’ and ‘down o’ = - word {~)  |imterpers. (£) [Connotation
H[enhancement: caucabconditional:
1EI4~5i | cause: reacon], hence = =ConMOTATIoN. el e
4 . —_ (58
=] purely down to|Adds ‘purely’ = ~uocam: +[mood AcvGrp (+) interpers. (#)
Adjunct [ “sadverb): intencity: degree: o
|h:rtn'
Deletes "althowgh™ and but’ = ~TAXIE Clauce
{hypataxis): -{enhancement nesus (-] JLogecal (-} Tawis (-]
a3l | | (""-’ll:nn_.ml:linﬂ]: causal-conditional:
but
5 F= | = specific: conceccive], adds "'may’ = w %
may . =
) ~MODALITY: +[HD-C‘-H|I|.}' I:\hl'l"\ﬂuﬂl VG () Jirterpers. (+) |Madality (+)
opertork modalzation: probability,
objective, implicit, low, positive]
Interpersonal edditions in JD2 (net including changes in COMNOTATION)
IF:e [T- t
. IContent Description E: ;Hﬂﬂk |F.1r1|:|.i|:\-'1 Eystem
jw  Jumit =
Deletes "arrangemernts of = HGrp (-] |E'p:p-=r [-) Mumeration [-}
are ~uporRcanoy: -[Extended Numemative NG (-] Exper. |- Thing type (-}
. ("hnnuﬂ...'n'f']: measune: aggregabe],
7 m :fﬂng | " and social = ~uooncanon: {Clhaccifier E B
coCia . -
; (“wnoun)]; adds ‘important’ = NGrp(+)  |imerpers. (%) [Assesement (+)
imiportant . . '
~ gy +atttudinal Epithet ac
head [ Msadjectve]]
Sdds 'is' = ~zvest T HRelational ViGrp (+) Exper. (+) Event type (+)
procEEE (‘h'.nerb]: iMEnEie: aschgred: |
by mnpansion: elaborating, quality, MNGrp (1) Exper. [t} Mumeration ()
[The =laborated|phaced] (p.281), "mone'= ~uwomncanon: o
1818 |jcode | ic rmore +[Nu'|'-e"a'ﬁ\-'e:\‘!--=m-=-":l::u.mn1.i'talr.'e: E %
explicit indefinit=], "explicit’ = +[attudinal =
Epithet ac head | “sadjective): NGrp(+)  |imerpers. (%] |Assesament (1)
projecion: evidentiality: idea] (pp.d74-
)]
with | &dds ‘completely” = ~ABEEESMENT:
33 |25 |complebely H[Imb=rperconal Epithet (‘had-.rurh]: @ E MNGrp(t) |imterpers. (£) |Assecoment (1)
|different. . imtersity: degres: o]
e function of |Deletec prmarily’ = ~CIOMMENT: -
43 |25 |reading was | |[comment Adjunct | Msadv): E & ladvGmp (+) Interpers. (£ |Comment (]
propacitional: on whole: acoertive: cure]
Hdds vitally' = ~CDMMEMT:
f witelb || Ty i
lsals .t=:||=|:|| vitalhy | [n:rn'm:n't Adjunct | widv) ] & [agvem (+) limterpers. () )
important propositional: on whole: qualficatiee:
significance]
Deeletes cirournatantial Attribute,
ane | irpestant |'important’ = [Aitbibute :\'h-:luj. grpll. wl &
| Il DIMNGp(+)  [int= . (F) |Assescment [+
| crucial replaces with 'crucial’, which has a == LA rpere. (%) ment ()
higher intengity
making | good
16 | use of &dds ‘good” = ~4EEESEMENT: -
~ + [+ +
2 ™ l=nding +[Attitudinal Epithet [ “sadectwe]] w [NGm () fimterpen. (%) |Aszeczment ()
orari=s
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— Adds fundamentally’ = ~COMMENT:
16 +[comment Adjunct | eadvi | w2
|5 Jundamentalby : = AdviGp (+) |Ime=rpers. (+) |Comment [+
1= ;-Ir 1"-"': Y propositional: on whole: accertive: == ) ! ment ()
; natural]
Deletec "meaning’ = ~1ans (hypotavic): - Clauce . : N
[=rhancement {“snor-firite): causal- nexLs (- Lagical i Tz {7
conditional: cauce: regult], adds “that ic Clause . .
[ that = ~Taxs [parataxis): +H=labormatson nexus (+) Logical (+)  |Tawic{)
T losii ks desimental t“’rﬂlimt_tfﬂdﬁ-j']- uwm_ﬂﬂﬂ- B NGrp (+)  linterpess. (+) |Assessment (+]
& enpositony], ‘detrimental’ = ~assmenumy:
+[Attribute (‘hadj.:: propocition:
judgement] (p.541), and "o’ = ~umcs Fhrase (+} |Exper. (¥) minor Trans. ()
TRy HCiC. :\“-l:ve-p. phrace}:
Argle: viswpaint]
Sdds “that’ = structural cataphora
f_:’ 3 | I:“t (‘h:nn.un:ﬁm] and ‘n't" = ~ POLARITY: f—,‘;. % VGrp (+)  |Imt=rperc. (¥] |Polarity ()
e +[Folarity | “'not’): on modaity] =
21 ... |mean that | not|Sdds ‘mot” = ~POLARITY: +[Folarity el B .
";.: Lo + i+ [
le [P every chid... |{“sadverb nat): on propacition] Z| Z[Ver i+ |interpers. (%) Palarity (<)
Adde ‘thic" = ~REFERENCE: MGrp(+) [Textual (+)  |Reference (+)
+[Demonstrative reference
2«3-“:15I [This would { “wproncun): specific: near], “sould’ = . a
3 |make it ~MODALITY: +["I'|Ddﬂ|l|.'_r' I:.“‘E riodal i ||l|'|:;|.|:| |:+:| ||F'I'|:EI'PE"‘£ :_] Hﬂﬂ-!“‘l?’ [+:
operator): probality, subjectiee, median,
positree]
25 fwee wiould | not [Adds ‘mot” = ~POLARITY: +[Folarity el e .
+ [+ 4
k" | {“wadverb ‘nat’): on proposition] Z| Ve (+)  [interpers. {¥) |Polarity (%)
o5 Jther= waz | Sdds ‘often” = ~MO00: Hmood
ls i Joften | lithe Sdjunct ["‘-’- adv]: modality: usuality: w % Clauce (1) |Imt=rpers. (¥) |Mood (+)
Jconnection..  |median]
Dieletes “don't’ = ~ POLARITY:
o ey |=emt | [+[Polarity [ 'rot’): on modakity], adds
3 T0i |may not | try o |'may’ = ~MODALITY: +[modality - % VGrp (t)  |Imterpers. (¥) |Modality (1)
adjust ('”hnwndal operator): probability,
cubjective, low, pocitiee]
Adds ‘'might’ = ~MODALITY: +[modality VG (+) Interpers. (] [Modality [+]
(‘hrr-ndal operator): probability,
subjective, low, positive], and 'make’ = ViSrp [+ |Exper ) Event type (]
~EVENT TYFPE: H{Felational process De=termination
which | mignt . . S MNGrp (+)  [Textual ()
- . - TN
28 o2 |make come { '.-\:rh] imtensive: identifying: = l:-z'.'.i +)
15 miireor assignment neutral], "some’ = -
! ~DETERMIMATION: HDw=ictic
{ “wdetarminer): non-cpecific: partiak MGrp (+)  |Exper. (¥) Thing type (+)
selective], ‘minorty” = ~THING TYPE:
*H[Thing {{nounj]
Interpersonal additions in JD3 {not including changes in CONNOTATION)
IHElT'. |l:-:.'-ntent Description El §|F!.=anll: Function  |System
v Jumnit =

Deletes There is’ = ~TRANSITIVITY: Clause (-} |Exper. (-]  [Transiidity (-)
-[existential clause], adds ' =

2|5 Fhersis | | will~PERSOMN: {speaker [ “spronoun):
singular] and 'will = ~MODALITY: VG (+)  [Inferpers. (+)|Modality {+)
+[Muodality Type (modal opsrstor):

urﬂ} MGrp (+)  |Interpers. (+)|Persan (+)
=

SR
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Probsbility, positive, median,
subjective]
dds female” = ~MODIFICATION: Classificafion
+[Classifier | “smoun)], 'nudity’ = NGrp (+]  |Exper. [+) +)
famale nudity |~THING TYPE: +[Thing | “snoun], |5 MNGrp (+) |Exper. (+) [Thing type (+)
42460 [could | and "could” = ~MODALITY: @| ZVGp (+)  |Interpers. (+)|Modality (+)
remind |ims  |+[modslity | “smodsl operator): =
probability, subjectve, low, positive]. [VGrp ) |Logical (-] |Temse (-
Deletes -ing' = ~TENSE: {Present]
There is | Adds “often’ = ~MODALITY: +[mood
432|470 |ofizn | a A djunct | “sadv): modality: usuality: gl WG (+)  |Interpers. [+)|Modality (+)
shgma e dian]
they were
shownto| |Adds ‘often’ = ~MODALITY: +[mocd
43 [48ii |ofien |bein  |Adjunct | “wadv): modality: usuality: % EWNGpi+) |Interpers. (+)|Modsality [+)
childiike |medisn]
|poses
Adds 'the' = ~DETERMINATION: Determirstion
+[Deictic | “wdefinite arbcle): NG (+) (Texdual (+) |
Speciic: demonsirstive, . VGp (+) [Exper.(+) [Eventtype (+)
determinative: non-selectve], is' =
the viewer is |~EVENT TYPE: +[Relafionsl process | <|MGP (+)  |Interpers. (+) ?ﬁﬁﬁm
08|58 |ableasit ( “wcopula verb): intensive], “shle” = S
Were ~ASSESSMENT: {stfitudinal Epithet -
as hesd [ “sadjective]]. snd ss it Coniunction
were' = ~CONJUNCTION: ANGE (+)| Texdual (+) |, :
+[enhancement | wphrass): causal
jcondiSonal: cause: resulf]
cannot | of 14 dds “of course’ = ~COMMENT:
N +[comment Adj | “sphrase): o| B n n i
68|60 |course | proposiional: on whole: 8 — Zz L adviGip (+)|Interpers. (+)|Comment (+)
B5SUME :
natural]
commonly | JAdds "commonty’ = ~ MODALITY:
3T |usedon +[mood Adjunct [ “sadverb): ususlity] % BENGmi+) |Interpers. (+)|Modslity [+)
Facebook  |median]
implying |4 dds "eddremely’= ~A55ESSMEMNT: Ascessment
L . MGrp (+]  |Interpers. [+
2 praciising +[Interpersonal Epithet ([adverb)] ol *) rpers. | }|:+]
g 15 |safesexis| Jand important’, as head = == P ;
gxtremehy ~ASSESSMENT: +[Attributs MG (+)  |Interpers. (+) +)
important “sadjective)]
Deletes 'have” =~EVENT TYPE: -
VG (- Exper. |- Event -
[Relstional process | Mwverh tr): P per- 5 w_::; )
possessive, atribufive: possession INGrp - [Textual (- etarm an
g5 process], snd 'an’ = )
~DETERMINATION: -[Deictic [VGrp (+)  |Interpers. (+)|Modality (+)
13|z Figures. 1 and|( “sindefinite article): Non-specific: o
5 % 2| beresan | |determinative: non-selectve: partial]. E %
may be dds ‘may’ = ~MODALITY:
+[modslity { “smodal operaton):
probability, subjectve, low, posfive] VGrp (+)  |Exper. [+)  |Eventiyps (+)
and be" = be’ = ~EVENT TYPE
+[Felstional process | “wverb):
intensive, stiributive]
RE s solely = ~MODALITY: +[mood | [V (+)  |Interpers. (+)|Madslity (=)
impossible o - . .
A djunct | “sadverb): intensity:
tell who does R
15 15 | solsly b |counter-expectancy: limifing] and z 3
1 T ey = ~MINOR TRAMSITIVITY: = minor
|Phrase (+] |Exper. [+ e
:zhmg ot +[Circumstance [ “sprep. Phrass); se (*) Exper. (+] Transitivity (+)
|enhancing © manner: mesns)
Sppearsnce
21 - in that they [Adds in that’ = ~TAXIS (parataxis): — |Clause 3 .
4 85 are ony +[elaborstion { “wprep. Phrase): =|= nexus [+) Logical (+]  |Texis {+]
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attractive if  |apposition: exemplificatony] snd Clause (+) [Exper. (+)  [Transitivity (+)
men think ‘they are..." = ~TRAMSITIVITY:
they are +[Relational clause: intensive, VG (+)  |Interpers. (+){Modality (+)
gitributive], 'only” = ~MODALITY:
+[mood Adjunct | “sadverh):
imtensity: counterexpectency:
limiting] and W...° " Glualification
=~MODIFKZATION: +[Clualifier [iee ) per. [+) (+]
(“sembedded 'if clause): enhancing
usalconditional: condition:
noessive]
dds ‘pariculary’ = ~COMMENT: 5 G (+)|Interpers. (+)|Comment (=
+[comment Adjunct | “sadverb): P (+) * us _I: }
) propasitional: on whole: asserfive], e (+) |Exper. (+ ualmcation
E'::iﬂ:ﬂ._ ‘on women' = ~MODIFICATION: ® R
21|, -F:-ur} o | FIGUslifier (“sprep. Phrass): | @
9 la iat .I ircumstance: projection: matter], L& )
with and ‘that is..." = ~MODIFICATION: e (+) |Exper (¢ [Fuaification
+[Quslifier [ *semb. Def. clausa): (+]
ircumstance: elaborstion:
spposition: expositony]
22 |47y She is | ofien JAdds "often’ = ~MODALITY: +[mood <
- labelled s A djunct [ “sadverh): modslity: | BWGm (+)  |Interpers. (+)|Modality [+
‘whore’ Jususlity: medisn]. .
Adds ‘wamen’ = ~THIMG TYPE: NG (+) |Exper.(+#) [Thing type (+)
+[Thing (noun]]. ‘only’ = ‘only’ = VG (+)  [Interpers. (+)|Modality (+)
24 wormen anly  |~MODALITY: +[mood Adjunct o
o |65 [fe=!ithey are { “wadverb): infensity: Z| @ -
attrective unterexpectency: limiting]. and i Logical (-)  [Taxis (-]
‘fael' = ~EVENT TYFE: +[Mentsl freseus )
gss | “wverb): percepdive].
dds ‘'most importanthy’ =
24__ land [most  |~COMMENT: +{comment Adjunct < " "
a i impaortant ( “sadverbial group): propositional: = g AGVGIP () Interpers. {+]jomment (+)
n whole: sssertive: sure]
Interpersonal additions in BB (not including changes in CONNOTATION]
RE™  |content |DE::'.r|:| fion : ﬁ]nank Function  [System
v |umit § [l
The main difference in this revision is WG (+)  |Interpers. (+)|Polarity
€ inclusion of 'not of Old English Classificstion
but of . where ‘nof’ = ~ POLARITY: NGrp (+)  [Exper. (%) L.,
. +[Polarity { “s'nat): on propaosition]. NG [+ =1 brhin "
G“f' ,"I'I'E'E'EEP 'I:li 'Old’ = ~MODIFICATION: ® - Eeer ) gipe(®)
17 |26ii bu:-r}:""j' +[Classifier ( “wadj)]. 'English’ = el
Sa:.t-:-n”-:. ~THING TYPE: +{Thing { “wproper
noun]], and 'but of = ~TAXIS roup Logical (+) [Taxis (+]
{parataxis): +[extension Eus (+]
( “sconjunction): sddition:
adversaive]
dds just (the’ is retyped
in | &a | just| limmediately after this word, so |
48 |42ii [the haven't coded i) = ~COMMENT: | B |advGmp (+)|Imterpers. (+)|Comment
introduction  |+[comment Adjunct [ Msadverk):
unterexpectency: limiting]
total | just | dds just = ~COMMENT:
63|5 |threeanda [+[comment Adjunct [ “sadverh): £| & |advGm (+)|Interpers. (+)|Comment
half unterexpectency: limiting]
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