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Abstract 

 

Climate change is expected to result in more frequent occurrences of extreme flood 

events, such as flash flooding and large scale river flooding. Therefore, there is a 

need for accurate flood risk assessment schemes in areas prone to extreme flooding. 

This research study investigates what flood risk assessment tools and procedures 

should be used for flood risk assessment in areas where the emergence of extreme 

flood events is possible. The first objective was to determine what type of flood 

inundation models should be used for predicting the flood elevations, velocities and 

inundation extent for extreme flood events. Therefore, there different flood 

inundation model structures were used to model a well-documented extreme flood 

event. The obtained results suggest that it is necessary to incorporate shock-capturing 

algorithms in the solution procedure when modelling extreme flood events, since 

these algorithms prevent the formation of spurious oscillations and provide a more 

realistic simulation of the flood levels. The second objective was to investigate the 

appropriateness of the “simplification strategy” (i.e. improving simulation results by 

increasing roughness parameter) when used as a flood risk assessment modelling tool 

for areas susceptible to extreme flooding. The obtained results suggest that applying 

such strategies can lead to significantly erroneous predictions of the peak water 

levels and the inundation extent, and thus to inadequate flood protection design. The 

third and final objective was to determine what type of flood hazard assessment 

methods should be used for assessing the flood hazard to people caused by extreme 

flooding. Therefore, two different flood hazard assessment criteria were modelled for 

three extreme flood events. The predicted results suggest that in areas prone to 

extreme flooding, the flood hazard indices should be predicted with physics-based 

formulae, as these methods consider all of the physical forces acting on a human 

body in floodwaters, take into account the rapid changes in the flow regime, which 

often occur for extreme events, and enable a rapid assessment of the degree of flood 

hazard to be made in a short time period.  
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CHAPTER   1 

 

Introduction 

 

1.1 Research background  

 

From the beginning of mankind flooding has played a major role in the evolution of 

the civilisation. For example, regular flooding brought great wealth and prosperity to 

some civilisations, such as to Ancient Egypt. On the other hand, flooding also wiped 

out entire communities and changed the course of the human history, as it is the case 

with the Biblical flooding in the Black Sea region. Nowadays, flooding is the most 

frequently occurring natural hazard in the world, it has the greatest damage potential 

among all natural disasters and annually affects nearly 180 million people worldwide 

(Mogollón et al., 2016).  

 

Contemporary climate impact studies suggest that climate change will have a key 

role in the intensification and acceleration of the hydrological cycle (Huntington, 

2006, Christensen and Christensen, 2007, Kundzewicz, 2008, Durack et al., 2012). 

This intensified circulation of the water cycle is expected to result in the occurrence 

of more frequent and intense rainfall events (Beniston, 2009), which in turn is 

expected to result in an increase in the magnitude, severity, frequency and intensity 

of flooding in the near future (Allan and Soden, 2008, Lenderink and Van Meijgaard, 

2008, Pall et al., 2011, Min et al., 2011, Rojas et al., 2013, Bruwier et al., 2015). In 

addition to more frequent future flooding, an increase in the world’s population from 

the current level of 7.3 billion to the anticipated 9.7 billion by 2050 will intensify 

urbanisation (UN, 2015). It is projected that two-thirds of the world’s population will 

live in urban areas by 2050, and that 90% of the projected urban expansion will 

occur in Africa and Asia (UN, 2014), i.e. in regions where the majority of the general 

population already live in areas highly prone to flooding (Muis et al., 2015). All this 

suggests that the number of citizens affected globally by flooding will drastically 

increase in the near future. 
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A flood can be described as a situation where water temporarily covers or submerges 

a part of land that is usually dry. Flooding may occur due to (i) meteorological and 

hydrological factors, such as heavy precipitation (Butler et al., 2015), snow melting 

(Park and Markus, 2014), glacial outburst (Galeczka et al., 2015), ice-jams (Beltaos, 

2014), high tide and intense storm events (Breilh et al., 2014), (ii) human factors, 

such as structural failures of hydraulic structures (e.g. levees and dams) (Bergman et 

al., 2014), and (iii) combination of weather and human factors, such as heavy rain 

and land cover change (e.g. alteration of absorptive land cover with impervious 

surfaces) (Sajikumar and Remya, 2015) or intense precipitation and inadequate 

drainage systems (Fu and Butler, 2014). Based on these characteristics, flooding can 

be separated into different categories or types of flooding, such as coastal flooding, 

river flooding, flash flooding and urban flooding. 

 

Even though flooding is the most common natural disaster, some flood events remain 

in the human consciousness for many generations due to their massive devastation or 

high death toll. These extreme flood events can sometimes have such enormous 

impact on the wider communities that they become the subject of folklore songs and 

mythical tales. Categorising past flood events as normal or extreme can be a matter 

of debate. However, there are some orientation guides that can be used for 

categorising the scale of past flood events. Based on the extensive flood database 

collected at the Dartmouth Flood Observatory, Brakenridge (2012) suggested two 

indices for characterising past flood events, i.e. flood severity and flood magnitude. 

The flood severity is not an exact descriptive statistic, but more of an orientation 

method that allows the use of expert judgment to estimate how unusual the flood or 

discharge was (Kundzewicz et al., 2013). Three flood severity classes were defined, 

which are based on the flood recurrence interval: Class 1 includes large flood events 

with a return period of the order 10-20 years, Class 2 includes very large flood events 

with a return period of between 20 and 100 years, and Class 3 includes extreme flood 

events with a return period equal to, or greater than, 100 years (Brakenridge, 2012, 

Kundzewicz et al., 2013). Severity is an important flood characteristic, but it does not 

provide information on other critical aspects of flooding, such as flood duration or 

the extent of flooding (Kundzewicz et al., 2013). Therefore, a second statistic is 

needed, i.e. flood magnitude. Flood magnitude is defined as a function of flood 

severity, flood duration and flood inundation area (Brakenridge, 2012). Flood 
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magnitude is designed to mimic the Richter scale for earthquakes and thus provides a 

continuous metric, instead of just artificially classifying floods into different flood 

classes (Kundzewicz et al., 2013). 

 

Determining the scale of past flood events should therefore be based on statistical 

descriptors (i.e. flood severity), spatiotemporal descriptors (i.e. flood magnitude) and 

also on socio-economical descriptors (e.g. the extent of flood damage, human 

casualties, psychological impact etc.). This being the case, an extreme flood event 

can be simply characterised as a flood event with a small probability of occurrence, 

but with a significant impact on human society in terms of general damage, human 

casualties and overall social disruption. Taking into account all the aforementioned 

considerations, there are four types of floods which can give rise to an extreme flood 

event. These are: (i) dam-break floods (Duffaut, 2013, Bergman et al., 2014, Raška 

and Emmer, 2014), (ii) storm surges (Chau et al., 2013, Breilh et al., 2014, 

Androulidakis et al., 2015), (iii) flash floods (Moussa and Bocquillon, 2009, 

Martínez Ibarra, 2012, Foulds et al., 2014, Amengual et al., 2015), and (iv) 

extreme/large river floods (Zhi-Yong et al., 2013, Bruwier et al., 2015, Herget et al., 

2015, Schröter et al., 2015, Antico et al., 2015). Among these types of flood events, 

flash floods and large river floods are the most common and generally give rise to the 

most serious extreme flood events (Ashley and Ashley, 2008, Di Baldassarre et al., 

2010).  

 

Flash floods can be defined as rapid surface water response to (i) a short, high-

intensity precipitation mainly of convective origin and often orographically enhanced 

(Gaume et al., 2009), or (ii) a sudden release of water due to dam break, ice jam or 

glacial lake outbreak (Calianno et al., 2013, Worni et al., 2013). The occurrence of a 

flash flood is due to a combination of different complex factors, such as the 

characteristics of the rain (e.g., intensity, duration and time-space distribution), soil 

characteristics (e.g., soil moisture and permeability), basin characteristics (e.g., basin 

size, shape, slope, surface roughness, stream density) and land characteristics (e.g., 

use, cover and changes) (Rozalis et al., 2010). Even though intense precipitation is 

usually considered as the main factor in the occurrence of flash floods, other 

aforementioned factors are sometimes of greater significance in the flash flood 

generation process other than rainfall itself (Hill and Verjee, 2010). As a result of the 
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limited duration of flash flood triggering rainfall events, a flash flood usually has 

greatest impact on  relatively small catchments (Borga et al., 2014), with the majority 

of such catchments being less than hundred square kilometres in size (Collier, 2007, 

Sene, 2008). As mainly smaller catchments are usually affected by flash flooding, 

response times tend to be short, e.g. ranging from few minutes (Gourley et al., 2014) 

to generally less than 6 hours (Marchi et al., 2010). This being the case, the sudden 

nature of the rapid runoff production process is a characterising feature of flash 

flooding (Borga et al., 2011). 

 

Flash floods are particularly difficult to observe and predict due to their rapid 

occurrence, complex generation process and small spatial and temporal scales (Borga 

et al., 2008, Rozalis et al., 2010). Moreover, flash flood forecasting is considered to 

be one of the most difficult tasks in operational hydrology (Norbiato et al., 2008), 

since accurate flash flood prediction depends on variety of parameters, such as 

availability of rainfall information, accuracy and spatial resolution of the rainfall 

information, estimated soil moisture, surface characteristics and ability of 

hydrological models to represent complex flash flood generation process 

(Yatheendradas et al., 2008). As flash flood forecasting is faced with great 

observational limitations, such as ungauged river streams and limited rainfall 

sampling potential from scarce rain-gauge network (Borga et al., 2011), it is not 

surprising that flash floods remain poorly monitored events (Borga et al., 2014). 

Furthermore, learning from historic flash flood events is very limited due to 

inadequate documentation of past flash flood events (Marchi et al., 2010), and lack 

of flash flood data archives (Gourley et al., 2013, 2014). All the aforesaid means that 

decision makers and emergency response services are, in the majority of cases, faced 

with insufficient information about the development and scale of an on-going real-

life flash flood event. This being the case, flash floods provide a minimum amount of 

time for timely flash-flood warnings to be prepared and issued effectively (Creutin et 

al., 2013).  

 

River flooding occurs in the floodplains of rivers when a river overflows its natural 

banks due to intense precipitation or snow and ice melting within the catchment areas 

further upstream (Bariweni et al., 2012). Large river flooding is usually a result of 

large-scale atmospheric circulations, and can therefore affect entire regions or even 
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multiple countries at the same time (Jongman et al., 2014). Even though large 

watercourses are primarily the main source of extreme river flooding, such as the 

Meuse, Rhine and Oder in Europe (Kotlarski et al., 2012, Kundzewicz et al., 2013), 

Mississippi in the USA (Kolker et al., 2014, Therrell and Bialecki, 2015), Indus in 

Pakistan (Hartmann and Andresky, 2013, Shrestha et al., 2014), Niger in Africa 

(Michot et al., 2013, Casse et al., 2015) or Yellow River in China (Li et al., 2014a, 

He et al., 2015), large river flooding can also occur in relatively small catchments 

(Hajdukiewicz et al., 2015, Santos et al., 2015). The common feature of all large 

river floods is their destructibility, as these floods cause enormous economic damage 

wherever they occur (Jongman et al., 2014). Although in developed countries large 

river floods are rarely associated with casualties (Gaume et al., 2009), these floods 

can still lead to thousands of fatalities in parts of the world where flood warning 

systems are poorly developed, such as in South Asia (Kundzewicz et al., 2013).  

 

In contrast to flash flooding, river flooding can generally be predicted a few hours or 

few days in advance due to development of flood forecasting systems (Merkuryeva 

et al., 2015). Flood forecasting strategy is based on the coupled hydro-meteorological 

prediction systems, where weather observations are used in combination with 

hydrological and hydraulic models (Wetterhall et al., 2013). Even though flood 

forecasting is always faced with uncertainties, such as quality of the input data, 

evaluation of the data, and model structure, parameters and characteristics (Kauffeldt 

et al., 2016), flood forecasting is an important tool for realising real-time flood 

warnings and providing effective emergency responses (Li et al., 2014b). Flood 

forecast systems are in use all over the world, and provide forecasts on local, 

national, regional and even global scale (Wetterhall et al., 2013). In Europe, the 

devastating flooding of Elbe and Danube in 2002 led to development of the European 

Flood Awareness System (EFAS) (Thielen et al., 2009). The EFAS provides early 

flood warnings for the largest European rivers, which usually result in large scale 

flooding, and therefore to some extent prepare the general public for upcoming 

flooding and reduce damage from large river floods. Additionally, information on the 

large river flooding can also be provided by (i) flood databases, such as Emergency 

Events Database (EM-DAT) run by the Catholic University of Leuven in Belgium 

and Active Archive of Large Flood Events run by the Dartmouth Flood Observatory 

(Kundzewicz et al., 2013), (ii) historic accounts of extreme flood levels (Mudelsee et 
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al., 2004), and (iii) historic water level marks on old buildings (Herget and Meurs, 

2010). All these records provide information that enables better understanding of 

large river flooding, and consequently allows development of more effective flood 

risk management plans.  

 

However, large river floods still remain highly destructive events due to their large 

scale impact, especially since little has been done in understanding national risk 

transfer mechanisms and flood risk dependencies across regions, which results in a 

lack of effective continental or even regional flood risk management schemes 

(Jongman et al., 2014). Even on a national level large scale floods can lead to 

extensive damage and casualties, particularly if the risk management schemes are 

based on the traditional flood protection design. Even though traditional flood 

protection schemes are well established, they generally suffer from fragmented flood 

risk management, low level of public awareness of flooding and inadequate societal 

discussion about flood risk (Hall et al., 2003, Jonkman et al., 2008). However, flood 

risk management planning has just recently shifted to a more integrated flood risk 

management schemes, in which flood management measures are not focused solely 

in flood protection, but also in reducing flood impacts by applying non-structural 

measures, such as land use spatial planning, insurance and flood resilient 

construction (Dawson et al., 2011). Nonetheless, large river flooding, together with 

flash flooding, still poses the greatest flood risk to the general population.  

 

The occurrence of the natural conditions that lead to extreme flood events cannot be 

prevented. However, flood damage and human casualties can be minimised by 

adopting suitable structural and non-structural measures. Nowadays potential flood 

damage is generally estimated using flood simulation models. Even though  

developments in the field of computer science has enabled the generation and 

application of high-resolution flood prediction models, difficulties still remain in 

recreating actual extreme flood events, which in turn has a direct impact on model 

predictions of flood elevations, inundation extent and hazard risk. This is mostly due 

to the uncertainties associated with flood inundation modelling, such as uncertainty 

in boundary conditions, infrastructure performance, topographic and hydrological 

data, roughness parameters etc. However, the difference between the computer 

predicted flood characteristics and the actual properties is also often due to 
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inappropriate flood risk assessment techniques and modelling procedures. 

Specifically, it is common practice among flood risk assessment practitioners to 

simplify the computational process, which could lead to time consuming analysis or 

an increase in the complexity of the problem that practitioners are dealing with 

(Leskens et al., 2014b). This is referred to as a “simplification strategy”. 

 

Most numerical models used for flood inundation modelling by flood control 

management practitioners are based either on the Alternating Direction Implicit 

(ADI) algorithm or a form of an explicit central difference scheme. Such models are 

generally very accurate (numerically) in modelling floods over mild slope or nearly 

horizontal flow conditions. However, due to rapid changes in the flow regime that 

often occur with high Froude number flows (e.g. extreme floods), ADI-type models 

are prone to generating spurious numerical oscillations close to the sharp gradients in 

the solution (Liang et al., 2007b). These numerical oscillations mostly occur in the 

region of discontinuities, such as the emergence of a hydraulic jump or steep 

hydraulic gradients. While solving the hydrodynamic governing equations, the 

numerical schemes try to fit the solution with a function. In the presence of 

discontinuities, this function approximation leads to  discontinuous solutions, which 

in turn lead to oscillations analogous to the Gibbs phenomenon (Lax, 2006). The 

emergence of numerical oscillations can be overcome by applying upwind difference 

schemes or by using higher-order accurate schemes (Hunter et al., 2008), such as 

shock-capturing methods.  

 

In shock-capturing approach, the governing equations are cast in conservation form 

and artificial diffusion terms are applied in the solution procedure, which ensure the 

stability of the computational process and enable the computation of any shock 

waves or discontinuities as part of the numerical solution. However, shock-capturing 

schemes can be computationally more expensive than the ADI-type models, which 

often persuades practitioners in flood risk assessment to adopt the “simplification 

strategy”. Rather than using shock-capturing models, it is believed that flood risk 

assessment practitioners try to smooth out numerical oscillations in the solution 

procedure of the ADI-type models by employing other more practical solutions, such 

as applying patches of high roughness in the areas where the instabilities occurred 

(CH2M, 2016). This then decreases the velocity and also dissipates the energy of the 
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flow, which in turn can dampen out the numerical oscillations. However, such 

simplifications can also lead to incorrect flood level predictions, as the evaluation of 

the modelling results is thus based on the modeller’s perception of how much of the 

friction parameterisation tuning is needed in order to obtain satisfactory results. 

 

For example, flash floods usually occur in short and steep river basins. The steeper 

the slope the less time the peak flow has to be dissipated as the hydrograph 

propagates down the river basin. This maintenance of the peak hydrograph (both in 

terms of elevations and discharges) frequently leads to near trans or super-critical 

flows. As mentioned, flood risk practitioners avoid using shock-capturing models 

due to their long simulation runs. Instead, they dampen out the numerical 

oscillations, which generally occur when trans or super-critical flows are modelled 

with conventional 1-D or 2-D models, by removing advection terms and including an 

artificially high bed resistance or eddy diffusion term (de Almeida et al., 2012). Even 

though such procedures can minimise the simulation time (in comparison to shock-

capturing models) and optimise limited resources, for such conditions it is not then 

possible to evaluate how much of the increased dissipation is being used in 

physically dissipating the energy of the flow and how much is being used in 

numerically damping out the oscillations. This being the case, there is a great risk 

that the model might under-predict peak flood discharges, flood inundation extent 

and hence flood hazard indices. 

 

An accurate prediction of flood depth s and velocities is fundamental for an adequate 

flood hazard assessment. According to the Department for the Environment, Food 

and Rural Affairs (DEFRA) of the UK Environment Agency, flood hazard 

“describes the flood conditions in which people are likely to be swept over or to 

drown in a flood” (Ramsbottom et al., 2006). The majority of the flood hazard 

assessment methods are based on some sort of flood hazard index, which is generally 

defined as a product of water depth and velocity (Cox et al., 2010). Therefore, under-

predicted water depths or velocities would lead to an under-predicted flood hazard 

index. In turn, this would result in misleading flood hazard assessment and 

consequently to an ineffective response from the emergency services, as their rescue 

action plans would be based on false predictions. Even if it is assumed that 

conventional flood inundation models could accurately predict main parameters for 
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an extreme flood event, there is a question over whether the standard flood hazard 

assessment methods can adapt to a rapidly changing flow regime, which usually 

occurs with extreme flooding.  

 

Currently, there are two different types of flood hazard assessment methods in use, 

including: (i) methods derived from the mechanical analysis, which is based on 

laboratory experiments with models and real human subjects, and (ii) methods 

derived from empirical or theoretical analysis (Xia et al., 2011). Standard flood 

hazard assessment methods are suitable and accurate for low-land, slowly 

progressing flood events. However, flood hazard assessments methods based on 

laboratory experiments with models and real human subjects are usually too 

dependent on the physical characteristics of the model or human subject, and 

psychological factors of the tested human subjects, while flood hazard assessments 

methods based on theoretical and empirical work often too excessively simplify 

human body structure and flow conditions (Xia et al., 2014). This suggests that for 

extreme flood events where the flow conditions change rapidly, standard flood 

hazard assessment methods should be replaced with new methods, which could 

adequately assess flood hazard for extreme flood events regardless of the human 

body characteristics and the hydraulic characteristics of the flow. 

 

The shortcomings in the modelling of extreme flood events can be illustrated with an 

example from Wales, UK. The terrain across much of Wales is complex, with many 

short, steep river basins across the country being highly prone to flash flooding 

(Carter, 2009, Davies, 2010, Hough, 2012, BBC, 2013a, BBC, 2013b, Lowe, 2013). 

On 27th of November 2012, the town of St Asaph, located in north Wales, was 

devastated by flash flooding. The post-flood investigation revealed that flood 

defences offered protection against  1 in 30 year flood in some parts of the city and 

against 1 in 75 year flood in others, whereas it was previously believed that the flood 

defences would protect against a 1 in 100 year flood (Denbighshire County Council, 

2013). Findings from this report clearly indicate limitations in the current flood risk 

assessment methodologies adopted in the UK and particularly for short, steep river 

basins highly prone to extreme flooding. Therefore, there is an urgent need to 

improve flood risk assessment tools for areas prone to occurrence of extreme flood 

events. 
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In summary, climate change is expected to result in an increase in the frequency of 

extreme flood events, such as flash flooding and large scale river flooding. Since the 

use of standard flood risk tools do not adequately represents the complex 

hydrodynamic processes associated with trans and super-critical flows that often 

occur with extreme flooding, there is a need for more accurate flood risk assessment 

designs in areas prone to extreme flooding. This can be achieved by implementation 

of appropriate flood inundation modelling tools and suitable flood hazard assessment 

techniques. 

 

1.2 Research objectives 

 

The main aim of this research study is to improve flood risk assessment tools for 

modelling in areas prone to occurrence of extreme flood events. This being the case, 

the key objectives of this study are as follows: 

 

• determine what type of flood inundation models should be used for predicting 

the flood elevations, velocities and inundation extent for extreme flood events 

 

• investigate the appropriateness of the “simplification strategy” when used as 

a flood risk assessment modelling tool for areas susceptible to extreme 

flooding 

 

• determine what type of flood hazard assessment methods should be used for 

assessing the flood hazard to people caused by extreme flooding 

 

Achieving these research objectives will lay foundation for producing of more 

accurate flood inundation extent and flood hazard risk maps for areas prone to 

extreme flooding, which in turn could better equip flood risk practitioners, regulatory 

and planning authorities in their decision making. This being the case, better and 

more accurate flood risk management schemes for urban communities which are 

highly vulnerable to extreme flooding could be developed, and thus the devastating 

consequences of extreme flood events could be more efficiently militated against in 

the future. These detailed schemes could potentially save billions of pounds that are 
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now spent annually in the UK for insurance claims and damage repair. These savings 

could then be spent in other areas relevant for society, such as education, 

infrastructure etc. More importantly, accurate flood risk management schemes would 

lead to adequate flood protection design, which would enhance the quality of life as 

it would provide a safer living environment for people living in urban communities 

in areas prone to occurrence of extreme flood events. 

 

1.3 Thesis outline  

 

This thesis is organised into six chapters, including: 

 

CHAPTER 1: Introduction, which presents the wider research background and the 

main objectives of this research study 

 

CHAPTER 2: Literature review, which presents an overview of the main literature 

applicable to this research study 

 

CHAPTER 3: Numerical modelling, which presents the general governing 

equations, an overview of the numerical methods used to discretises the governing 

equations, some of the well-known shock-capturing schemes, and the numerical 

models used in this research study 

 

CHAPTER 4: Case studies, which present the study areas and real-life flood events 

considered in this research study 

 

CHAPTER 5: Flood inundation modelling of extreme flood events, which 

describes (i) the evaluation of different types of flood inundation models for 

predicting flood depths, velocities and inundation extent for extreme flood events, 

and (ii) the investigation of the appropriateness of the “simplification strategy” when 

used as a flood risk assessment tool for areas prone to occurrence of extreme flood 

events 
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CHAPTER 6: Flood hazard assessment for extreme flood events, which 

describes the evaluation of different types of flood hazard assessment methods for 

predicting the flood hazard indices in areas susceptible to extreme flooding  

 

CHAPTER 7: Conclusions and future research, which presents the summary of 

the work concluded and the main findings of this research study, and provides 

suggestions for potential further research following from this study 
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CHAPTER   2 
 

Literature review 

 

2.1 Introduction 

 

This chapter presents an overview of the main literature applicable to this research 

study. Section 2.2 presents the literature in the field of flood inundation modelling, 

Section 2.3 presents the literature in the field of flood hazard assessment, while 

Section 2.4 provides the summary of the main literature overview findings. These 

findings were used to determine what type of flood inundation models and flood 

hazard assessment methods should be considered in order to adequately test the main 

assumptions and potentially reach the key objectives of this research study.  

 

2.2 Flood inundation modelling 

 

Even though it is not possible to prevent the occurrence of the natural conditions 

which lead to flooding, flood damage and human casualties can be minimised by 

adopting suitable structural and non-structural measures. Nowadays, potential flood 

damage is generally estimated using hydraulic or flood inundation models. A flood 

inundation model is used to provide the information about the flood extent, water 

depth and velocity of the flow. These parameters are needed for (i) production of 

flood hazard and flood inundation extent maps, (ii) land use planning, (iii) designing 

of the flood defence structures, and (iv) development of the emergency response and 

evacuation plans. 

 

The foundation for the mathematical modelling of the fluid dynamics were laid by 

Newton (1687), who presented mathematical formulations based on physical 

conservation principles, and by de Saint-Venant (1871), who formulated the 

mathematical equations for the present-day hydrodynamic simulations. However, it 

was not until the emergence of computing machines that the necessary computational  

resources became available to solve these equations and apply them to practical 
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hydro-technical engineering problems (Stelling and Verwey, 2005). The beginnings 

of the modern flood simulation modelling date back to the fifties and sixties 

(Isaacson et al., 1958, Cunge and Wegner, 1964, Martin and DeFazio, 1969, Martin 

and Zovne, 1971, Mahmood et al., 1975, Katopodes and Strelkoff, 1978, Cunge et 

al., 1980), while the widespread development of numerical codes started in the 

eighties (Alcrudo, 2004).  

 

In recent years, the developments in the field of computer science have enabled the 

generation and application of accurate, computationally effective and high-resolution 

flood inundation models. Therefore, there is now a wide range of different types of 

modelling tools and packages, which can be used for (i) development and realisation 

of large-scheme objectives, such as flood risk analysis, real-time flood forecasting or 

flood control management, or (ii) analysis of specific events, such as flash floods, 

hurricanes or dam breaks. These different types of modelling objectives require 

different and sometimes fairly specific modelling techniques and procedures, which 

means that an appropriate flood simulation modelling tool has to be used to address a 

specific modelling problem. This being the case, the selection of an appropriate flood 

inundation model is dependent on number of factors, such as the type and complexity 

of the modelling problem, overall consultancy time for product delivery, speed of 

computation, completion time for a simulation, accuracy level of results, data 

requirements, numerical robustness and user-friendliness of the software (Stelling 

and Verwey, 2005). In general, the use of a specific flood inundation model depends 

on the nature of the modelling problem and personal preferences of the model’s user. 

 

There are several ways to categorise flood inundation models, such as according to 

the method of solving the hydrodynamic equations, the method of discretisation in 

time and space, or the type of grid or mesh. However, the most common way to 

categorise flood inundation models is according to their dimensionality, or the way 

they combine different dimensionalities. In general, flood inundation models can be 

divided into three main categories, i.e. one-dimensional (1D), two-dimensional (2D) 

and linked one-dimensional – two-dimensional (1D-2D) models. There are also 

three-dimensional (3D) numerical models, which can be used to predict water levels 

and three-dimensional velocity fields (Rezoug et al., 2010, Spada et al., 2015). 

However, three-dimensional flood inundation modelling at a reach scale is currently 
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unpractical due to a high computational cost (Zhang et al., 2016). Therefore, further 

developments in the field of the computational sciences are needed before such 

models can be fully used in the flood risk management. In addition, there is also so-

called 0D modelling approach. This approach includes methods that do not involve 

any modelling of the physical processes of flood inundation (Pender, 2006), such as 

projecting river water levels horizontally over a floodplain (Pender and Néelz, 2011). 

The 0D modelling approach is mainly used for a broad-scale flood risk assessment, 

with GIS software usually being used (such as ArcGIS) for the prediction of flood 

depths and flood inundation extent (Pender, 2006, Di Baldassarre, 2012). However, 

this type of flood inundation modelling approach does not estimate velocity of the 

flow (Mohammadi et al., 2013), and is thus limited to applications where only final 

water levels are required and dynamic effects are insignificant (Neelz and Pender, 

2013). This being the case, the 0D modelling approach is too simple to be used for a 

detailed flood risk management scheme. 

 

Considering all above, three types of flood inundation modelling approaches (or 

flood inundation models) are predominately used in both research and industry for 

the hydrodynamic simulations, i.e. 1D, 2D and linked 1D-2D models. This being the 

case, these three modelling approaches will be considered more in detail in this 

thesis. 

 

2.2.1 Modelling approaches 

 

Flood modelling typically comprises two components: (i) the hydrological 

simulation, which quantifies the size, duration and probability of the flood event, and 

(ii) the hydraulic or flood inundation simulation, which employs the propagation of 

the flood wave across the river channel and the mapping of inundated areas 

(Dimitriadis et al., 2016). In hydraulic modelling, several processes need to be 

considered before the selection of the appropriate modelling approach, including (Di 

Baldassarre, 2012): (i) in-channel processes, such as the size of the flood wave, the 

formation of shear layer at the junction between the main flow and slower moving 

dead zones at the scale of the channel platform, secondary circulations at the scale of 

the channel cross-section, and the effect of the eddy turbulence, (ii) physical 

processes that occur once the floodwater overtops channel banks, such as the 
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momentum exchange between faster channel and slower floodplain flow, and the 

interaction between meandering channel flow and the floodplain flow, (iii) flow 

interaction between micro-topography, vegetation and structures, and (iv) water 

exchanges with the surrounding catchment, such as evapotranspiration and 

subsurface contributions to the floodplain groundwater from adjacent hill slopes.  

 

The scale of the processes that should be considered in the selection of the 

appropriate flood inundation model indicates that the flood inundation modelling can 

be a relatively complex process. In addition to the physical complexity, it is also 

important to consider the computational cost required to conduct the flood 

simulation. This being the case, the selection of the appropriate modelling approach 

is often driven by the desire to find the optimal balance between the model accuracy 

and computational efficiency (Di Baldassarre, 2012). There are two key factors in the 

selection of the appropriate flood inundation modelling approach, which can enable 

the balance the need between the model accuracy and computational efficiency. 

These two factors are: (i) the considered dimensionality of the flow, i.e. describing 

the flow propagation as 1D or 2D process, and (ii) the level of the mathematical 

complexity used in the numerical simulation, i.e. applying the full shallow water 

equations or considering some simplifications, such as excluding momentum or 

advection terms from the numerical process (Neal et al., 2012).  

 

However, it is of vital importance to completely understand the physical scale of the 

considered flooding problem. Even though less complexity generally leads to shorter 

simulation times, the decrease in dimensionality of the flow and mathematical 

complexity can also lead to inaccurate prediction of flood depths, velocities and 

inundation extent. Therefore, the selection of the appropriate flood inundation 

modelling approach needs to be considered thoroughly before the start of the flood 

inundation modelling process. This being the case, the selection of the appropriate 

flood inundation modelling approach should be based on several parameters, such as 

objectives of the work, terrain topography, availability and resolution of data, 

computational time, commercial software costs and hydrodynamic characteristics of 

the considered modelling problem (Vojinovic and Tutulic, 2009). 
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1D modelling approaches 

 

One-dimensional hydrodynamic models are based on some form of the 1D Saint-

Venant equations (see Chapter 3, section 3.2). In this thesis, one-dimensional flood 

inundation models are divided into two categories, i.e. 1D and 1D+ flood inundation 

models (Pender, 2006). The characteristics of the 1D flood inundation models are 

summarised in Table 2.1. 

 

Table 2.1: The characteristics of 1D flood inundation models (Pender, 2006) 

Method Description Potential application 

1D 
solution of the 1D 

Saint-Venant equations 

design scale modelling which can be of the order of 

tens to hundreds of km depending on catchment 

1D+ 

1D plus a flood storage cell 

approach to the simulation of 

floodplain flow 

design scale modelling which can be of the order of 

tens to hundreds of kilometres depending on 

catchment size; 

it also has the potential for broad scale application, 

if used with sparse cross- sectional data 

 

In the 1D flood inundation approach, the considered river reach is described with a 

series of cross-sections, which take into account both the main channel and adjacent 

floodplains (see Figure 2.1). This means that the floodplain flow is part of the one-

dimensional channel flow, and that the simulation of inundation is an integral part of 

the solution of the 1D Saint-Venant equations. The 1D flood inundation models have 

been widely used for modelling of flood flows, as they are computationally efficient 

and able to deal with large and complex river/channel systems, and variety of 

hydraulic structures, such as weirs, gates and sluices (Lin et al., 2006, Vojinovic and 

Tutulic, 2009). Nonetheless, the 1D models have many shortcomings. For example, 

the 1D model assumes that the floodplain flow is aligned with the river centre line 

(see Figure 2.1), the flow velocities are perpendicular to cross-sections and the water 

surface elevations are constant for the entire cross-section (see Table 2.2). However, 

these assumptions are often not valid. In particular, they are not valid for river 

reaches containing backwater areas or for naturally occurring diversion channels 

(Gilles and Moore, 2010). Furthermore, the 1D models also have constraints when it 
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comes to modelling of floodplain flows, such as (i) the inability to simulate lateral 

diffusion of the flood wave, (ii) the discretisation of topography as cross-sections 

rather than as a surface, and (iii) the subjectivity of cross-section location and 

orientation (Hunter et al., 2008). This being the case, the 1D models cannot 

accurately model floodplain flows as their predictive ability is decreased due to the 

assumptions and limitations in the 1D flood inundation modelling approach.  

 

 

Figure 2.1: A schematic presentation of 1D modelling approach 

 

Nonetheless, the 1D modelling approach can be enhanced to some extent by applying 

the Conveyance Estimation System (CES) (McGahey et al., 2006) and the Afflux 

Estimation System (AES) (Lamb et al., 2006) techniques. The CES technique 

improves the estimations of water levels, spatial velocities and boundary shear 

stresses at river sections, while the AES technique improves the predictions of the 

increase in water level upstream of a structure, which is caused by energy losses at 

high flows through bridges and culverts (McGahey et al., 2008). The Conveyance 

and Afflux Estimation System (CES/AES) software is implemented in a number of 

commercial packages, such as ISIS 1D and InfoWorks RS (Neelz and Pender, 2013). 

 

In the 1D+ flood inundation approach (also known as “quasi” 2D or “pseudo” 2D 

approach), the aforementioned 1D approach is used to model the main channel flow, 

while the floodplains are modelled as a storage cells or reservoirs that can cover 

large areas (e.g. up to several square kilometres), and whose geometry is defined as a 

relationship of water level versus volume (Di Baldassarre, 2012). The flow between 

the main channel and storage cells is modelled using weir flow based discharge 
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relationships. These discharge relationships are often referred to as spill units or spill 

links, and can be also used to link one storage cell to another. Water level in each 

storage cell is then computed using conservation of volume (Pender, 2006). A simple 

1D+ model scheme is presented in Figure 2.2. 

 

 

Figure 2.2: A schematic presentation of 1D+ modelling approach 

 

In contrast to the 1D approach, the 1D+ flood inundation approach does not assume 

that the floodplain flow is parallel to the channel flow, which is generally more 

appropriate for modelling larger floodplains. This being the case, the 1D+ approach 

provides better estimations of water levels and inundation extent in the floodplains. 
However, the main drawback of the 1D+ approach is that it does not include any 

momentum conservation on floodplains. This means that water can be transferred 

instantaneously from one end of the storage cell to the other, which can consequently 

lead to modelling problems (Pender, 2006). Furthermore, significant errors can also 

occur in (i) calculation of inter-cell flows due to difficulties in defining spill 

discharge equations, and (ii) local predictions of water levels, if the storage cells are 

too large and therefore the assumption of water level horizontality cannot be met 

(Pender and Néelz, 2011). In addition, setting up of the 1D+ model can be time-

consuming, and the accuracy of the model prediction can also be influenced by the 

way in which the floodplain is discretised (Lin et al., 2006). 

 

The 1D modelling approaches have been widely used for modelling of flood depths, 

velocities and inundation extent (Horritt and Bates, 2002, Huang et al., 2007, 

Lindenschmidt et al., 2008, Cook and Merwade, 2009, Castellarin et al., 2011, 
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Doulgeris et al., 2012, Klimeš et al., 2014, Choi et al., 2015, Dimitriadis et al., 2016, 

Habert et al., 2016). Even though that the 1D models are extremely computationally 

efficient, these models have many limitations when it comes to modelling of 

floodplain flows. For example, 1D modelling of floodplain flows is appropriate only 

for narrow floodplains whose widths are typically not larger than three times the 

width of the main river channel (Neelz and Pender, 2009). This means that the use of 

the 1D models is limited to relatively small space surrounding the main river 

channel. Due to limitations in the modelling of floodplain flows, the developments in 

the digital elevation modelling (in particular LiDAR technologies) and the increase 

in the computational resources and power, other modelling approaches (such as use 

of 2D and linked 1D-2D models) have been predominantly used over 1D models in 

recent years (Pender and Néelz, 2011, Neal et al., 2012, Ahmadian et al., 2015). 

 

Table 2.2: Input data, output data and computation times for different types of 1D 

modelling approaches (Pender, 2006) 

Method Input data Output data 
Computation 

time 

1D 

surveyed cross-sections of 

channel and floodplain; 

upstream discharge 

hydrographs; 

downstream stage 

hydrographs 

constant water depth, cross-section 

averaged velocity and discharge at each 

cross section; 

inundation extent by intersecting 

predicted water depths with 

digital elevation model (DEM); 

downstream outflow hydrographs 

minutes 

1D+ as 1D models 

as 1D models plus water 

levels and inundation extent 

in floodplain storage cells 

minutes to 

hours 

 

2D modelling approaches 

 

Two-dimensional hydrodynamic models are based on some form of the 2D shallow 

water equations (see Chapter 3, section 3.2). In this thesis, two-dimensional flood 

inundation models are divided in three categories, i.e. 2D-, 2D and 2D+ flood 
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inundation models (Pender, 2006). The characteristics of the 2D flood inundation 

models are summarised in Table 2.3. 

 

Table 2.3: The characteristics of 2D flood inundation models (Pender, 2006) 

Method Description Potential application 

2D- 

simplified version of the 2D shallow 

water equations; 

raster-based models 

large-scale modelling and applications where 

inertial effects are not important 

2D 
solution of the 2D  

shallow water equations 

design scale modelling of the order of tens of km; 

it may have the potential for use in broad scale 

modelling, if applied with very coarse grids 

2D+ 
2D plus a solution for vertical 

velocities using continuity only 

predominantly coastal modelling applications, 

where 3D velocity profiles are important 

 

The 2D- modelling approach can be divided into two groups, including (Neelz and 

Pender, 2009): (i) 2D models based on a simplified version of the 2D shallow water 

equations where some terms are neglected, such as models that consider inertia and 

diffusion but ignore advection (Bates et al., 2010), and diffusive models (Moussa and 

Bocquillon, 2009), and (ii) raster-based models relying on high-resolution 

topographic data sets (e.g. DEM) and simplified 1D representation of the flow 

between the raster DEM cells, such as LISFLOOD-FP (Bates and De Roo, 2000). 

The later approach is similar to the 1D+ modelling approach, because it also does not 

conserve momentum for the 2D floodplain simulation. However, the grid dimensions 

in the raster-based models are much smaller than those in a typical 1D+ approach, 

which allows finer discretisation of floodplains and thus more accurate predictions of 

flood depths, velocities and inundation extent (Pender, 2006). 

 

The 2D modelling approach is based on the use of flood inundation models, which 

solve full 2D shallow water equations, which are presented in Section 3.2. The 2D 

models are based on different space-time discretisation strategies and utilise different 

numerical grids. The pros and cons of different numerical methods that are used in 

flood inundation modelling are presented in Section 3.4, while advantages and 

disadvantages of different types of numerical grids can be found in Section 2.2.2. 
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Nowadays, the 2D modelling approach is the preferred option for modelling of 

floodplain inundation, as 2D models enable representation of local changes in 

velocity, water levels and flow direction (Neelz and Pender, 2009, 2013). In addition, 

the 2D modelling approach conserves momentum and therefore does not encounter 

the limitations that characterise 1D, 1D+ and 2D- modelling approaches (Pender, 

2006, Neelz and Pender, 2013). However, 2D models generally require more 

hardware and calibration data, and tend to result in relatively longer simulation times 

when compared to other aforementioned modelling approaches (Apel et al., 2009, 

Fewtrell et al., 2011, Neal et al., 2012). 

 

The 2D+ modelling approach is based on models, such as TELEMAC-3D, which 

enable the predictions of velocity in all three directions. This being the case, 2D+ 

models are predominantly used for water quality and sediment transport studies in 

estuaries and coastal areas (Normant, 2000, Bedri et al., 2011, 2013), as there is a 

need for an accurate prediction of concentration of transported quantities. In 

continental waters, the 2D+ modelling approach has been used for water quality 

studies in lakes and for study of thermal plumes in rivers (Kopmann and Markofsky, 

2000, Mensencal, 2012). The 2D+ modelling approach is not used in practical flood 

inundation modelling due to high computational cost (Neelz and Pender, 2013). 

 

As mentioned, modelling of floodplain flows is nowadays mainly conducted by 

using 2D and 2D- models, which differ in the degree of the physical complexity 

involved in the modelling process. The degree of the physical complexity that is 

required to accurately predict flood depths, velocities and inundation extent is mainly 

dependent on the flow characteristics and type of the planning process. For example, 

for gradually varying flows the 2D- models generally perform as well as 2D models 

in terms of predicting the water depths and flood inundation extent (Hunter et al., 

2007, Neelz and Pender, 2013). However, the 2D- models are much simpler and less 

computationally expensive, which indicates that the 2D models may be unnecessarily 

complex for modelling flood events with mild changes in the flow regime (Neal et 

al., 2012). Therefore, for modelling of gradually varying flood events where decision 

makers are primarily interested in flood inundation extent and maximum water 

depths (such as catchment flood management planning and flood risk assessment), 

the 2D- models appear to be the better option as they offer better balance between the 
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accuracy of the results and the computational cost (Apel et al., 2009, Neelz and 

Pender, 2013).  

 

Table 2.4: Input data, output data and computation times for different types of 2D 

modelling approaches (Pender, 2006) 

Method Input data Output data 
Computation 

time 

2D- 

digital elevation model; 

upstream discharge 

hydrographs; 

downstream stage 

hydrographs 

inundation extent; 

water depths; 

downstream outflow hydrographs; 

hours 

2D as 2D- models 

as 2D- models plus 

depth-averaged velocities in two 

horizontal directions at each 

computational node 

hours to days 

2D+ 
as 2D- models plus inlet 

velocity distribution 

as 2D- models plus velocity vector at each 

computational cell 
days 

 

On the other hand, the 2D models appear to be much more suitable for modelling 

highly unsteady flows or for supporting decision makers in disaster planning and 

flood hazard mapping (i.e. scenarios where accurate velocity predictions are 

required), as these models are able to accurately predict depth-averaged velocities in 

two horizontal directions (see Table 2.4) (Neelz and Pender, 2013). For modelling 

rapidly varying or supercritical hydrodynamic processes, both 2D- and 2D models 

are susceptible to emergence of numerical oscillations which can lead to inaccurate 

predictions of flood depths and inundation extent (Leopardi et al., 2002, Liang et al., 

2006, Neal et al., 2012, Neelz and Pender, 2013). This being the case, for modelling 

of rapidly varying flows the 2D- and 2D models should be replaced with shock-

capturing flood inundation models. These models prevent the emergence of spurious 

numerical oscillations and thus enable numerically accurate predictions of flood 

depths, velocities and inundation extent for flood events characterised with high 

Froude number flows, such as flash floods. Shock-capturing models are presented in 

more detail in Section 3.4. 
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Linked 1D – 2D modelling approach 

 

Floodplain modelling has received a great amount of attention from research 

community in recent years, as such modelling is a key factor in the development of 

an appropriate and accurate flood risk management strategies. As it was shown 

earlier, a variety of both 1D and 2D modelling approaches has been developed in 

order to find the optimal floodplain modelling approach in terms of satisfactory 

accuracy of the model results and reasonable computational cost. The 1D modelling 

approach is generally considered as the most appropriate approach for modelling 

flood behaviour within river channel. However, due to its limitations the 1D 

modelling approach is not capable of accurately predicting the flood characteristics 

on floodplains. On the other hand, the 2D modelling approach is regarded as the 

most accurate tool for modelling floodplain flows. Nonetheless, the 2D models can 

be computationally expensive and therefore less practical for real-time flood 

forecasting. This being the case, coupled 1D-2D modelling approach has been widely 

tested in the last decade. The idea has been to exploit the advances in data 

availability, improved numerical methods and enhanced computational power, and 

develop linked 1D-2D models which would take advantage of the benefits offered by 

both 1D and 2D modelling approach  (Verwey, 2001, Stelling and Verwey, 2005, Lin 

et al., 2006, Liang et al., 2007a, Pender and Néelz, 2011). 

 

There are virtually no limits when it comes to combining 1D and 2D modelling 

approaches. Therefore, the coupled 1D-2D modelling approach can be applied in 

many ways, such as within a channel that one wishes to model partly in 1D and 

partly in 2D, between a 1D drainage network model and a 2D surface flood model, 

and between a 1D river model and a 2D floodplain model (Pender and Néelz, 2011). 

In general, the main river channel is modelled in 1D while the floodplains are 

modelled in 2D, which results into more accurate flood inundation prediction when 

compared to 1D modelling approach, and significant computational savings when 

compared to 2D modelling approach. This being the case, linked 1D-2D modelling 

approach seems to be an effective flood modelling tool, and the ability to link 1D and 

2D models is nowadays implemented in majority of commercial software packages 

(Neelz and Pender, 2013).  
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There are several techniques to link 1D and 2D models, such as lateral link, 

longitudinal link and vertical link. The lateral link is the most widely used technique 

for linking the 1D river and 2D floodplain models. In the lateral link approach, the 

simulation of over bank flow from river channel to floodplain is modelled using weir 

equations or depth-discharge curves, which are based on water level differences (Lin 

et al., 2006, Neelz and Pender, 2009, Ahmadian et al., 2015). In the longitudinal link 

approach, the 1D and 2D model are linked in such a way that the flow from the 1D 

model acts as a upstream boundary condition in the 2D model, while at the same 

time the water level in the 2D model at the junction is used as a downstream 

boundary condition in the 1D model (Danish Hydraulic Institute (DHI), 2007, Liang 

et al., 2007a, Pender and Néelz, 2011). For example, the narrower upstream river 

channel is modelled in 1D, while the wider floodplain downstream of the 1D model 

is modelled in 2D. In the vertical link approach, the 2D grid is placed above the 1D 

domain. The 1D solution is applied until the river reaches bank-full level, while the 

flow propagation above the bank-full level is described with the 2D model (Stelling 

and Verwey, 2005, Neelz and Pender, 2009, Bates et al., 2013).   

 

 

Figure 2.3: Schematic representation of the lateral and longitudinal linking mode 

 

Even though the 1D-2D flood inundation modelling approach has been significantly 

improved in recent years (Chen et al., 2011, Finaud-Guyot et al., 2011, Bladé et al., 

2012, Morales-Hernández et al., 2013, Liu et al., 2015, Morales-Hernández et al., 

2016), there are still some constraints with the 1D-2D models. For example, two 

models need to be understood, which means that in general more time is spent for 

pre-processing and model set up when compared to other modelling approaches 
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(Vojinovic and Tutulic, 2009). Furthermore, a great understanding of the modelling 

problem is required, and in particular the nature of the volume exchange. Namely, if 

the volume exchange between the river and floodplain is not represented correctly, it 

is likely that the flood depths, velocities and inundation extent will not be modelled 

correctly (Morales-Hernández et al., 2016).  

 

In addition, there is no consistent approach used in practice at the present time for the 

prediction of the volume exchange between the river and the floodplain. This means 

that different models can predict different timing of flood inundation, water levels 

and velocities on floodplains for the same modelling problem, because each model 

differently predicts the volume exchange between the river and the floodplain (Neelz 

and Pender, 2013). In addition, linked 1D-2D floodplain modelling for rapidly 

varying flows has not been thoroughly researched to present time. There are 

examples of use of the coupled 1D-2D models for supercritical flow simulation in 

crossroads of flood control channels (Ghostine et al., 2015), but up to date there was 

no research that would specifically test the ability of linked 1D-2D to model flood 

events with rapidly varying flows, such as flash floods. All in all, linked 1D-2D 

models are very attractive due to their computational efficiency and numerical 

accuracy comparable to that of 2D models for specific flood problems. Nonetheless, 

further research is needed in order to resolve current limitations, extend model 

application and potentially standardise the linking procedures. 

 

2.2.2 Computational grids 

 

The first step of any numerical flood inundation simulation is the grid generation 

process. A grid is a collection of points, where the main flow parameters (such as 

velocity, water depth and water level) are computed through solution of the systems 

of algebraic equations obtained from the discretisation processes. The grid resolution 

or density (i.e. the distance between the points) has a significant impact on the rate of 

convergence, solution accuracy and computational cost (Pender and Néelz, 2011). 

This being the case, the quality of the model predictions is closely related to the 

resolution of the computational grid (Fewtrell et al., 2011, Ozdemir et al., 2013, 

Savage et al., 2015).  
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Two different grid types are predominately used in the numerical flood inundation 

modelling, i.e. structured grids and unstructured grids. A structured grid is a grid 

based on an ordered layout of grid points. The structured grids are constructed in 

such manner that the grid points can be regarded as the point of intersection between 

the coordinate lines. This means that every point in the grid (except boundary points) 

is physically connected to four points on either side. In two dimensions, the grid 

points can be specified as a pair of integers (i,j), which can be conveniently stored as 

the elements of the matrices. The neighbouring points in the matrix can be directly 

assessed by incrementing or decrementing the array index, and can be set apart at 

regular or irregular intervals. This being the case, there are several types of structured 

grids, such as uniform or Cartesian grids (regular intervals) or curvilinear grids 

(irregular intervals) (see Figure 2.4). 

 

(a) (b) 

 
Figure 2.4: Uniform grid (a) and curvilinear grid (b) 

 

An unstructured grid is a grid that cannot be represented on a regular matrix. Instead, 

it is based on an arbitrary layout of grid points, where the information about the 

layout must be provided. For example, the points that constitute a 2D unstructured 

grid are kept as lists of (x,y) coordinates, where a database provides a record on 

details how are these points connected to each other. In contrast to structured grids, 

there is no regularity in the position of grid points (see Figure 2.5). This means that 

unstructured grids can be refined locally to take into account fine features in the 

flow, while at the same time the density of grid points in the areas where the 
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refinement is not needed can be much smaller. These local refinements of the grid 

resolution can enable the optimal use of the computer power, but at the same time 

can also increase the computational time due to the smaller time step needed for the 

solution procedure in the areas with higher grid resolution (Pender and Néelz, 2011). 

 

 

Figure 2.5: Unstructured grid 

 

Structured grids have an evident advantage over unstructured grids, i.e. the 

construction of the structured gird is straightforward. On the other hand, the 

construction of the unstructured grid is far more complicated and can be time-

consuming process, if there are many local grid refinements involved in the grid 

generation process. Furthermore, solver based on structured grids generally run much 

faster than solvers based on unstructured grids. However, unstructured grids are 

extremely flexible. For example, in structured grids it is necessary to cluster points 

far away from the area of interest in order to achieve a desired resolution in specific 

part of the domain. On the other hand, the unstructured grids can be easily applied to 

follow complex floodplain contours and flow geometry without any need to extend 

the limits of the grid (Potter et al., 2012). The selection of the grid type is directly 

related to the selected spatial discretisation strategy. For example, the finite 

difference method can only be applied to structured grids, whereas the finite volume 
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and finite element methods can be applied to both structured and unstructured grids 

(Neelz and Pender, 2009). 

 

As mentioned, the quality of the grid can have a great impact on the accuracy of the 

numerical model, i.e. the grid generation process plays an important role in the 

numerical flood modelling. This is particularly important for flood inundation 

modelling in urban areas, as flood pathways are narrow in size due to complex urban 

topography. This being the case, accurate and high-resolution topographical 

information is needed in order to adequately represent complex flow characteristics 

of urban flooding. A more accurate flood inundation can be obtained by applying 

small scale grids. However, such high-resolution grids can lead into extremely long 

computational times, which eventually make the flood simulation process infeasible 

(Tsubaki and Fujita, 2010). Simplified grid generation techniques could be used, 

such as sub-grid modelling or reduced complexity modelling (Brasington and 

Richards, 2007). However, the grid resolution from these approaches is too small to 

accurately resolve the detailed and complex flow structure in urban areas (Tsubaki 

and Fujita, 2010). Therefore, there is a need to further develop automatic grid 

generation techniques, which would optimise the grid generation process and reduce 

the labour cost for data preparation. Even though there were significant advances in 

recent years in the field of the automatic grid generation (Owen and Shephard, 2003, 

Cobby et al., 2003, Begnudelli and Sanders, 2006, Sanders, 2007, Liang et al., 2008, 

Tsubaki and Fujita, 2010, Stelling, 2012), these techniques are currently still not used 

to their full potential in the field of the flood inundation modelling (Neelz and 

Pender, 2009, 2013). 

 

2.2.3 Model parameterisation 

 

The model parameterisation in the flood inundation modelling is generally reduced to 

setting of the friction coefficient, i.e. the value of the Manning’s coefficient. In 

addition, the eddy viscosity is usually considered as a secondary parameter. 

However, the eddy viscosity is often ignored because it usually has a limited effect 

on the model predictions due to the dominance of the friction. Furthermore, there is 

also no methodology that would enable the calibration of the viscosity in flood 

inundation models (Neelz and Pender, 2009). Nonetheless, if the eddy viscosity is 
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not ignored in the flood inundation modelling process, it can be dealt with by using a 

constant viscosity coefficient, the Smagorinsky viscosity formulation or the two 

equation k–e model (Pender and Néelz, 2011). 

 

The parameterisation of the bed roughness is one of the more important issues in the 

flood inundation modelling, because the predictions of water depths, velocities and 

inundation extent are highly dependent on the values of the friction parameters 

adopted in the models based on the shallow water equations (Pender and Néelz, 

2011). For example, the presence of high vegetation and associated woody debris on 

the floodplain increases the hydraulic roughness, which consequently slows down the 

flood flow and enhances flood storage (Thomas and Nisbet, 2007), and vice versa. 

The flood inundation models can be parameterised by using engineering judgement 

informed by experience, calibration, or an ad hoc combination of both experience 

and calibration (Neelz and Pender, 2009). Nonetheless, it has been debated in the 

literature which of these options is the most suitable one (Beven, 2000, Cunge, 2003, 

Fewtrell et al., 2008, Savage et al., 2015). 

 

The parameterisation of friction in 1D models benefits from decades of hydrometric 

data collection and user experience in model calibration and validation. This being 

the case, the flood propagation is nowadays predicted with high degree of accuracy 

with 1D models for many engineering applications. The parameterisation of friction 

in 2D models is, however, a bit more difficult due to the lack of hydrometric data, 

spatially varying topographic characteristics of floodplains (e.g. roads, different type 

of vegetation etc.), and more complex hydrodynamic processes associated with the 

floodplain flows (Pender and Néelz, 2011). For example, if the water depths and 

velocities are small in the floodplains when compared to those in the main channel 

(i.e. the floodplains act like a storage), then the predictions of flood depths, velocities 

and inundation extent are much more dependent on the friction values in the main 

channel than they are on the friction values on the floodplains (Pappenberger et al., 

2005). On the other hand, when the velocities on the floodplains are higher, then the 

model predictions are not dependent solely on the frictions values on the floodplains, 

but also on the correct prediction of flood discharge (Neelz and Pender, 2009). Due 

to these limitations, elaborate spatially-distributed friction models for floodplain 

friction parameterisation have been proposed and applied in recent years (Cobby et 
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al., 2003, Mason et al., 2003, 2007, Hunter et al., 2007, Fewtrell et al., 2008, 2011, 

Ozdemir et al., 2013, Croissant et al., 2014). These approaches rely on the 

information provided by remote-sensing observations (such as LiDAR), from which 

spatially-distributed details on vegetation thickness and density can be extracted, and 

thus friction parameters needed for the flood inundation modelling can be obtained 

(Pender and Néelz, 2011). 

 

As an appropriate parameterisation of flood inundation models is essential for an 

accurate flood inundation modelling process, it is therefore important to completely 

understand the nature of the modelling problem and the limitations of the model one 

is using. However, it often occurs that flood risk practitioners misinterpret the 

information from the models they are using, which is usually due to the difference in 

the perception of flood risks between model developers and flood risk practitioners 

(Faulkner et al., 2007, Janssen et al., 2009, Timmerman et al., 2010, Wood et al., 

2012). Namely, the modellers generally frame flood risk issues using scientific 

knowledge and expertise, and assume that with more detailed model information 

analysis will improve and better decisions can be made. On the other hand, flood risk 

assessment practitioners often lack the time and resources to perform such complex 

analyses. This being the case, flood risk assessment practitioners tend to discard 

model information that seem to increase the complexity of the problem they already 

have to deal with, and often apply solutions that they do not necessarily understand 

completely (Leskens et al., 2014a). For example, viscosity coefficient can be used to 

introduce additional artificial viscosity to the flow, which consequently can enhance 

model stability (Pender and Néelz, 2011). However, the question is whether such 

solution can be applied for all modelling problems and how much of an additional 

artificial viscosity can be introduced without affecting model predictions? This lack 

of consideration of model information and applying of practical solutions in the 

modelling process in order to save time, or decrease the complexity and uncertainty 

of the modelling problem, is often referred to as a “simplification strategy” (Leskens 

et al., 2014a).  

 

The issue with the “simplification strategy” is that its use is based on the user’s 

experience rather than on some scientific or technical background. This means that 

flood risk assessment practitioners will apply solutions that they probably cannot 
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fully justify. However, these solutions would still, in their opinion, provide 

satisfactory results, and thus would not be considered as inappropriate. For example, 

the majority of commercial hydraulic software packages are based either on the 

Alternating Direction Implicit (ADI) finite difference scheme or the explicit finite 

volume scheme (Neelz and Pender, 2013), which means that these types of models 

are generally the model-of-choice for the majority of flood risk practitioners. These 

models are generally very accurate (numerically) in modelling floods over mild slope 

or nearly horizontal flow conditions. However, when used for modelling of rapidly 

varying flood events (such as flash floods) where rapid changes in the flow regime 

(such as hydraulic jumps) often occur, then these models are prone to generating 

spurious numerical oscillations close to the sharp gradients in the solution, and thus 

can lead to inaccurate results (Liang et al., 2007c, Neelz and Pender, 2013). As 

mentioned, the use of more complex models (such as shock-capturing models) would 

deal with these oscillations. However, the high computational cost required by such 

models persuades flood risk assessment practitioners to revert to the ADI-type 

models and apply other solutions, such as applying patches of high roughness to slow 

water down in the areas in the modelling domain where instabilities occurred (e.g. 

where Froude number was greater than 1) (CH2M, 2016). This being the case, the 

flood risk assessment in areas prone to occurrence of rapidly varying flood events is 

thus based on the flood risk assessment practitioner’s perception of how much of the 

friction parameterisation tuning is needed in order to obtain satisfactory results. 

 

However, water depths and velocities, and flood wave arrival time are particularly 

sensitive to the specification of surface friction parameters (Mason et al., 2003, 

Begnudelli and Sanders, 2007, Fewtrell et al., 2008, Ozdemir et al., 2013). This 

means that flood hazard assessment and development of emergency evacuation plans 

are thus indirectly related to the values of friction parameters used in the flood 

inundation modelling process. As mentioned, including an artificially high bed 

resistance or eddy diffusion term can dampen out numerical simulations (de Almeida 

et al., 2012). However, it is practically impossible to evaluate how much of the 

increased dissipation is being used in physically dissipating the energy of the flow 

and how much is being used in numerically damping out the oscillations. Therefore, 

it is highly questionable whether applying of the “simplification strategy” (i.e. 

manipulating with the friction coefficients) when modelling extreme flood events is a 



Literature review 

33 
 

smart thing to do, since model results can be completely misleading. This being the 

case, there is a need to explore in detail the use of such strategies in practical flood 

risk assessment, as there is practically no literature or wider debate on this matter at 

the moment.  

 

2.3 Flood hazard assessment 

 

According to the Department for the Environment, Food and Rural Affairs (DEFRA) 

of the UK Environment Agency, flood hazard “describes the flood conditions in 

which people are likely to be swept over or to drown in a flood” (Ramsbottom et al., 

2006).  In the case of a flood event, three fairly wide-ranging sets of characteristics 

generally have a direct impact on the degree of danger to people, including: (i) 

characteristics of the flood, such as flood depth and velocity, (ii) characteristics of 

the location, such as being indoors or outdoors, or being in urban or rural area, and 

(iii) characteristics of the general population, such as gender, age, health and body 

physique (Jonkman et al., 2002). Among these characteristics, flood depth and 

velocity are the main factors in determining the degree of flood hazard (Abt et al., 

1989), since these two factors have the greatest influence on the human balance in 

the floodwater.  

 

In floodwaters, people predominantly lose stability due to two hydrodynamic 

mechanisms, i.e. toppling or moment instability and sliding or friction instability 

(Jonkman and Penning-Rowsell, 2008, Cox et al., 2010, Xia et al., 2014). Sliding 

instability occurs when the drag force is larger than the frictional resistance between 

a person’s footwear and the substrate surface (Jonkman and Penning-Rowsell, 

2008).The occurrence of the sliding instability mechanism depends on the body 

weight, clothing and footwear type of a person standing in the floodwater, buoyancy 

and the ground surface conditions (Cox et al., 2010). Toppling instability occurs 

when a human body pivots around the heel, as the moment induced by the oncoming 

flow exceeds the resisting moment generated by the effective body weight (Abt et al., 

1989). The occurrence of the toppling instability mechanism depends on the 

buoyancy, body positioning and weight distribution of a person standing in the 

floodwater (Cox et al., 2010).  
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People can also loose stability in floodwaters due to floating, i.e. when the 

floodwater depth exceeds the height of a person standing in the floodwater. Once a 

human body is influenced by floating, the body cannot be effected anymore by 

sliding or the toppling instability mechanism (Xia et al., 2014). Additionally, people 

can also lose stability to other unfavourable conditions, including: (i) bottom 

conditions, such as unevenness and obstacles, (ii) flow conditions, such as floating 

debris, water temperature, poor visibility, unsteady flow, flow aeration, animals, (iii) 

human vulnerability, such as standing or moving, experience and training, clothing 

and footwear, physical attributes including mass, height, muscular development or 

disabilities, psychological factors, age etc., and (iv) other factors, such as wind, 

lighting, visibility and waves (Jonkman and Penning-Rowsell, 2008, Cox et al., 

2010). 

 

Flood hazard assessment methods are classically divided into two groups, i.e. 

methods derived from mechanical analysis based on experimental studies and 

methods based on empirical or theoretical studies. However, a new type of flood 

hazard assessment methods was introduced recently, which includes methods that are 

completely physically based and experimentally calibrated. 

 

2.3.1 Methods derived from mechanical analysis based on experimental 

studies  

 

This section presents the flood hazard assessment methods derived from mechanical 

analysis based on experimental studies. The short summary of the considered 

methods is outlined in Table 2.5, while the more detail discussion on individual 

studies is presented below. The following studies were considered: Foster and Cox 

(1973), Abt et al. (1989), Takahashi et al. (1992), Karvonen et al. (2000) and 

Jonkman and Penning-Rowsell (2008). 
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Table 2.5: Comparison of flood hazard assessment methods derived from mechanical 

analysis based on experimental studies. Partially adapted from Cox et al. (2010) 

Study 
Foster and 

Cox (1973) 

Abt et al. 

(1989) 

Takahashi et 

al. (1992) 

Karvonen et 

al. (2000) 

Jonkman and 

Penning-

Rowsell (2008) 

Setup flume flume 
funnelled 

basin 

moving 

platform 

sluice-

controlled flood 

relief channel  

Surface 
painted 

timber 

concrete, 

turf, gravel, 

steel 

metal load 

cell 
steel grating concrete 

Test subjects  children 

adults with 

safety 

equipment 

adults 

adults with 

safety 

equipment 

professional 

stuntman 

Number of test 

subjects 
6 20 3 7 1 

Subject action 

standing, 

walking, 

turning, 

sitting 

standing, 

turning, 

walking 

standing 

standing, 

turning, 

walking 

standing, 

walking 

Failure 

mechanism 

subject feels 

unsafe or 

loses footing 

subject loses 

footing 

subject loses 

footing 

subject loses 

footing 

subject loses 

footing 

Considered 

instability 

mechanisms 

/ 
toppling 

instability 

toppling and 

sliding 

instability 

toppling 

instability 

toppling and 

sliding 

instability 

Proposed 

stability 

criteria 

/ 
see Equation 

(2.1) 

see Equations 

(2.3) and 

(2.4) 

see Equations 

(2.5), (2.6) 

and (2.7) 

see Equations 

(2.8) and (2.9) 

 

Foster and Cox (1973) 

 

Experiments by Foster and Cox (1973) were conducted in 6 m long, 0.6 m wide and 

0.75 m deep flume. The base of the flume was made of timber and there were sluice 

gates at each end of the flume, which were used to control the water height and 
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velocity within the flume. The test group consisted of 6 male children, which were 9-

13 years old, 1.27-1.45 m tall and weighed from 25 to 37 kg. All children wore 

shorts during the different stages of the experiment in order to minimalize the effect 

of the clothing drag on the child’s stability. However, water levels never reached the 

height of the shorts and therefore the effect of the clothing drag was negligible 

during the experiment. Within the flume, children were tested in different body 

positions and body movements, such as standing, sitting, walking and turning. 

Additionally, tests were performed with children both facing the oncoming flow and 

with their backs turned against the oncoming flow. Safety criteria developed within 

this study were based on child’s perception of security, which means that the critical 

instability was identified when the child felt unsafe and not when the actual body 

stability was lost. This being the case, stability thresholds were strongly based on the 

psychological tendency of the child. 

 

Based on the performed tests and observations, Foster and Cox (1973) outlined four 

conditions that could affect child’s stability in floodwaters, including (Cox et al., 

2010): (i) physical attributes, such as age and body characteristics (e.g. weight, 

height and muscular development), (ii) psychological factors, such as awareness and 

reaction time, (iii) hydraulic conditions, such as water depth and velocity, and (iv) 

other factors, such as bottom friction, type of clothing and possible impact of floating 

debris. Foster and Cox (1973) generally concluded that relatively low flow depths in 

combination with high velocities could lead to a loss of child’s stability in the 

floodwaters. Furthermore, it was also noted that moving in the flow reduces standing 

stability, and that stability is the lowest when the child is seated. The latter 

conclusion is very important as it indicates that once standing stability has been lost, 

it is very difficult for a person to get back to the standing position and thus escape to 

safety (Cox et al., 2010). 

 

The study of Foster and Cox (1973) was a pioneering research in the field of 

investigating human stability in floodwaters. Although it laid the foundation for 

further investigations, the study of Foster and Cox (1973) has two main 

shortcomings. First, the study focused solely on children safety in floodwaters. It is 

difficult to apply the safety criteria developed for children to the rest of the general 

population, because children are one of the most vulnerable sub-population groups 
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due to not being yet fully physically or emotionally developed. Therefore, projecting 

stability criteria for children to adults is not straightforward and cannot be done as 

easily as it might seem. Second, stability thresholds were based on the psychological 

tendency of the child. As it was indicated earlier, psychological factors play an 

important role in defying the stability thresholds for children. However, it is difficult 

to imagine that an average adult would feel unsafe as quickly as an average child 

does. This means that the any flood hazard criteria based on the study of  Foster and 

Cox (1973) would have tendency to under-predict flood hazard indices for adults. 

This being the case, the flood hazard maps based on such criteria would show much 

higher flood hazard risk than it would be in reality. Although this might seem as a 

positive thing from viewpoint of flood safety, it would also cause difficulties when it 

comes to the development of urban communities, flood protection design and flood 

rescue plans. All in all, the study of Foster and Cox (1973) set guidelines for the 

future researches, but any safety criteria based on the study of Foster and Cox (1973) 

would not be representative for the entire general population, and thus would not 

enable a detailed flood hazard assessment.  

 

Abt et al. (1989) 

 

Experiments by Abt et al. (1989) were conducted in a 61 m long, 2.44 m wide and 

1.22 m deep flume. Two different flume gradients were considered within this study, 

i.e. 0.5 and 1.5 per cent. Furthermore, four different types of materials were used to 

cover the bottom of the flume, i.e. steel, smooth concrete, gravel and turf. The test 

group consisted of 20 adult males and females, which were 1.52-1.83 m tall and 

weighed from 41 to 91 kg. All test subjects wore similar clothing in order to establish 

a consistent database. The main motivation behind the experiments conducted by Abt 

et al. (1989) was to determine the approximate hydraulic conditions (i.e. the value of 

water depth and velocity) in which person would lose stability in floodwater. 

 

Even though four different surface conditions were considered within this study, no 

significant effect on the human stability was noted. This is probably due to the fact 

that water depth in the flume was relatively high (i.e. water depth was greater than 1 

m) during the majority of the experiment. When the water depth is relatively high, 

the friction between the sole of the footwear and the ground surface becomes less 
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important, because toppling (moment) instability prevails over sliding (friction) 

instability. If the flume tests were undertaken at lower depths in combination with 

high velocities, a noticeable difference in human stability on different surfaces would 

most likely be observed (Cox et al., 2010). 

 

Based on the collected data, Abt et al. (1989) derived the following expression to 

define the stability threshold for a person standing in the floodwater: 

 

 �� = 0.0929�	
.

��
����.
��� (2.1) 

 

where dv is the depth-velocity product (m2/s), m is the weight of a person (kg) and h 

is the height of a person (m). 

 

It should be noted that Equation (2.1) was obtained using linear regression of the 

observed data, and that the resulting coefficient of determination (R2) was relatively 

low, i.e. it had value of 0.48. Furthermore, Abt et al. (1989) also reported that 

experiment had some constraints, such as optimal experiment conditions, the 

presence of the safety equipment, healthy test subjects and the ability of the test 

subject to learn how to manoeuvre in flow with time. All these artificially increase 

the stability threshold for a person standing in the floodwater. This means that the 

test subjects lost their stability later than an average person probably would in the 

case of a real-life flood event. In addition, the most vulnerable sub-population groups 

(such as children) were not considered in this study. The study of Foster and Cox 

(1973) has shown that the stability thresholds for children are greatly dependent on 

the psychological tendency of a child. Therefore, the stability expression proposed by 

Abt et al. (1989) would probably predict lower flood hazard indices, if children were 

also considered as test subject. Considering all above, there are some doubts 

regarding the accuracy of the expression proposed by Abt et al. (1989), as this 

expression most likely too optimistically assesses flood hazard indices for real-life 

flood events. This being the case, any flood hazard assessment based on the 

expression proposed by Abt et al. (1989) could be very misleading in terms of 

predicting flood hazard indices for a potential real-life flooding. 
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Takahashi et al. (1992) 

 

Takahashi et al. (1992) investigated the safety of people on breakwaters (i.e. a 

harbour structure for protecting from storm waves) against overtopping sea waves, 

with particularly focusing on the safety of harbour workers. Experiments by 

Takahashi et al. (1992) were conducted in large current basin, which was 50 m long 

and 20 m wide. The test group consisted of 3 adult, male harbour personnel, which 

were 1.64-183 m tall and weighed from 64 to 73 kg. Test subject were standing on 

component load cells, which were used to measure forces acting on human body 

subjected to flow, such as drag and friction force. During the experiments, test 

subjects wore three different types of clothing and two pairs of shoes with different 

types of soles. Also, different types of ground surfaces were tested, such as smooth 

and rough concrete, and concrete covered with algae and seaweed. 

 

While standing on the platform, test subjects were exposed to different combinations 

of flow depths and flow velocities. The angle of subject’s body against the current 

(i.e. 0, 45 and 90 degrees) and the distance between the subject’s feet (i.e. 0, 25 and 

50 cm) varied for each test. One series of testing lasted until the test subject lost 

balance or stability due to the force of the flow. Based on the experiment results, 

Takahashi et al. (1992) established that current force acting on human body in 

floodwater is proportional to the flow velocity squared. This force can be expressed 

as a drag force, which is dependent on the angle of subject’s body against the current, 

the distance between the subject’s feet and the water depth (Endoh and Takahashi, 

1994), and is written as: 

 

 � = �
2� �� ∙ � ∙ �� (2.2) 

 

where F is the current or drag force, w0 is the specific weight of the sea water, g is 

the gravitational acceleration (m/s2), CD is the drag coefficient, A is the projected 

area of the body against overtopping flow (m2) and U is the current velocity during 

wave overtopping (m/s). 
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Depending on the height and the velocity of the flow, resulting current or drag force 

can lead to occurrence of either toppling or friction instability mechanism, and thus 

to loss of person’s stability. Furthermore, the measurements of friction and drag 

coefficient showed that (i) the friction coefficients are dependent on the surface 

conditions (for example, the value of friction coefficients for smooth concrete under 

wet condition were typically around 0.6, while typical values of frictions coefficient 

for rough concrete under wet conditions were around 1), and (ii) the drag coefficients 

are dependent on the subjects characteristics and the clothing being worn, with 

typical value of the drag coefficient being between 0.6 and 1.1 

 

Measurements of friction coefficients, water depths and velocities of the flow, and 

resultants forces on the subject’s body enabled Takahashi et al. (1992) to calculate 

drag coefficients and human stability when exposed to overtopping sea waves. This 

enabled the development of a computational model for human stability in the 

floodwater (i.e. the loss of balance model), which was presented by Endoh and 

Takahashi (1994). For any given height and weight of a person, the model calculates 

drag and friction forces. Based on these forces, an estimation of the critical sliding or 

toppling stability in a given water depth can be made, i.e. the model estimates the 

critical water depth in which a person would lose their balance due to the 

overtopping sea wave (Endoh and Takahashi, 1994). The toppling instability 

mechanism is expressed as: 

 

 � ∙ ℎ� ≥ �
 ∙ ��  (2.3) 

 

where F is the current or drag force, hG is the vertical distance from the floor to the 

point where the resultant force acts, W0 is the weight of a human body in the 

overtopping flow and lG is the horizontal distance between the centre of the gravity 

and the fulcrum of the moment. 

 

The sliding instability mechanism is expressed as: 

 

 � ≥  ! ∙ �
 (2.4) 
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where F is the current or drag force, µs is the coefficient of friction between the 

shoes and the ground and W0 is the weight of a human body in the overtopping flow. 

 

Even though model results agreed well with the experimental data, it should be taken 

into account that the research of Takahashi et al. (1992) focused exclusively on the 

effect of the overtopping waves on breakwaters. On breakwaters, safety does not 

depend solely on the characteristics of the sea wave, but also on other factors, such as 

the height and the type of the fence and the distance of the person from the edge of 

the breakwater (Cox et al., 2010). Furthermore, there were only three test subjects 

included in the experiment, which could raise some questions whether the test group 

was large enough to obtain fully representative set of data. This, consequently, also 

raises doubts about the accuracy of the proposed model, since such small dataset was 

used to calibrate the model. Finally, the proposed model was developed for a specific 

situation, i.e. safety of people on breakwaters against overtopping sea waves. This 

being the case, it is hard to say if the proposed stability model would be similarly 

accurate in the case of a river or coastal flooding. Considering all above, it appears 

that the model proposed by Takahashi et al. (1992) most likely could not adequately 

predict flood hazard indices for the most common types of flooding, such as riverine 

flooding. 

  

Karvonen et al. (2000) 

 

Experiments by Karvonen et al. (2000) were conducted as a part of the Development 

of Rescue Actions Based on Dam-Break Flood Analysis project (RESCDAM) 

(Maijala et al., 2001). In their part of the RESCDAM project, Karvonen et al. (2000) 

concentrated on testing the stability and manoeuvrability of humans in floodwaters, 

with particular focus on producing stability thresholds that could be used by the 

rescues authorities to organise a safe rescue action in the case of a dam-break flood.  

Experiments were conducted in a 130 m long, 11 m wide and approximately 5.5 m 

deep basin, which was equipped with a towing carriage. The test group consisted of 

seven adults (5 males, 2 females), with two of the test subjects being professional 

rescue personnel. Test subjects were between 1.6-1.95 m tall and weighed from 48 to 

100 kg. All test subjects wore Gore Tex survival suits, helmets and were tethered 
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with a safety rope. Additionally, test subject were also provided with a handle and a 

second safety rope, which could be used when a test subject lost their balance. 

 

In contrast to previous studies where test subject were facing the on-coming flow, a 

moving steel platform was used to replicate the flow in the basin. This platform was 

installed on the towing carriage and was vertically adjustable, which allowed the 

simulation of different water depths and velocities. The test subjects were asked to 

perform three different manoeuvres, i.e. to walk into the flow, to walk perpendicular 

to the flow and to walk facing downstream to the flow. The velocity and depth of the 

platform were steadily increased until the test subject lost stability or 

manoeuvrability (see Figure 2.6). This procedure was repeated until at least four 

different water depths were tested.  

 

 

Figure 2.6: Test subject during the experimental procedure (Karvonen et al., 2000) 

 

According to Karvonen et al. (2000), the main factors affecting the conditions of the 

flow and environment can be divided into three categories: (i) bottom surface 

characteristics, such as uneven/smooth, slippery/non-slippery and with 

obstacles/without obstacles, (ii) water characteristics, such as floating debris/no 

floating debris, cold/warm, ice/no ice and poor visibility/good visibility, and (iii) 

human characteristics, such as age, disabilities, health and cognitive abilities. Based 

on the data collected in their experiment, Karvonen et al. (2000) proposed three 
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stability expressions. These stability expressions define the approximate limits of 

human stability in different conditions of the flow and environment, including: good 

conditions (i.e. Equation (2.5)), normal conditions (i.e. Equation (2.6)), and poor 

conditions (i.e. Equation (2.7)). The expressions are written as: 

 

 �� = 0.006ℎ# $ 0.3 (2.5) 

 �� = 0.004ℎ# $ 0.2 (2.6) 

 �� = 0.002ℎ# $ 0.1 (2.7) 

 

where dv is the depth-velocity product (m2/s), m is the weight of a person (kg) and h 

is the height of a person (m). 

 

Even though Karvonen et al. (2000) proposed stability thresholds for humans in 

floodwaters, the authors also report that their experiment had some constraints, such 

as excessive safety features, the use of survival suits, which increases buoyancy and 

cross-sectional area of a person, and the use of quite slippery surface. This being the 

case, the stability expressions proposed by Karvonen et al. (2000) are faced with 

similar shortcomings as the expression proposed by Abt et al. (1989), i.e. they most 

likely too optimistically assesses flood hazard indices for real-life flood events. In 

addition, it is also hard to evaluate how the proposed expressions would apply to 

children, as they were not considered as test subject in the experiment. Therefore, the 

expressions proposed by Karvonen et al. (2000) should probably be used only as an 

orientation guide and not as an exact flood hazard assessment method. 

 

Jonkman and Penning-Rowsell (2008) 

 

Jonkman and Penning-Rowsell (2008) based their research on the experiment 

conducted at the Flood Hazard Research Centre (FHRC), Middlesex University, 

United Kingdom. The experiment was conducted in the Cattlegate Flood Relief 

Channel, which is a part of the River Lee Navigation. The water depths and 

velocities in the channel were controlled by the sluice gates some 75 meters upstream 

of the site of the test. In the experiment undertaken by the FHRC, a professional 
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stuntman was used as a test subject. The stuntman was 1.7 m tall and weighed 68kg. 

The stuntman wore rubber soled shoes and a dry suit, which was tightly drawn 

around his legs in order to prevent the artificial increase of the cross-sectional area of 

the subject’s legs due to the trapped air. The test subject was not tethered with a 

safety rope or supported in any other way. This being the case, the test subject could 

move freely and allowed to readjust his body position in the flow (see Figure 2.7). 

The test subject was also connected with the experiment controllers via wireless 

radio and was therefore able to report his reactions while manoeuvring in the water. 

During the tests, the test subject undertook different manoeuvres within the channel, 

such as walking and standing. Also, different body positions were tested, such as 

leaning forward in order to lower the centre of gravity and thus increase stability. 

 

 

Figure 2.7: Stuntman during the experiment in the Cattlegate Flood Relief Channel 

(Jonkman and Penning-Rowsell, 2008) 

 

Based on the FHRC experiment results, Jonkman and Penning-Rowsell (2008) 

concluded that low water depths in combination with high flow velocities are more 

dangerous than it had been suggested in earlier studies, such as in Abt et al. (1989). 

This conclusion is based on the characteristics of sliding instability, which appears to 

occur earlier than toppling instability for low depth ⁄ high velocity flood waters. 

Furthermore, Jonkman and Penning-Rowsell (2008) derived equations for both 

toppling and sliding instability for humans standing in floodwaters. The following 

simplifications were applied in the derivation process: (i) the effect of buoyancy was 

not included, (ii) human body was represented by a simple block, and (iii) static 

models, constant flow velocity and uniform velocity profile were assumed. The 
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experimental datasets of Abt et al. (1989), Karvonen et al. (2000) and the FHRC 

experiment were used to validate the performance of the proposed expressions.  

 

The toppling instability mechanism is expressed as: 

 

 �� = 	 )2#� *+! , -��./ 0
.1 (2.8) 

 

where dv is the depth-velocity product (m2/s), m is the weight of a person (kg), g is 

gravitational acceleration (m/s2), α is person’s angle of tilt into flowing water 

(degrees), L is the height of a human (m), CD is the drag coefficient, B is the average 

body width exposed normal to the flow (m) and ρ is the density of the flow (kg/m3). 

 

The sliding instability mechanism is expressed as: 

 

 ��� =	 2 ���./ (2.9) 

 

where dv2 is the depth-velocity squared product (m3/s2), µ is the coefficient of static 

friction, g is gravitational acceleration (m/s2), CD is the drag coefficient, B is the 

average body width exposed normal to the flow (m) and ρ is the density of the flow 

(kg/m3). 

 

Derived equations show that dv (depth times velocity) product is related to the 

toppling instability mechanism (see Equation (2.8)), whereas dv2 (depth times the 

velocity squared) product is more closely related to sliding instability mechanism see 

Equation (2.9)). However, these derivations are based on over-simplified human 

body structure and characteristics of the flow, and exclude the effect of buoyancy. 

Furthermore, the conclusions of Jonkman and Penning-Rowsell (2008) are based on 

the experiment with very small test group (i.e. only one test subject) and on the 

experiments which had several constraints ( see Abt et al. (1989) and Karvonen et al. 

(2000)). In addition, it could be argued how representative is the data based on the 

experiment using a professional stuntman, since he most likely is both physically and 
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mentally (e.g. facing fear) more capable than an average person. Considering all 

above, it is questionable whether the expressions proposed by Jonkman and Penning-

Rowsell (2008) can accurately assess the danger to people due to flooding. This 

being the case, these two expressions should probably be used only for a rough 

estimation of flood hazard indices. 

 

2.3.2 Methods based on empirical or theoretical studies 

 

This section presents the flood hazard assessment based on empirical or theoretical 

studies. The short summary of the considered methods is outlined in Table 2.6, while 

the more detail discussion on individual studies is presented below. The following 

methods were considered: Keller and Mitsch (1993), Lind et al. (2004) and 

Ramsbottom et al. (2006). 

 

Table 2.6: Comparison of flood hazard assessment methods based on empirical or 

theoretical studies. Partially adapted from Cox et al. (2010) 

Study 
Keller and 

Mitsch (1993) 
Lind et al. (2004) 

Ramsbottom et al. 

(2006) 

Analysis type theoretical empirical empirical 

Human body 

representation 
vertical cylinder 

rigid circular cylinder,  

square parallelepiped, 

composite cylinders 

/ 

Considered instability 

mechanisms 
sliding instability toppling instability / 

Calibration means  
friction and drag 

coefficients 
experimental data experimental data 

Considered 

experimental data 
/ 

Abt et al. (1989) and 

Karvonen et al. (2000) 

Abt et al. (1989) and 

Karvonen et al. (2000) 

Proposed stability 

criteria 

see Equation 

(2.10) 
see Equation (2.14) see Equation (2.16) 
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Keller and Mitsch (1993) 

 

Keller and Mitsch (1993) conducted completely theoretical study of human stability 

in floodwaters. Two simplifications were applied in the study, including: (i) a 

uniform velocity profile along the vertical direction was assumed, and (ii) the human 

body shape was idealised to the shape of a vertical cylinder. Based on the 

representation of the human body as a vertical cylinder, a friction coefficient of 0.3 

and a drag coefficient of 1.2 were selected for this study. Keller and Mitsch (1993) 

considered both toppling and sliding instability mechanism. Toppling instability was 

reached when the moment induced by the flow around a pivot point at the base of the 

cylinder exceeded the moment due to subject weight, while sliding instability was 

reached when the drag force due to flow exceeded the frictional resistance between 

the bottom of the cylinder and ground surface (Cox et al., 2010).  

 

Keller and Mitsch (1993) reported that sliding instability is the dominant instability 

mechanism for flows where water depths is less than 0.55 m, while toppling 

instability is the dominant instability mechanism for flows where water depth is 

greater than 0.55 m. Furthermore, Keller and Mitsch (1993) proposed a formula for 

human stability in floodwaters, which is derived from the equilibrium of forces 

acting on a flooded person, i.e. buoyancy, weight, frictional resistance and drag 

force. The formula is based on the mechanism of sliding instability, and is written as: 

 

 �23 =	4 2�5/6�7� (2.10) 

 

where vcr is critical velocity (m/s), FR is restoring force due to friction, ρf is the 

density of the flow (kg/m3), Cd is the drag coefficient and A is the submerged area 

projected normal to the flow (m2). 

 

According to the proposed formula, a person standing in the floodwater loses 

stability due to the sliding instability mechanism, if the velocity of the flow is higher 

than the critical velocity. The expression proposed by Keller and Mitsch (1993) is, 

however, highly dependent on the selection of friction and drag coefficients. In their 
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study, Takahashi et al. (1992) reported that friction coefficient values generally range 

between 0.6 and 1.0, while drag coefficients values generally range between 0.6 and 

1.1. Taking this into account, it appears that a low value of friction coefficient (i.e. 

0.3) and a conservative value of drag coefficient (i.e. 1.2) were adopted in the study 

of Keller and Mitsch (1993). Furthermore, the friction and drag coefficients used in 

the study of Keller and Mitsch (1993) were adopted without any evident sensitivity 

assessment. This being the case, it could be questioned whether adequate values of 

the friction and drag coefficients were adopted in the derivation process, and how 

this affects the predictive ability of the proposed formula. Considering all mentioned, 

the formula proposed by Keller and Mitsch (1993) should probably be used only for 

a rough estimation of the risk to people due to flooding. 

 

Lind et al. (2004) 

 

Lind et al. (2004) considered three mechanical human stability models, which were 

used to simulate the toppling instability mechanism for a human body immersed in 

floodwaters. The human body was approximated by (i) a rigid circular cylinder, (ii) a 

square parallelepiped and (iii) composite cylinders, where one circular cylinder was 

used to represent the torso and two circular cylinders were used to represent the legs. 

On the basis of these three mechanical models four empirical expressions were 

derived, which define stability threshold for a human standing in floodwaters. These 

four expressions are written as: 

 

 ℎ�23 = 8 9# )1 −	 ℎ;0<
��
 (2.11) 

 ℎ�23 = 	8 ∙ #�� (2.12) 

 ℎ�23 = 	8 ∙ # (2.13) 

 ℎ�23 = 	8 (2.14) 

 

where hvcr is the critical flow regime (m2/s), m is the weight of a person (kg), H is 

the height of a person (m), h is the water depth (m) and K is an empirical coefficient 

which can be estimated from the experimental data. 
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The tests based on these three mechanical models showed that human instability in 

floodwaters depends on the speed and depth of the flow, and the height and weight of 

the human standing in the floodwater. Furthermore, Lind et al. (2004) also noted that 

drag, drag factor and person’s gender have great impact on human stability in 

floodwaters. On the other hand, the influence of ground surface and moderate slope 

were noted as negligible. Lind et al. (2004) suggested that the simplest expression 

(i.e. Equation (2.14)) should be generally used for the assessment of human stability 

in floodwaters. In the Equation (2.14), the estimation of the critical flow regime 

depends solely on the empirical calibration coefficient K. In the flood hazard 

assessment analysis, different values of the empirical coefficient K should be used 

for males and females, and for different type of clothing. The empirical calibration 

coefficients K were evaluated by using the data collected by Abt et al. (1989) and 

Karvonen et al. (2000).  

 

However, the authors themselves noted that these two datasets should not be 

aggregated in the application process, as these datasets are too small, not random and 

consequently not representative enough. Furthermore, Lind et al. (2004) also 

reported that by controlling the weight and height parameters in Equation (2.11), the 

influence of person’s gender on the human stability in floodwaters is annihilated. 

This, however, contradicts earlier suggestions that different values of the coefficient 

K should be used for different sub-population groups, such as men, women and 

children. In addition, the authors also suggested that different datasets should be used 

for different locations and time of year, such as summer or winter. All in all, it 

appears that empirical expressions presented by Lind et al. (2004) are highly 

dependent on the quality of the experimental data, and that calibration of the 

proposed expressions can be a fairly complicated process. This being the case, the 

expressions proposed by Lind et al. (2004)  should only be used for a rough 

approximation of the actual flood hazard indices due to the aforementioned 

limitations. 
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Ramsbottom et al. (2006) 

 

Ramsbottom et al. (2003) developed a methodology for assessing and mapping the 

risk to people caused by flooding, with this methodology being developed for the 

Department for the Environment, Food and Rural Affairs (DEFRA) and the UK 

Environment Agency. Based on testing various empirical formulae by comparing the 

predictions to experimental datasets obtained from laboratory studies conducted by 

Abt et al. (1989) and Karvonen et al. (2000) (Cox et al., 2010), Ramsbottom et al. 

(2003) proposed an empirical formula, which assesses the flood hazard to people as 

follows: 

 

 ;= = �>� $ 1.5@ $ A� (2.15) 

 

where HR is the flood hazard rating (m2/s), d is the water depth (m), v is the velocity 

of the flow (m/s) and DF is the debris factor (m2/s). The debris factor can have a 

value of 0, 1 or 2, depending on the location of the flood. 

 

In the review of the original study, Ramsbottom et al. (2006) revised the initially 

proposed formula (i.e. Equation (2.15)), wherein: the velocity coefficient was 

reduced from 1.5 to 0.5, while the values for the debris factor were reduced from the 

initial values of 0, 1 and 2 to values of 0, 0.5 and 1. This being the case, the revised 

formula is given as: 

 

 ;= = �>� $ 0.5@ $ A� (2.16) 

 

where HR is the flood hazard rating (m2/s), d is the water depth (m), v is the velocity 

of the flow (m/s) and DF is the debris factor (m2/s). 

 

Based on the revised formula (i.e. Equation (2.16)), Ramsbottom et al. (2006) 

proposed various flood hazard classifications. These are outlined in Table 2.7. 
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Table 2.7: Flood hazard to people (Ramsbottom et al., 2006) 

HR 
Degree of flood 

hazard 
Description 

0 – 0.75 low 

Caution 

Flood zone with shallow flowing water or deep standing 

water 

0.75 – 1.5 moderate 
Dangerous for some (i.e. children) 

Danger: Flood zone with deep or fast flowing water 

1.5 – 2.5 significant 
Dangerous for most people 

Danger: flood zone with deep fast flowing water 

> 2.5 extreme 
Dangerous for all 

Extreme danger: flood zone with deep fast flowing water 

 

The revised empirical expression (i.e. Equation (2.16))  proposed by Ramsbottom et 

al. (2006) has some shortcomings, including (Cox et al., 2010): (i) the flow regime 

values from the experimental datasets were averaged and thus some training (i.e. the 

ability of the test subject to learn how to manoeuvre in the flow with time) was 

incorporated in the derived expression; however, this is usually not the case with the 

general population, as majority of people does not have the experience of standing or 

manoeuvring in floodwaters, (ii) the assigned values for the debris factor were not 

based on or supported by any sort of experimental testing, and (iii) the proposed 

expression has no upper depth limit and therefore large depth/low velocity flood 

flows are not necessarily considered as hazardous, i.e. the flow conditions in which a 

person would be floating and thus completely dependent upon swimming ability are 

not automatically classed as dangerous. 

 

Nevertheless, flood hazard maps issued by the governing authorities in the UK (i.e. 

DEFRA) are based on the flood hazard assessment method presented by Ramsbottom 

et al. (2006). Furthermore, the criterion presented by Ramsbottom et al. (2006) is 

also well established outside the UK (Penning-Rowsell et al., 2005, Kaźmierczak and 

Cavan, 2011, Purwandari et al., 2011, Foudi et al., 2015).This being the case, the 

formula presented by Ramsbottom et al. (2006) is widely considered as an accurate 

criterion for assessing and mapping hazard to people due to flooding. 
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2.3.3 Physically based and experimentally calibrated methods 

 

This section presents the physically based and experimentally calibrated flood hazard 

assessment methods. The short summary of the considered methods is outlined in 

Table 2.8, while the more detail discussion on individual studies is presented below. 

The following methods were considered: Xia et al. (2014) and Milanesi et al. (2015). 

 

Table 2.8: Comparison of physically based and experimentally calibrated flood 

hazard assessment methods 

Study Xia et al. (2014) Milanesi et al. (2015) 

Physical 

background 

considers drag force, frictional 

force, gravitational force,  

buoyancy force and normal reaction 

force  

considers body weight, the fluid 

dynamic force, buoyancy 

 and frictional force 

Human body 

representation 

model human body based on the  

real human prototype 

human body is approximated  

with three cylinders 

Considered 

instability 

mechanisms 

toppling and sliding instability toppling and sliding instability 

Calibration means  experimental data experimental data 

Considered 

experimental data 

own experimental data, Foster and 

Cox (1973), Abt et al. (1989), 

Karvonen et al. (2000), Jonkman 

and Penning-Rowsell (2008) 

Foster and Cox (1973), Abt et al. 

(1989), Takahashi et al. (1992), 

Karvonen et al. (2000), Jonkman and 

Penning-Rowsell (2008), Xia et al. 

(2014) 

Proposed stability 

criteria 
see Equations (2.17) and (2.18) see Equations (2.20) and (2.24) 
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Xia et al. (2014) 

 

Xia et al. (2014) derived a new method for assessing human stability in floodwaters, 

which is based on extensive theoretical and experimental studies. The formulae 

proposed by Xia et al. (2014) are based on the mechanisms of toppling and sliding 

instability, and were derived by considering all forces acting on a human body in 

floodwater, i.e. drag force, frictional force, gravitational force, buoyancy force and 

normal reaction force. Furthermore, the formulae introduced by Xia et al. (2014) also 

take into account the effect of a non-uniform upstream velocity profile on the 

stability of a person standing in a floodwater, and consider the impact of the body 

buoyancy for rapidly varying water depths.  

 

Two formulae were proposed by Xia et al. (2014). Firstly, the incipient velocity for a 

human body in floodwater experiencing sliding instability is given as: 

 

 �2 = 	,	Bℎ6ℎCD
E 4 #C/6ℎCℎ6 −	BF� ℎ6ℎC $	G�D	HF�#C $	G�IℎC�  (2.17) 

 

where Uc is the incipient velocity, hf is the water depth (m), hp is the height of a 

person (m), mp is the weight of a person (kg), ρf is the density of water (kg/m3), α 

and β are empirical coefficients and a1, a2, b1 and b2 are coefficients based on the 

characteristics of a human body. 

 

Secondly, the incipient velocity for a human body in floodwater experiencing 

toppling instability is given as: 

 

 �2 = 	,	Bℎ6ℎCD
E4 #C/6ℎ6� −	BF�ℎC� $	 G�ℎ6ℎCD HF�#C $	G�I	 (2.18) 

 

where Uc is the incipient velocity, hf is the water depth (m), hp is the height of a 

person (m), mp is the weight of a person (kg), ρf is the density of water (kg/m3), α 
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and β are empirical coefficients and a1, a2, b1 and b2 are coefficients based on the 

characteristics of a human body. 

 

Finally, the degree of flood hazard can be quantified with the following expression: 

 

 ;= = JKL )1, ��20 (2.19) 

 

where HR is the flood hazard rating, U is the velocity of the flow and Uc is the 

incipient velocity. 

 

Xia et al. (2014) then undertook laboratory experiments to calibrate the proposed 

formulae, i.e. to calibrate the parameters α and β in Equations (2.17) and (2.18). The 

tests were conducted in 60 m long, 1.2 m wide and 1 m deep horizontal flume, with a 

cement based bed and two glass sides. A scale model human body was used for this 

experiment, which strictly followed the principles of geometric, kinematic and 

dynamic stability (Chanson, 2004). This means that flow conditions (such as 

velocity, drag and friction coefficients) and characteristics of the human body (such 

as density) were ideally similar to those of prototype. This being the case, the 

prototype 1.70 m in height and 60 kg in weight was scaled down to the model human 

body 0.3 m in height and 0.334 kg in weight. The tests were performed with the 

model body both facing the on-coming flow and with its back turned against the on-

coming flow (see Figure 2.8). For each test, the water depth and the corresponding 

depth-averaged velocity were recorded when the flooded model body started to 

become unstable, with the corresponding instability mode of sliding or toppling 

being identified for each test. 
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Figure 2.8: Two different postures of the model human body in the flume (Xia et al., 

2014) 

 

Based on the conducted experimental tests, Xia et al. (2014) determined the values of 

α and β for typical adult and child based on the model human body, and thereafter 

proposed stability thresholds. Furthermore, Xia et al. (2014) also calibrated proposed 

stability formulae with the experimental data for real human bodies (i.e. real human 

test subjects) obtained in the aforementioned experimental studies, such as data 

collected by Foster and Cox (1973), Abt et al. (1989), Karvonen et al. (2000), 

Jonkman and Penning-Rowsell (2008). The main focus was, however, on the data 

collected by Abt et al. (1989) and Karvonen et al. (2000), because many other studies 

(such as Lind et al. (2004), Ramsbottom et al. (2006) and Jonkman and Penning-

Rowsell (2008)) were calibrated using these two datasets. Comparison of all data 

revealed that stability thresholds based on the scaled model human body are lower 

than those based on the real human body. The difference in threshold values occurred 

because the real human test subjects were able to readjust themselves according to 

the flow conditions and therefore longer maintained stability, whereas the model 

human body could not readjust to the flow conditions and thus earlier (i.e. at lower 

velocities) lost stability.  
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From the viewpoint of flood hazard assessment, the stability thresholds based on the 

model human body tend to be safer to use in practice than the stability thresholds 

based on the real human bodies. Stability thresholds based on the real human body 

could potentially be dangerous, since the ability to manoeuvre and readjust body 

position in floodwaters depends on several factors, such as the person’s gender, age, 

physical and psychological characteristics. Therefore, it could be hazardous to apply 

the stability thresholds based on the real human body in the practical flood hazard 

assessment, as it is almost impossible to imagine that the majority of the general 

population would be able to adapt to the flow conditions in the same way as the test 

subjects in the experimental studies of Abt et al. (1989) and Karvonen et al. (2000). 

Namely, these two studies included only healthy and physically fit subjects that were 

facing the on-coming flow in controlled and safe environments, and were able to 

learn how to manoeuvre in the flow after few tests. However, this is completely 

opposite to the real-world conditions, and thus it can be debated how realistic are any 

flood hazard formulae based on these datasets. 

 

The main difference between the majority of the aforementioned flood hazard 

formulae and this physically based and experimentally calibrated method is in the 

way they take into account forces induced by flow conditions. In Equations (2.17) 

and (2.18), it can be seen that the overturning force on the body is proportional to the 

water depth times the velocity squared (i.e. hv2), whereas for the majority of the 

aforementioned formulae (see for example Equations (2.1), (2.5), (2.8), (2.14) and 

(2.16)) the overturning force on the body is proportional to the water depth times 

velocity only (i.e. hv). This means that the physically based and experimentally 

calibrated method can be much more influenced by higher velocities and momentum. 

This being the case, the physically based and experimentally calibrated method 

proposed by Xia et al. (2014) is most likely highly adaptable to abrupt changes in the 

flow regime, and can probably rapidly and with high level of accuracy assess the 

degree of flood hazard risk in a short time period. This characteristic, however, could 

be particularly important for flood hazard assessment of extreme flood events due to 

high-velocity flows associated with such flood events. It should be noted that 

Jonkman and Penning-Rowsell (2008) have also proposed an expression where the 

overturning force on the body is proportional to the hv2 product (see Equation (2.9)). 
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However, Jonkman and Penning-Rowsell (2008) associated the hv2 product only with 

the sliding instability mechanism. 

 

A further advantage of the physically based and experimentally calibrated formulae 

proposed by Xia et al. (2014) is that they can be adjusted to a specific body type. For 

example, by applying a biomechanical model, such as the 3D biomechanical model 

presented by Nikolova and Toshev (2007), Equations (2.17) and (2.18) can assess the 

stability of people according to their height, weight and body parameter 

characteristics, i.e. length, mass and the corresponding volume of a particular body 

part, such as legs, torso, arms etc. This means that stability thresholds can be defined 

specifically for: (i) different sub-population groups of the general population, such as 

males, females and children, and (ii) that stability thresholds can be defined 

explicitly for different geographic regions or countries, such as Europe, America or 

the Far East etc. 

 

All in all, Xia et al. (2014) presented a completely new approach for assessing 

human stability in floodwaters, which is physically based and thus independent of the 

flow characteristics. Considering all mentioned above, it appears that the flood 

hazard assessment method presented by Xia et al. (2014) can assess flood hazard risk 

to people with high level of accuracy.  

 

Milanesi et al. (2015) 

 

Milanesi et al. (2015) developed a simple conceptual model of human stability 

through the description of the involved forces, considering sliding, toppling, and 

drowning related to high water levels. The model presented by Milanesi et al. (2015) 

is based on a simplified representation of human body, i.e. the human body is 

approximated with three cylinders, two paired cylinders for the legs and a single 

cylinder for the torso. Similarly to criterion presented by Xia et al. (2014), the model 

presented by Milanesi et al. (2015) also considers all forces acting on human body in 

floodwater, i.e. body weight, the fluid dynamic force, buoyancy and the friction 

force. In addition, the model presented by Milanesi et al. (2015) introduces one 

novelty, i.e. the model can account for the effect of the local slope, which widens the 
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potential application of the model to different environments, such as mountain 

regions. The model accounts for both sliding and toppling instability mechanisms, 

with both instability mechanisms being based on the equilibrium of forces. 

 

Firstly, the equilibrium condition with respect to the sliding instability is expressed 

as: 

 

 A $�N O P (2.20) 

 

where D is the drag force, WP is the weight component parallel to the slope and T is 

the friction force between the sole of the human body and the ground, with the forces 

considered in the equilibrium being defined as: 

 

 A = 12/�2!QRS,���T (2.21) 

 �N = � !QR U (2.22) 

 P =  � (2.23) 

 

where ρ is the density of the flow, Cc is the drag coefficient for a circular cylinder, α 

is the angle of inclination of the cylinder against the flow, U is the averaged velocity 

of the flow, AS is the wetted frontal area, W is the body weight, ϑ is the angle of the 

slope, µ is the friction coefficient and w is the effective weight. 

 

Secondly, the equilibrium condition with respect to the sliding instability is 

expressed as: 

 

 AVW,� $�NV� $ .XY�T $ -YW,� O �XY� (2.24) 

 

where D is the drag force, ξL,D is the distance from the ground to the point of action 

of the drag force, WP is the weight component parallel to the slope, ξG is the distance 

from the ground to the point of action of the weight component parallel to the 

ground, BN is the buoyancy force, ηGs is the distance from the heel to the point of 

action of the buoyancy force, L is the lift force, WN is the weight component normal 
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to the slope and ηG is the distance from the heel to the point of action of the weight 

component normal to the ground, with the forces considered in the equilibrium being 

defined as: 

 

 .X = /�ZT *+! U (2.25) 

 - = 12/�2!QR�, *+! , ���T (2.26) 

 �X = � *+! U (2.27) 

 

where ρ is the density of the flow, g is the gravitational acceleration, Vs is the 

submerged body of the volume, ϑ is the angle of the slope, Cc is the drag coefficient 

for a circular cylinder, α is the angle of inclination of the cylinder against the flow, U 

is the averaged velocity of the flow, AS is the wetted frontal area and W is the body 

weight. 

 

In addition to sliding and toppling instability mechanisms, a third risk condition was 

also introduced, i.e. maximum admissible water depth hd. The maximum admissible 

water depth accounts for the risk of drowning, and might be assumed as a function of 

the height of the neck. This means that a person is considered safe until water does 

not reach the height of the neck. Finally, the limiting safety depth, as a function of 

the flow velocity U, is provided by the minimum of the sliding (hs), toppling (ht), and 

drowning depths (hd), and is written as: 

 

 ℎ = #QR�ℎT>�@; ℎ\>�@; ℎ7� (2.28) 

 

The proposed model needs to be calibrated to identify the geometry of the body and 

the dynamics actions. The quantities regarding human body dimensions and the drag 

coefficients have to be obtained from literature, while the friction coefficient can be 

estimated from the experimental values obtained in the previous studies, such as the 

studies of Takahashi et al. (1992), Keller and Mitsch (1993) and Jonkman and 

Penning-Rowsell (2008). Based on the calibration parameters and Equation (2.28), 

three different flood hazard classes are obtained, i.e. low, medium and high. The 

lowest stability threshold is generally based on the body characteristics of the 7 years 
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old child, while the upper threshold limit is based on the mean sized adult. The 

proposed model was also validated against experimental datasets obtained from the 

previous experimental studies, such as datasets collected by Foster and Cox (1973), 

Abt et al. (1989), Takahashi et al. (1992), Karvonen et al. (2000), Jonkman and 

Penning-Rowsell (2008) and Xia et al. (2014). The evaluation of the model 

performance was based on the calculated value of the relative root mean square error 

(rRMSE). The model generally agreed very well with the experimental datasets, 

which indicates that the flood hazard assessment method presented by Milanesi et al. 

(2015) could assess the potential flood hazard indices with high level of accuracy. 

 

All in all, Milanesi et al. (2015) presented a simple physically based flood hazard 

assessment method, which takes into account the inclinations of the ground slope and 

requires a calibration of only one parameter (i.e. friction coefficient). In comparison 

to the method proposed by Xia et al. (2014), the model presented by Milanesi et al. 

(2015) can be currently seen as more advanced due to the two aforementioned 

characteristics. However, the method proposed by Xia et al. (2014) has more room 

for improvement, as it considers human body characteristics (and thus the effect of 

the resulting physical forces) much more in detail. This means that with further 

improvements (such as accounting for the effect of the ground slope) the method 

proposed by Xia et al. (2014) could predict flood hazard indices with even higher 

degree of accuracy. Nonetheless, the model presented by Milanesi et al. (2015) 

should be at the moment regarded as the state-of-the-art flood hazard assessment 

method,. Furthermore, the model presented by Milanesi et al. (2015) clearly indicates 

that the research in this field is shifting towards the development of methods that 

take into account the physical interpretation of the processes which affect human 

stability in floodwaters. 

 

2.4 Summary 

 

The purpose of this literature review is to establish the basic theoretical framework 

behind this research study, and to determine what methodologies should be adopted 

in order to adequately test the main assumptions and potentially reach the key 

objectives of this research study. 
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Flood inundation modelling 

 

In the Section 2.2, the literature in the field of flood inundation modelling is 

reviewed. In general, three modelling approaches are predominately used in the field 

of flood inundation modelling, i.e. 1D, 2D and linked 1D-2D modelling approach. 

The 1D models are generally considered as the most appropriate models for 

modelling flood behaviour within river channels. These models are computationally 

very efficient, but they also have many limitations when it comes to modelling of 

floodplain flows. The fully 2D models generally provide the most accurate prediction 

of flood depths, velocities and inundation extent, but these models can be 

computationally demanding and can result into long simulation runs. The 2D models 

with lower degree of the physical complexity (i.e. 2D- modelling approach) tend to 

be much faster than fully 2D models, but these models are not appropriate for 

modelling of all types of flood events. The linked 1D-2D models take advantages 

offered by both 1D and 2D flood inundation models. However, these models can be 

limited by incorrect representation of the volume exchange between the river and 

floodplain, and suffer from lack of standardisation of the linking procedures. In 

addition, none of these modelling approaches are generally appropriate for modelling 

flood events with rapidly changing flow conditions, such as dam-break or flash flood 

scenarios. As mentioned earlier, flood inundation models with shock-capturing 

ability need to be used for modelling such flood events.  

 

Flood depths, velocities and inundation extent are computed through the solution of 

the systems of algebraic equations obtained from the discretisation processes (see 

Section 3.3), with these computations being conducted on a collection of points 

called grids. Two different grid types are predominately used in the numerical flood 

modelling, i.e. structured grids and unstructured grids. The selection of the grid type 

is directly related to the selected spatial discretisation strategy (see Section 3.3), with 

the quality of the grid (i.e. grid resolution) having a generally significant impact on 

the accuracy of the predicted results. 

 

Finally, parameterisation of friction is one of the more important issues in the flood 

inundation modelling, since water depths and velocities, and flood wave arrival time 
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are particularly sensitive to the specification of surface friction parameters. 

Furthermore, the tuning of roughness parameters can also be used as a 

“simplification strategy” in order to dampen out the numerical oscillations, which 

often occur with the modelling of extreme flood events. However, there are no 

guidelines to suggest how much tuning (i.e. artificially increasing the value of the 

roughness parameter) is needed in order to improve on the accuracy of the 

simulations results to an acceptable level. This being the case, such a strategy might 

be seen as dangerous, as it can lead to inaccurate predictions of flood depths, 

velocities and inundation extent and consequently can result to inadequate flood 

protection design. 

 

Based on the reviewed literature in Section 2.2 and by considering the first key 

objectives of this study (i.e. what type of flood inundation models should be used for 

predicting the flood elevations, velocities and inundation extent for extreme flood 

events), two different flood inundation models were selected for this research study. 

The first model selected for this study is the 2D Depth Integrated Velocity and Solute 

Transport (DIVAST) model. The DIVAST model adopts the ADI finite difference 

method for solving the hydrodynamic equations, and was used to derive the 

underlying numerical engine of the well-known commercial model ISIS 2D (now 

Flood Modeller Pro). As mentioned earlier, the ADI method is also adopted in many 

other commercial 2D flood inundation models. This being the case, the DIVAST 

model represents the type of flood inundation model which is widely used in the 

flood risk management community for predicting the water depths, velocities and 

flood inundation extent, and as such should be considered in this research study. The 

second model selected for this study is the 2D DIVAST-TVD (Total Variation 

Diminishing) shock-capturing model. The DIVAST-TVD model adopts the 

MacCormack-TVD scheme, a type of modern shock-capturing method that can 

produce highly accurate numerical solutions even for problems containing strong 

shock waves or discontinuities. This model feature could be significantly relevant for 

this research study, since we are exploring what type of flood inundation models 

should be used in areas prone to extreme flooding. As mentioned, extreme flood 

events are generally characterised by rapidly varying flows and abrupt changes in the 

flow regime (such as hydraulic jumps), which can lead to the emergence of 

numerical oscillation in the flood inundation simulation process. Therefore, the 
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shock-capturing ability of the DIVAST-TVD model should prevent the emergence of 

the aforementioned numerical oscillations and consequently provide accurate 

predictions of flood depths, velocities and inundation extent for extreme flood 

events. This being the case, the DIVAST-TVD should also be used for flood 

inundation modelling within this study. 

 

All in all, both DIVAST and DIVAST-TVD model appear to have all the necessary 

characteristics relevant for this research study. Therefore, these two models should 

be tested in order to determine what type of flood inundation models should be used 

for predicting the flood levels, velocities and inundation extent in areas prone to 

occurrence of extreme flood events, i.e. standardly used flood inundation models, 

such as the DIVAST model, or flood inundation models with shock-capturing ability, 

such as the DIVAST-TVD model.  

 

In addition, the appropriateness of the “simplification strategy” when used as a flood 

risk assessment modelling tool for areas susceptible to extreme flooding (i.e. the 

second key objective of this research study) was also investigated. It was expected 

that simulation performed with the DIVAST model (i.e. the ADI-type model) would 

lead to inaccurate predictions of water levels and flood inundation extent. This being 

the case, the simulation results obtained with the DIVAST model were improved by 

artificially increasing the bed roughness. This means that the value of the roughness 

coefficient (i.e. the value of Manning’s n) was gradually increased in each additional 

simulation until the predictions of depths and inundation extent obtained with the 

DIVAST model did not match the actual observations. The aim of this particular task 

was to investigate how much improvement of the initial results is actually needed in 

order to reach an acceptable level of accuracy, and to determine whether such an 

improvement lies within reasonable limits.  

 

Flood hazard assessment 

 

In Section 2.3, the literature in the field of assessing of the human stability in 

floodwaters (i.e. assessing flood hazard indices) is reviewed. In the case of a flood 

event, three sets of characteristics have a direct impact on the degree of danger to 

people, i.e. characteristics of the flood (such as flood depth and velocity), 
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characteristics of the location (such as indoors/outdoors or  urban area/ rural area) 

and characteristics of the general population (such as gender, age, health and body 

physique). Among these characteristics, the flood depth and velocity are the main 

factors in determining the stability thresholds for humans in floodwaters. In 

floodwaters, people predominantly lose stability due to toppling (moment) or sliding 

(friction) instability mechanism. In addition, people can also loose stability due to 

floating or other adverse conditions, i.e. bottom surface conditions (such as 

unevenness and obstacles), flow conditions (such as floating debris and unsteady 

flow), and human vulnerability (such as physical and psychological factors).  

 

Flood hazard assessment methods are classically divided into two groups, i.e. 

methods derived from mechanical analysis based on experimental studies and 

methods based on empirical or theoretical studies. However, a new type of methods 

has been developed recently, which includes methods that are completely physically 

based and experimentally calibrated. The main characteristics of the flood hazard 

assessment methods considered within this thesis are presented in Table 2.5 (see 

Section 2.3.1), Table 2.6 (see Section 2.3.2) and Table 2.8 (see Section 2.3.3). 

 

Based on the reviewed literature in Section 2.3 and by considering the third key 

objectives of this study (i.e. what type of flood hazard assessment methods should be 

used for assessing the flood hazard to people caused by extreme flooding), two 

different flood hazard assessment methods were selected for this research study. The 

first flood hazard assessment method selected for this study is the empirically based 

method proposed by Ramsbottom et al. (2006). The method developed for DEFRA is 

used by the governing and planning authorities in the UK (and abroad) to produce 

flood hazard maps. This being the case, this method is regarded as an official flood 

hazard assessment method in the UK for assessing the flood hazard indices, and as 

such should be considered in this research study. The second flood hazard 

assessment method selected for this study is the physically and experimentally 

calibrated method proposed by Xia et al. (2014). Even though this method is not yet 

widely established due to being just recently presented, it is, however, completely 

independent of the flow characteristics. This feature could be significantly relevant 

for this research study, since we are exploring what type of flood hazard assessment 
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methods should be used in areas prone to extreme flooding. As mentioned, extreme 

flood events are often characterised with rapidly varying flows and abrupt changes in 

the flow regime, such as hydraulic jumps. Since the method proposed by Xia et al. 

(2014) is independent of the flow characteristics, it could adapt to the 

aforementioned violate flow characteristics, and thus predict flood hazard indices for 

extreme flood events with high level of accuracy. This being the case, the method 

proposed by Xia et al. (2014)  should also be used for predicting flood hazard indices 

within this study.  

 

All in all, both empirically based method developed for DEFRA and physically 

based and experimentally calibrated method presented by Xia et al. (2014) appear to 

have all the necessary characteristics relevant for this research study. Therefore, 

these two methods should be tested in order to determine what type of flood hazard 

assessment methods should be used for assessing flood hazard indices in areas prone 

to extreme flooding, i.e. standard flood hazard assessment methods, such as the 

method developed for DEFRA, or recently introduced, physically based and 

experimentally calibrated methods, such as the method proposed by Xia et al. (2014). 
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CHAPTER   3 
 

Numerical modelling 

 

3.1 Introduction 

 

This chapter presents some of the main aspects of the numerical modelling 

associated with flood inundation models. Section 3.2 provides an overview of the 

general governing equations that describe the motion of the flood flow, Section 3.3 

describes the numerical methods which are used to discretise the main governing 

equations, Section 3.4 presents some of the well-known shock-capturing schemes, 

Section 3.5 describes the numerical models used in this research study, and finally 

Section 3.6 provides a brief summary of the details presented in this chapter. 

 

3.2 Governing equations 

 

All characteristics of water, and therefore all changes that occur during a simulation 

process, can be described with four equations, including (Rajar, 1980): (i) continuity 

equation, (ii) dynamic or momentum equation, (iii) equation of state, and (iv) 

conservation of energy (i.e. Bernoulli’s principle). However, for majority of practical 

hydro-environmental engineering problems all characteristics of water (e.g. flood 

flow) can be described solely by continuity and dynamic or momentum equation. 

 

The continuity equation describes the conservation of mass, which demands that the 

net fluid mass entering a control volume in a specific time interval equals the amount 

by which the mass of the control volume changes during this specific time interval. 

The continuity equation can be written as (Rajar, 1980): 

 

 
]/]^ $ ]/_]` $ ]/�]a $ ]/�]b = 0 (3.1) 
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where ρ is the density of the fluid and u, v, and w are the velocity components in 

each of the principal Cartesian axes x, y, and z. 

 

However, for the majority of cases in flood inundation modelling it is assumed that 

the flow is incompressible (i.e. the density of the fluid does not change over time), 

and thus Equation (3.1) can be written as: 

  

 
]_]` $ ]�]a $ ]�]b = 0 (3.2) 

 

where u, v, and w are the velocity components in each of the principal Cartesian axes 

x, y, and z. 

 

The dynamic or momentum equations describe the conservation of momentum, and 

are thus used to describe the motion of fluids. They are also known as the Navier-

Stokes equations and are used to model a wide range of natural phenomenon, such as 

weather, the movement of air in the atmosphere, ocean currents, air flow around a 

wing, water flow in channels and pipes etc. The Navier-Stokes equations originate 

from the application of Newton's second law to the fluid motion, along with the 

assumption that the stress in the fluid is the sum of the viscous and pressure term. 

The Navier-Stokes equations can be written as (Rajar, 1980): 

 

]_]^ $ ]_]` _ $ ]_]a � $ ]_]b �= c − 1/ ]d]` $ e B]�_]`� $ ]�_]a� $ ]�_]b�D $ e3 ]]` )]_]` $ ]�]a $ ]�]b 0 
(3.3) 

]�]^ $ ]�]` _ $ ]�]a � $ ]�]b �= f − 1/ ]d]a $ e B]��]`� $ ]��]a� $ ]��]b�D $ e3 ]]a )]_]` $ ]�]a $ ]�]b 0 
(3.4) 

]�]^ $ ]�]` _ $ ]�]a � $ ]�]b �		= g − 1/ ]d]b $ e B]��]`� $ ]��]a� $ ]��]b� D $ e3 ]]b )]_]` $ ]�]a $ ]�]b 0 
(3.5) 
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where t is time, u, v, and w are the velocity components in each of the principal 

Cartesian axes x, y, and z, ρ is the density of the fluid, P is the pressure, X, Y and Z 

are the external body forces and ν is the kinematic viscosity defined as  

 

 e =  / (3.6) 

 

where µ is the dynamic viscosity. 

 

In most hydro-environmental engineering problems, the fluid flow propagates over 

large geographical domains and is often characterised by turbulent fluctuations. This 

poses a great problem, as it is extremely difficult to obtain the numerical solution of 

the Navier–Stokes equations for turbulent flow. In very simple geometrical 

configurations, the Navier-Stokes equations can be solved directly by using direct 

numerical simulation (DNS) (Moin and Mahesh, 1998). However, for more complex 

geometries (i.e. practical engineering problems) the DNS becomes impractical. In the 

direct numerical simulations, the whole range of spatial and temporal scales of the 

turbulence must be resolved in highly densified computational mesh, which must 

satisfy the Kolmogorov micro dimension requirement (Kolmogorov, 1962). 

Kolmogorov’s theory describes how energy is transferred from larger to smaller 

eddies, and consequently defines the size of the smallest eddies that are responsible 

for dissipating the energy, i.e. Kolmogorov micro scales. This means that the mesh 

dimension needs to satisfy the micro dimension requirement in order to satisfy the 

resolution requirement for small eddies. For example, for 3D problems the number of 

mesh nodes must be in the order of 109–1011, where both the mesh dimension and 

time step are constantly getting smaller with the increase of Reynolds number (Ding 

and Wu, 2012). This being the case, for practical hydro-environmental engineering 

problems such fine grid resolution and small time step would result into 

computational time so long that the numerical simulation itself would be infeasible 

(Vos and Farokhi, 2015).  
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In order to increase the minimum spatial and temporal scales, the Navier-Stokes 

equations can be averaged in time to obtain the so-called Reynolds-averaged Navier-

Stokes (RANS) equations (Durbin and Reif, 2010). The Reynolds-averaged Navier-

Stokes equations are derived by first decomposing the dependant variables in the 

Navier-Stokes equations into time-mean and fluctuation components (see Figure 

3.1), and then time averaging the entire equation (Tannehill et al., 1997).   

 

 

Figure 3.1: Decomposition of the changing flow variable, where u is the flow 

variable, ū is the time-mean component of the flow variable and u' is the fluctuation 

component of the flow variable 

 

The Reynolds-averaged continuity equation can be written as (Boye, 2014): 

 

 
]_h]` $ ]�̅]a $ ]�j]b = 0 (3.7) 

 

where the mean notation ( ¯  ) indicates the time-mean component of a specific value 

and u, v, and w are the velocity components in each of the principal Cartesian axes x, 

y, and z. 
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The Reynolds-averaged Navier-Stokes equations can be written as (Boye, 2014):  

 

/ )]_h]^ $ _h ]_h]` $ �̅ ]_h]a $ �j ]_h]b0 = /ch − ]dh]` $ ]kllm]` $ ]nolm]a $ ]nplm]b  (3.8) 

/ )]�̅]^ $ _h ]�̅]` $ �̅ ]�̅]a $ �j ]�̅]b0 = /fh − ]dh]a $ ]nlom]` $ ]koom]a $ ]npom]b  (3.9) 

/ )]�j]^ $ _h ]�j]` $ �̅ ]�j]a $ �j ]�j]b 0 = /g̅ − ]dh]b $ ]nlpm]` $ ]nopm]a $ ]kppm]b  (3.10) 

 

where the mean notation ( ¯  ) indicates the time-mean component of a specific value, 

the derivative notation ( ' ) indicates the fluctuation component of a specific value, t 

is time, u, v, and w are the velocity components in each of the principal Cartesian 

axes x, y, and z, ρ is the density of the fluid, P is the pressure, X, Y and Z are the 

external body forces and the complete turbulent stress tensor is written as 

 

 qkllm nlom nlpmnolm koom nopmnplm npom kppm r = − q/_m_mhhhhhh /_m�mhhhhhh /_m�mhhhhhh/�m_mhhhhhh /�m�mhhhhhh /�m�mhhhhhh/�m_mhhhhhh /�m�mhhhhhh /�m�mhhhhhhhr (3.11) 

 

with the expressions ρumumhhhhh, ρumvmhhhhh and ρumwmhhhhhh being known as Reynolds stresses 

(Launder et al., 1975). 

 

The Reynolds-averaged Navier-Stokes equations are often supplemented with 

turbulence models (such as k-ε turbulence models), which deal with the effects of the 

turbulent fluctuations on the mean flow (Rodi, 1993). Such models are widely used 

in practical and industrial fluid mechanics (Shimada and Ishihara, 2002, Pinson et al., 

2006, Ji et al., 2012, Freeman and Roy, 2014, Okaze et al., 2015, Mirzaei et al., 

2015). However, these models are currently inapplicable to practical flood simulation 

modelling due to high computational cost. For example, Oertel (2015) modelled a 

small river reach (ca. 300 m) in FLOW-3D model, which implements the RANS 

equations and k-ε turbulence model. The simulation of this short river section took 

up to 2 days in FLOW-3D, while on the other side the simulation of much longer 

river reach (ca. 30 km) took around 13 hours in 2D model (Oertel, 2015). This 
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clearly indicates that the application of RANS models is, at the moment, completely 

impracticable due to high computational cost. In addition, the Large-eddy 

simulations (LES) technique can be used to address the turbulences effecting the 

mean flow (Deardorff, 1970). Even though this approach produces better results, it is 

even more computationally expensive than the RANS methods (Cheng et al., 2003, 

Mihaescu et al., 2008, Khan and Joshi, 2015), and thus also generally unusable in 

practical flooding problems. 

 

Besides the problem of turbulence, there is also the problem of the air-water interface 

movement with the Navier-Stokes and Reynolds-averaged Navier-Stokes based 

models. The free surface moves with the velocity of the fluid particles located at the 

boundary, which means that the position of the free surface is one of the unknowns 

in the computational process. However, the equations of motions only apply to the 

space occupied by the fluid, which is not known a prior and therefore present an 

additional difficulty in the applying of the aforementioned models to the practical 

engineering problems (Delis and Kampanis, 2009). There are several methods that 

can be used to circumvent the free surface problem, such as the Volume of Fluid 

(VOF) method (Hirt and Nichols, 1981), and Marker-and-Cell (MAC) methods 

(Harlow and Welch, 1965).  

 

However, these methods are generally very computationally demanding. For 

example, Biscarini et al. (2010) modelled free surface flows induced by a dam break, 

where they compared the 2D shallow water approach to fully three-dimensional 

simulations. The fully 3D simulations were based on the solution of the complete set 

of RANS equations coupled to the VOF method. The spatial domain was a 200 m 

long and 200 m wide region, with a dam in the middle. The simulation of this dam 

break test case took 15 min for the 2D model, and 2 h for the fully 3D model. This 

indicates that the 2D model may be at least one order of magnitude faster than the 

fully 3D model (Biscarini et al., 2010). This being the case, the application of the 

aforementioned methods (e.g. VOF etc.) to practical flood simulation modelling (e.g. 

modelling of large, complex domains) is currently infeasible due to high 

computational cost.  
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All in all, application of fully 3D Navier-Stokes equations to model practical hydro-

environmental problems is currently impractical due to the high computational cost 

required to solve the Navier-Stokes equations for such problems. This being the case, 

a reasonable simplification of the Navier-Stokes equations is needed in order to 

apply them to practical flood simulation modelling. The usual approach is to depth-

average the Navier-Stokes equations, which leads to derivation of the 2D shallow 

water equations (SWE), and with further simplifications to the 1D Saint-Venant 

equations. 

 

2D Shallow water equations 

 

The 2D shallow water equations (also called 2D Saint-Venant equations) are a set of 

partial differential equations, which can be applied to model floods, tsunamis, 

atmospheric flows, storm surges, flows around structures and planetary flows. In 

general, the shallow water equations describe a thin layer of fluid, which is bounded 

from below by the bottom topography and from above by the free surface, and are 

valid for problems in which the horizontal length scale is much greater than the 

vertical length scale. The derivation of the shallow water equations is based on 

several assumptions, including: (i) the vertical velocity component w is a lot smaller 

than the horizontal velocity components u and v and therefore can be ignored, (ii) the 

vertical pressure gradients are hydrostatic, i.e. the pressure gain is linear with the 

water depth, (iii) the horizontal velocity across the water layer is constant, (iv) the 

bottom slope is small so that the sinus of the slope angle can be approximated to the 

angle itself, and (v) the friction formulae are based on the uniform flow conditions 

(Alcrudo, 2002, Institute of River and Coastal Engineering, 2006, Dawson and 

Mirabito, 2008). Besides these assumptions, two additional conditions are also 

important in the derivation process of the shallow water equations: (i) the 

implementation of the kinematical boundary conditions at the free surface and at the 

bottom topography (see Figure 3.2), and (ii) the application of the Leibniz integral 

rule and the fundamental theorem of calculus (i.e. corollary or integration theorem) 

(Institute of River and Coastal Engineering, 2006).  
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Figure 3.2: A typical water column used in the SWE derivation process 

 

By taking into account the initial assumptions, the kinematic boundary conditions 

and the necessary mathematical procedures, the shallow water equations can be 

derived by depth-integrating the continuity and the Navier-Stokes equations, and can 

be written as (Institute of River and Coastal Engineering, 2006): 

 

]ℎ]^ $	]wl]` $	]wo]a = 0 (3.12) 

]_]^ $ 	_ ]_]` $ 	� ]_]a= c − � ]]` >b
 $ ℎ@ $ 1ℎ/ ]]` >ℎnll@ $ 1ℎ/ ]]a HℎnloI − 1ℎ nTx,l/ $ 1ℎ nyz{7,l/  
(3.13) 

]�]^ $ 	_ ]�]` $ 	� ]�]a= f − � ]]a >b
 $ ℎ@ $ 1ℎ/ ]]` HℎnloI $ 1ℎ/ ]]a HℎnooI − 1ℎ nTx,o/ $ 1ℎ nyz{7,o/  
(3.14) 

 

where t is time, h is the water depth, qx and qy are the discharges per unit width in the 

x and y directions, u and v are the velocity components in the principal Cartesian 

axes x and y, X and Y are the external body forces, g is the gravitational acceleration, 

z0 + h is the water surface elevation, ρ is the density of the water, are τso and τwind are 

the bed and wind shear stresses and τij are the viscous shear stresses defined as 
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 nz| = /e B]_z] |̀ $ ]_|]`zD (3.15) 

 

where ν is the kinematic viscosity. 

 

As a result of the aforementioned assumptions used in the derivation process, the 

shallow water equations are not the exact mathematical representation of the 

floodwater propagation. Nonetheless, the majority of the 2D flood inundation models 

currently used both in industry and research are based upon the shallow water 

equations due to their relatively low computational cost and general accuracy (Jha et 

al., 2000, Yoon and Kang, 2004, Mignot et al., 2006, Marche et al., 2007, Bates et 

al., 2010, Franchello, 2010, Neelz and Pender, 2013, Wang and Geng, 2013, 

Sánchez-Linares et al., 2015, Izem et al., 2016). 

 

1D Saint-Venant equations 

 

Even though 1D models were not considered within this study, a brief presentation of 

the main 1D governing equation is included in this chapter in order to provide at least 

a minimal theoretical framework behind the 1D modelling approaches presented in 

Section 2.2.1. 

 

The floodwaters in nature generally vary in all three spatial coordinate directions (i.e. 

longitudinal, lateral and transverse) and with time. However, in many practical 

hydro-environmental engineering problems the spatial variations in lateral and 

transverse directions can be neglected, and thus the flow can be approximated as a 

one-dimensional process along the longitudinal direction. This being the case, the 

characteristics of the flow can be described with a set of one-dimensional partial 

differential equations, i.e. the Saint-Venant equations. The one-dimensional Saint-

Venant equations are a simplification of the 2D shallow water equations and were 

first derived by de Saint-Venant (1871). The derivation of the Saint-Venant 

equations is based on several assumptions, including: (i) the flow is one-dimensional, 

i.e. the velocity is uniform over the cross-section and the water level across the 

section is horizontal, (ii) the streamline curvature is small and the vertical 

accelerations are negligible, hence the hydrostatic pressure distribution prevails, (iii) 
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the effect of boundary friction and turbulence can be accounted for through 

resistance laws analogous to those used for steady-state flow, i.e. the resistance 

relationship for steady flow is also applicable for unsteady flow, (iv) the average 

channel bed slope is small so that the cosine of the slope can be replaced by unity, 

(v) the water level slope or gradient in the x-direction is constant along the cross 

section, (vi) channel boundaries are considered fixed and therefore not susceptible to 

erosion or deposition, and (vii) fluid is incompressible (Stelling and Verwey, 2005, 

Litrico and Fromion, 2009). By considering these basic assumptions, the Saint-

Venants equations can be derived from the Navier-Stokes equations, and can be 

written as (Litrico and Fromion, 2009): 

 

 
]�]^ $ ]}]` = 0 (3.16) 

 
]}]^ $ ]]` B}�� D $ �� )]ℎ]` $ ~6 − ~�0 = 0 (3.17) 

 

where t is time, A is the wetted area, Q is the discharge across-section, g is the 

gravitational acceleration, h is the water depth, Sb is the bed slope and Sf is the 

frictions slope defined as 

 

 ~6 = }�R���=�/S (3.18) 

 

where n is the Manning coefficient and R is the hydraulic radius. 

 

Even though one-dimensional flows do not actually exits in nature, the 1D flood 

inundation models based upon the Saint-Venants equations are one of the most 

popular models among hydraulic engineers. This being the case, the 1D flood 

inundation models have been applied successfully in many practical hydraulic 

engineering problems, such as modelling of open channel flow, sewer modelling, 

river flow forecasting, dam-break analysis and reservoir emptying (Gouta and 

Maurel, 2002, Yoshida and Dittrich, 2002, Horritt and Bates, 2002, Stelling and 

Verwey, 2005, Trigg et al., 2009, Litrico and Fromion, 2009, Saleh et al., 2013, Li et 

al., 2015, Dimitriadis et al., 2016, Habert et al., 2016).  
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3.3 Numerical methods 

 

The first step in numerical modelling consists of converting the governing equations 

into discrete difference equations, which would be suitable for numerical computing. 

This means that the partial differential equations (such as the shallow water 

equations) are replaced by a set of algebraic equations, which calculate the main 

variables at a finite set of points in the space-time domain (Neelz and Pender, 2009). 

This process of converting the partial differential equations into a set of algebraic 

equations is called discretisation, and there are numerous methods that can be used 

for the space-time discretisation of the governing equations.  

 

The great majority of numerical methods used for the spatial discretisation can be 

divided into three categories, including (Tannehill et al., 1997): (i) the finite 

difference methods, (ii) the finite element methods, and (iii) the finite volume 

methods.  

 

The finite difference method is based upon the application of a local Taylor 

expansion to approximate the differential equations (Peiró and Sherwin, 2005). The 

Taylor series is used to transform the partial differential equations into an algebraic 

system of equations, which describe the derivatives of a variable as the differences 

between the values of the variable at neighbouring points. The accuracy of the 

approximations can be controlled by the order to which the Taylor series expansions 

are developed, i.e. to the order of the so-called truncation (Neelz and Pender, 2009). 

The main advantage of the finite difference method is its straightforward and well 

defined implementation, which enables simple application of the finite difference 

based flood models to practical problems (Alcrudo, 2002). However, the popularity 

of the finite difference method is decaying progressively in recent years. This is most 

likely due to it being less flexible from the geometric point of view, since the finite 

difference method is usually applied on a structured grid (Alcrudo, 2004, Neelz and 

Pender, 2009). As it will be presented in more detail later, structured grids are less 

flexible than unstructured grids, and thus less convenient for modelling of flood 

events in complex domains. Nonetheless, flood inundation models based on the finite 

difference method are still quite popular among flood risk practitioners, as they are 
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compatible with high-resolution digital terrain models created from LiDAR (Light 

Detection And Ranging ) and sonar surveys (Neelz and Pender, 2013). 

 

In the finite element method, the domain is divided into a finite number of small sub-

domains, called finite elements, where each sub-domain is represented by a set of 

element equations from the original problem. After the whole domain is divided into 

a collection of sub-domains, all sets of element equations are systematically 

recombined into a global system of equations, which has known solution techniques 

and can be calculated from the initial values (Zienkiewicz and Taylor, 1977). The 

sub-division of the domain into smaller parts provides flexibility to (i) accurately 

represent complex geometries, (ii) include dissimilar material properties, (iii) easily 

represent the total solution, and (iv) capture in the solution process all local effects 

(Reddy, 1993). Furthermore, a rigorous mathematical foundation is considered to be 

the main advantage of the finite element method, as it allows a posteriori error 

estimation and thus better understanding of method’s accuracy (Alcrudo, 2004, 

Hervouet, 2007). On the other hand, complex mathematical procedure also results 

into large run-times, as lot of computational time is being consumed at every time 

step in the numerical procedure (Ferziger and Peric, 2002). In addition, the finite 

element method is also conceptually more difficult than other methods (Alcrudo, 

2002). This being the case, the finite element method has not been used as much as 

other approaches in numerical flood simulation modelling (Neelz and Pender, 2013). 

 

The finite volume method is a discretisation method based on the integral form of the 

conservation laws. First, the domain is divided into a certain number of so-called 

finite control volumes. After the control volumes have been defined, the integral 

balance equations are formulated for each control volume. These integrals are 

approximated by numerical integration, while the obtained function values and 

derivatives are afterwards approximated by interpolation with nodal values (Schäfer, 

2006). Finally, all equations are assembled in a discrete algebraic system and then 

solved. The finite volume method is highly popular in numerical flood simulation 

modelling due to guaranteeing (i) the conservation of the mass and momentum, (ii) 

being applicable to all types of meshes, and (iii) being considerably intuitive and 

conceptually simple (Alcrudo, 2004). The finite volume method is as flexible as the 

finite element method, but the computational cost of the finite volume method is 
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much smaller due to the size of matrix in the finite element method (Wang, 2011). 

Furthermore, the efficiency of the finite volume method is similar to that of the finite 

difference method, while for the complex geometries the finite volume method can 

even be more accurate than the finite difference method (Boye, 2014). Due to all 

aforementioned advantages, the finite volume method is the most widely used 

method in the area of the flood inundation modelling (Pender and Néelz, 2011). 

 

The great majority of numerical methods used for the time discretisation can also be 

divided into three categories, including (Chadwick et al., 2013): (i) explicit schemes, 

(ii) implicit schemes, and (iii) semi-implicit schemes. 

 

In explicit (forward-looking) schemes, dependent variables at the current time step 

(∆tn) are computed by using the quantities calculated at the previous time step (∆tn-1), 

which makes these schemes simple to program and thus highly popular among 

researchers and software developers (Neelz and Pender, 2009). However, explicit 

schemes are conditionally stable and thus cannot guarantee numerical stability across 

all flow conditions. Numerical stability can be defined as a property of a numerical 

method that ensures damping out any disturbance which can occur during the 

computational process (Szymkiewicz, 2010). The most common sign of numerical 

instability is the emergence of unphysical numerical oscillations in the numerical 

solution. Therefore, the conditional stability means that a particular condition must 

be satisfied in order to ensure a stable solution. In order to provide the stability for 

explicit schemes, the model time step must be small enough to satisfy the Courant-

Friedrichs-Lewy (CFL) condition (Courant et al., 1967), which can be written as: 

 

 
�∆^∆` O � (3.19) 

  

where v is the magnitude of the velocity, ∆t is the time step, ∆x is the length interval 

and C is the dimensionless number called the Courant number.  

 

The Courant number is typically set to 1 for explicit schemes. However, satisfying 

the CFL condition for explicit schemes can result into selection of the model time 

step that is very small compared to the physics behind the problem under 
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consideration (Hunter et al., 2007). Furthermore, it can also lead to an excessively 

large number of time steps, which can make the computational process completely 

impracticable (Ryaben'kii and Tsynkov, 2006).   

 

In implicit (backward-looking) schemes, dependant variables are computed by using 

the quantities calculated at the previous time step (∆tn-1) as well as the quantities 

calculated at the present time step (∆tn), with a matrix or an iterative technique being 

used to obtain the solution. Implicit schemes couple together all cells within the 

computational procedure. This enables the transmission of hydraulic effects across 

the entire computational domain, but on the other hand also results in increased 

complexity of the model code and computational cost (Hunter et al., 2007). 

However, implicit schemes are unconditionally stable and allow larger model time 

steps, which are generally more compatible with the physical phenomenon under 

consideration (such as the evolution of a flood event). These advantages often 

outweigh the difficult implementation and high cost per time step of the implicit 

time-stepping procedure (Chadwick et al., 2013). Even though implicit schemes are 

unconditionally stable, this does not mean that they will provide an accurate solution 

for every modelling problem. Therefore, time steps are often limited (i.e. the CFL 

condition is satisfied) in order to provide a numerically accurate solution (Pender and 

Néelz, 2011). Nonetheless, implicit schemes are less sensitive to numerical stability 

than explicit schemes and therefore larger values of the Courant number can be 

considered, i.e. Courant numbers up to 8 can be used. 

 

A semi-implicit scheme is a hybrid between an implicit and explicit scheme, where 

some time derivatives are treated explicitly and some are treated implicitly. The 

terms should be split in such a way that the largest time step for the semi-implicit 

discretisation is significantly larger than for a corresponding explicit discretisation. 

This means that larger time-steps can be employed when compared to standard 

explicit discretisation, and therefore the computer time needed to solve the equations 

can be greatly reduced (Fulton, 2004). At the same time, the semi-implicit schemes 

produce numerically accurate solutions due to being unconditionally stable (Rosatti 

et al., 2011). This being the case, the semi-implicit schemes are computationally 

efficient without sacrificing accuracy. However, similar to implicit schemes semi-
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implicit schemes are also mathematically complex and thus often complicated to 

design (Fulton, 2004). 

 

Based on the selected space-time discretisation strategy, different numerical schemes 

can be constructed, such as explicit finite difference schemes (Liang et al., 2010, 

Ransom and Younis, 2016), semi-implicit finite difference schemes (Acosta et al., 

2015, Ahmadian et al., 2015), implicit finite volume schemes (Wu and Lin, 2015, Yu 

et al., 2015), explicit finite volume schemes (Zhou et al., 2013, Vacondio et al., 

2014), semi-implicit finite volume (Frolkovič et al., 2015, Dumbser and Casulli, 

2016), and implicit finite element schemes (Villaret et al., 2013). In industry, the 

majority of the commercial flood inundation software packages are based either on 

the Alternating Direction Implicit (ADI) finite difference scheme or the explicit finite 

volume scheme (Neelz and Pender, 2013). 

 

3.4 Shock-capturing schemes 

 

Even though the majority of the aforementioned numerical schemes generally work 

well and are computationally effective, these regular schemes do not respond well 

when it comes to modelling of flood scenarios with rapidly varying flows or high 

Froude number flows, such as dam-breaks or flash floods (Neelz and Pender, 2013). 

These flood events are often characterised with abrupt changes in the flow regime 

(such as hydraulic jumps or steep hydraulic gradients), which act as discontinuities 

(shocks) in the numerical procedure. These can lead to the generation of spurious 

numerical oscillations and consequently to highly erroneous simulation results. The 

emergence of numerical oscillations can be prevented by applying the so-called 

shock-capturing methods. In shock-capturing approach, the governing equations are 

cast in conservation form and artificial diffusion terms are applied in the solution 

procedure, which ensure the stability of the computational process and enable the 

computation of any shock waves or discontinuities as part of the numerical solution. 

In general, shock-capturing can be divided into two groups, including: (i) classical 

shock-capturing schemes (see Section 3.4.1), and (ii) modern or high-resolution 

shock-capturing schemes (see Section 3.4.2). 
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The shock-capturing schemes are usually associated with higher computational cost 

when compared to numerical models typically used in flood inundation modelling 

(Liang et al., 2006, Neal et al., 2012, de Almeida et al., 2012). However, the 

advances in computational power enabled the development of generally efficient 

shock-capturing schemes, which also persuaded commercial software developers to 

include flood inundation models with shock-capturing ability in their software 

packages (Neelz and Pender, 2013). Despite all developments in recent years in the 

field of the flood inundation modelling, shock-capturing models are at the moment 

used mainly for modelling of dam-break and tsunami scenarios (Kesserwani and 

Liang, 2012, Ma et al., 2012, Ouyang et al., 2013, Tsakiris and Bellos, 2014, Ransom 

and Younis, 2015, Hou et al., 2015, Aureli et al., 2015). However, shock-capturing 

models are generally not used for practical flood simulation modelling of other types 

of rapidly varying flood events, such as flash floods or large river floods. This is 

mainly due to the lack of qualitative research, which would emphasise the 

advantages of the flood inundation models with shock-capturing ability for 

modelling flood events with rapidly varying flows. Consequently, such research 

would also define in which cases the shock-capturing models ought to be used 

regardless of the general perception about these models, such as the complex 

structure and high computational cost. 

 

3.4.1 Classical shock-capturing schemes 

 

In classical shock-capturing methods, the numerical dissipation is distributed linearly 

(i.e. the same amount of dissipation at all grid points) or through adjustable 

parameters. The main drawback of classical shock-capturing methods is that they are 

accurate only for smooth or weak shock solutions, whereas in the presence of strong 

shock waves these methods result in oscillatory solutions (Yee, 1989). Some of the 

well-known classical shock-capturing methods include the Lax-Wendroff method 

(Lax and Wendroff, 1960), the MacCormack method (MacCormack, 1969), and the 

Beam-Warming method (Warming and Beam, 1976).  

 

The application of the three-aforementioned classical shock-capturing methods in 

flood inundation modelling can be presented by considering a rectangular channel of 



Numerical modelling 

82 
 

unit width. The Saint-Venant equations for a rectangular channel of unit width can be 

written as (Machalinska-Murawska and Szydłowski, 2014): 

 

 
]�]^ $ ]�]` $ � = 0			+�			�� $ �� $ � = 0 (3.20) 

 

with vectors U, F and S being given as 

 

 � = � ℎ_ℎ� (3.21) 

 � = 9 _ℎ_�ℎ $ 0.5�ℎ�< (3.22) 

 � = 9 0−�ℎ	H~
 − ~6I< (3.23) 

 

where t is time, x is the distance, h is the water depth, u is the velocity of the flow, g 

is the gravitational acceleration, S0 is the bed slope and Sf is the friction slope 

defined as 

 

 ~6 = R�_|_|=�/S  (3.24) 

 

where n is the Manning coefficient and R is the hydraulic radius. 

 

As indicated in Section 3.2, the derivation of the Saint-Venant equations is based on 

the assumption of hydrostatic-pressure distribution, incompressibility of water, 

sufficiently small bottom slope of the channel, and negligible wind stress and 

Coriolis force. This being the case, Equation (3.20) can be expressed in quasi-linear 

form as (Rahimpour and Tavakoli, 2011): 

 

 
]�]^ $�]�]` $ � = 0 (3.25) 
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The matrix M in the Equation (3.25) is the Jacobian matrix, and is written as 

(Rahimpour and Tavakoli, 2011): 

 

 � = 9 0 1−_� $ �A 2_< (3.26) 

 

where u is the velocity of the flow, g is the gravitational acceleration, and D is the 

hydraulic depth. 

 

The matrix M has independent and real eigenvectors and therefore it can be written 

in diagonalized form as (Rahimpour and Tavakoli, 2011): 

 

 � = 12* 9 1 −1_ $ ��A −H_ − ��AI< 9�� 00 ��< �−H_ − ��AI 1−H_ $ ��AI 1� (3.27) 

 

where the λi are eigenvalues of matrix M defined as 

 

 �� = _ $ ��A (3.28) 

 �� = _ − ��A (3.29) 

 

Finally, the matrix M can now be split into positive and negative component, and can  

be written as follows (Rahimpour and Tavakoli, 2011): 

 

 � = �� $�� (3.30) 

 

where 

 

 �z� = #F`>�z, 0@ (3.31) 

 �z� = �z $ �z� (3.32) 
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The Lax-Wendroff method 

 

Lax-Wendroff method is an explicit finite-difference scheme, which ensures second 

order accuracy of derivation approximation in both time and space. A two-step 

version of the original scheme is usually employed in numerical flood inundation 

modelling. At the first step, the Lax method is applied at the midpoint xi+1/2 for a 

half-time step (Machalinska-Murawska and Szydłowski, 2014): 

 

 �z��/�{��/� = 12 >�z��{ $�z{@ − �^2�` >�z��{ $ �z{@ − 14∆^>�z��{ $ �z{@ (3.33) 

 

Next, the fluxes F and source terms S are calculated at intermediate points of space 

and time as (Machalinska-Murawska and Szydłowski, 2014): 

 

 �z��/�{��/� = ���z��/�{��/�� (3.34) 

 �z��/�{��/� = � ��z��/�{��/�� (3.35) 

 

At the second step, values of the midpoint variables values are used for final 

calculation (Machalinska-Murawska and Szydłowski, 2014): 

 

 �z{�� = �z{ − �^�` ��z��/�{��/� $ �z��/�{��/�� − 12∆^ ��z��/�{��/� $ �z��/�{��/�� (3.36) 

 

The Lax-Wendroff scheme is an explicit scheme, which means that is must satisfy 

the Courant-Friedrich-Lewy (CFL) criterion in order to be stable (Machalinska-

Murawska and Szydłowski, 2014): 

 

 �� = |_| $ ��ℎ�`/�^ O 1 (3.37) 

 

where Cr is the Courant number, t is time, x is the distance, h is the water depth, u is 

the velocity of the flow and g is the gravitational acceleration. 
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The MacCormack method 

 

The MacCormack method is a variation of the two-step Lax–Wendroff method, 

which removes the necessity of computing unknowns at the mid points (e.g. xi+1/2). 

The MacCormack method is a predictor-corrector method: the predictor step 

calculates a rough approximation of the desired variable, whereas the corrector step 

refines the initial approximation. The MacCormack method for Equation (3.20) can 

be written as (Machalinska-Murawska and Szydłowski, 2014): 

 

 �zC = �z{ − �^�` >�z��{ − �z{@ $ ∆^�z{ (3.38) 

 �z2 = �z{ − �^�` H�zC − �z��C I $ ∆^�zC (3.39) 

 

where the superscript p refers to the predictor step, the superscript c refers to the 

corrector step and n is the time level. 

 

Finally, the solution at the next time level n + 1 can be written as (Machalinska-

Murawska and Szydłowski, 2014): 

 

 �z{�� = 12 H�zC $ �z2I (3.40) 

 

The MacCormack scheme is an explicit scheme, which means that is must satisfy the 

Courant-Friedrich-Lewy (CFL) criterion in order to be stable (see Equation (3.37)). 

 

The Beam-Warming method 

 

The Beam-Warming method is a second order accurate implicit scheme, and thus 

unconditionally stable (see Section 3.3). More specifically, the Beam-Warming 

method is a spatially factored, non-iterative ADI scheme that uses implicit Euler 

scheme to perform the time integration (Warming and Beam, 1976).  
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The finite-difference approximation for flow variables U (see Equation (3.20)) at the 

higher time level (i.e. Un+1) can be written as (Rahimpour and Tavakoli, 2011): 

 

 �{�� = �{ $ �2̂ �)]�]^ 0{�� $ )]�]^ 0{� (3.41) 

 

The value of Ut from Equation (3.20) can be substituted into Equation (3.41), which 

yields (Rahimpour and Tavakoli, 2011): 

 

 �{�� = �{ − �2̂ �)]�]` $ �0{�� $ )]�]` $ �0{� (3.42) 

 

The next step is to linearize terms Fn+1 and Sn+1, which can be done by applying the 

Taylor series expansion. The Taylor series expansion of Fn+1 and Sn+1 can be written 

as (Rahimpour and Tavakoli, 2011): 

 

 �{�� = �{ $�>�{�� − �{@ (3.43) 

 �{�� = �{ $ �>�{�� − �{@ (3.44) 

 

where M and B are the Jacobians of F and S with respect to U. 

 

The matrix M in Equation (3.26) is replaced in the Equation (3.43), and thus B is 

given as (Rahimpour and Tavakoli, 2011): 

 

 � = � 0 0−�~
 − 4�R�_|_|=�/S �R�|_|=�/S � (3.45) 

 

where g is the gravitational acceleration, S0 is the bed slope, n is the Manning 

coefficient, u is the velocity of the flow and R is the hydraulic radius. 
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The substitution of Equations (3.43) and (3.44) into Equation (3.42) yields 

(Rahimpour and Tavakoli, 2011): 

 

 

�{�� − �{ = −�2̂ �]>�{�{��@]` − ]>�{�{@]` $ �{>�{�� − �{@�
− ∆^ )�]�]` $ �0{ 

(3.46) 

 

and finally 

 

 

�{�� $ �2̂ �]>�{�{��@]` $ �{�{���
= �{ $ �2̂ �]>�{�{@]` $ �{�{� − ∆^ )�]�]` $ �0{ 

(3.47) 

 

Introducing the split form of matrix M as given in Equations (3.31) and (3.32), 

Equation (3.47) can be written as (Rahimpour and Tavakoli, 2011): 

 

 

�� $ �2̂ B]��]` − ]��]` $ �D{��{��
= �� $ �2̂ B]��]` − ]��]` $ �D{��{ − ∆^ 9>�� $��@ ]�]` $ �<{ 

(3.48) 

 

where I is a unit matrix defined as � = α>2×2@. 
 

The space derivatives associated with positive and negative components of M are 

approximated by backward and forward space differences, and are defined as 

(Rahimpour and Tavakoli, 2011): 

 

 
]>���@]` = Jz��z −Jz��� �z��∆`  (3.49) 

 
]>���@]` = Jz��� �z�� −Jz��z∆`  (3.50) 
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3.4.2 Modern shock-capturing schemes 

 

In modern shock-capturing methods, the numerical dissipation is distributed non-

linearly. This means that the amount of the dissipation varies from one gird point to 

another and is supported with automatic feedback mechanisms, which remove the 

necessity of implementation of any adjustable parameters. In contrast to classical 

methods, these modern methods produce highly accurate numerical solutions even 

for problems containing strong shock waves (Yee, 1989). Some of the well-known 

modern shock-capturing methods include the Monotonic Upstream-Centered 

Schemes for Conservation Laws (MUSCL) based on the Godunov approach (van 

Leer, 1977, 1979), the Total Variation Diminishing (TVD) methods (Harten, 1983), 

methods based on the approximate Riemann solver, such as Roe’s Riemann solver 

(Roe, 1981), and the Essentially Non-Oscillatory (ENO) methods (Harten et al., 

1987). 

 

The majority of the aforementioned schemes are schemes known as Godunov 

methods. The Godunov type methods are non-oscillatory schemes that incorporate 

the solution (exact or approximate) to Riemann’s initial-value problem or a 

generalisation of it (van Leer, 1997). Godunov’s scheme can be presented by 

considering the following solution of the (system of) hyperbolic conservation laws 

(Sweby, 2001): 

 

 _z $ �>_@l = 0 (3.51) 

 

Godunov’s method considers the numerical values of the solution u�� to be the cell 

averages of the analytic solution u>x, t@ at time interval n (Sweby, 2001): 

 

 _z{ = 1�` ¡ _>`, R∆^@�`l¢£¤/¥
l¢¦¤/¥

 (3.52) 

 

Therefore, we have a piecewise constant data representation. At each cell boundary, 

the resulting Riemann problem is then solved and the union of all Riemann solutions 
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averaged over each cell to give the updated numerical solution values (Sweby, 2001). 

Godunov scheme can be recast into Eulerian form by integrating Equation (3.51) 

over the cell §`z��/�, `z��/�¨×�R∆^, >R $ 1@∆^� (Sweby, 2001): 

 

 ¡ ¡ _>`, R∆^@�`l¢£¤/¥
l¢¦¤/¥

�^\©£¤
\© = −¡ ¡ �lH_>`, ^@I�`l¢£¤/¥

l¢¦¤/¥
�^\©£¤

\©  (3.53) 

 

If we now define a numerical flux as: 

 

 �z��/�{ = �>_z��{ , _z{@ = 1�^ ¡ � �_H`z��/�, ^I� �`�^\©£¤
\©  (3.54) 

 

then we can write Godunov’s method in conservation form (Sweby, 2001): 

  

 _z{�� = _z{ − �^�` H�z��/�{ − �z��/�{ I (3.55) 

 

Monotonic Upstream-Centered Schemes for Conservation Laws (MUSCL) 

 

MUSCL methods have been first introduced by Van Leer (1979)  in order to provide 

a more accurate approximation of the conservation equation solutions. In his 

MUSCL scheme, van Leer (1977, 1979) replaced Godunov’s piecewise constant 

representation with a piecewise linear one, where the piecewise linear representation 

was constructed to maintain conservation by defining cell representation to be 

(Sweby, 2001): 

 

 _z>`@ = _z{ − ∆z_�` >` − `z@ (3.56) 

 

where u�� is the Godunov cell average (see Equation (3.52)) and the slope 
∆ª«¬  must be 

defined. 
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Three possibilities were proposed for ∆z_, including (van Leer, 1977): 

1. centred differencing of the piecewise constant cell averages  

∆z_ = 12 >ui$1 − ui@ 
2. differencing of the underlying continuous function  ∆z_ = �uHxi$1/2, ^RI − uHxi−1/2, ^RI� 

3. maintaining the first moment of the underlying analytical solution  

∆z_ = 12>∆`@� ¡ u>x, ^R@>x − xi@dxxi$1/2
xi−1/2

 

However, calculation of the slopes in any of these fashions could lead to the increase 

in total variation diminishing of the data representation, which in turn can result into 

occurrence of spurious oscillations (Sweby, 2001). In order to avoid the increase in 

total variation, van Leer (1977) limited the gradients of slopes by defining a 

monotonised slope as (Sweby, 2001): 

 

 >∆z_@�x{x =
°±²
±³ #QR ´2 µ∆_z���µ , |∆z_|, 2 µ∆_z���µ¶ !�R∆z_							Q�		!�R∆_z��� = !�R∆_z��� = !�R∆z_0							+^ℎ	��Q!																																																	

 (3.57) 

 

which may be applied to any definition of ∆z_ and where ∆u���/� = u� − u���. 

 

For his first choice of slope, van Leer (1977) also gave an improved limiting as 

(Sweby, 2001): 

 

 >∆z_@�x{x = · 2∆_z��/�∆_z��/�∆_z��/� $ ∆_z��/� , Q�		!�R∆_z��/� = !�R∆_z��/�	0																																	+^ℎ	��Q!																																					  (3.58) 

 

This slope limiting has much in common with flux limiters, and if we define 

 

 �z��/� = ∆_z��/�/∆_z��/� (3.59) 
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then Equation (3.58) can be written as (Sweby, 2001): 

 

 >∆z_@�x{x = �z��/� $ ¸�z��/�¸1 $ ¸�z��/�¸ = ∅Z-H�z��/�I (3.60) 

 

where ∅VL>�@ is van Leer’s flux limiter. 

 

Total Variation Diminishing (TVD) methods 

 

First orders methods (such as Godunov’s) tend to be very diffusive, i.e. they smear 

the discontinuities that often arise in the solution of conservation laws. However, 

such methods (e.g. classical higher shock-capturing schemes, see Section 3.4.1) are 

prone to producing spurious numerical oscillations in the presence of strong shock 

waves, which can result into breakdown of the numerical solution. Godunov (1959) 

showed that this course of events was inevitable for constant coefficient schemes, as 

these schemes could not be both monotonicity preserving and higher than first order 

accurate (Sweby, 2001). One of the proposed solutions was the adoption of total 

variation as a monitor of spurious oscillations. Lax (1973) showed that for scalar 

conservation laws, the total variation (TV) of physically possible solutions does not 

increase in time. The total variation is given by (Sweby, 2001): 

 

 PZ>_@ = ¡|_l|�` (3.61) 

 

and the total variation for discrete case is 

 

 PZ>_z{@ =¼|_z��{ − _z{|z  (3.62) 

 

According to Harten (1983), numerical method is said to be total variation 

diminishing if: 

 

 PZ>_z{��@ O PZ>_z{@ (3.63) 
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The central idea in constructing a TVD scheme is to attempt to develop a higher-

order method that will avoid oscillations and exhibit properties similar to those of a 

monotone scheme. For such schemes, the solution is first order near discontinuities 

and higher order in smooth regions, with the transition to higher order being 

accomplished by the use of slope limiters on the dependent variables or flux limiters 

(Tannehill et al., 1997). 

 

Roe’s Riemann solver 

 

In order to solve the Riemann problem for non-linear conservation laws, an iterative 

procedure is usually required. However, this iterative procedure must be used at 

every cell boundary and at every time step, which in turn can be computationally 

expensive. Therefore, approximate Riemann solvers that do not employ iteration are 

often used to simplify the process and reduce overhead. This simplification can be 

achieved by approximating the Riemann states and applying physical flux, or by 

approximating the numerical flux directly (Sweby, 2001).  

 

Perhaps the simplest approximate Riemann solver is Roe’s Riemann solver (Roe, 

1981). The system of conservation laws (see Equation (3.51)) may be written in 

quasi-linear form as (Sweby, 2001): 

 

 _\ = �>_@_l (3.64) 

 

where A(u) is the Jacobian matrix defined as  
½6½¾.  

 

In each interval	>_z��, _z@, Equation (3.64) is linearized by replacing the Jacobian by 

interval-wise constant matrices �¿>_z��, _z@, which for any two adjacent states uL, uR 

must satisfy the following (Sweby, 2001): 

1. AÁ>uÂ, uÃ@ is diagonalisable with real eigenvalues (hyperbolicity) 

2.  AÁ>uÂ, uÃ@ 	→ A>u@			as	uÂ, uÃ → u		(consistency) 

3. f>uÂ@ − f>uÃ@ = AÁ>uÂ, uÃ@>uÂ − uÃ@ (conservation) 
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The first two conditions are readily satisfied if �¿ is taken to be the Jacobian 

evaluated at an averaged state, i.e. �¿>_W , _5@ = �>_h@. However, a straight arithmetic 

average will generally not satisfy the third condition and therefore a geometric 

average is often used instead, with this geometric average being in the form of the 

arithmetic mean of an auxiliary vector known as the parameter vector (Sweby, 2001).  

 

Once the Jacobian matrix �¿ has been obtained, it is diagonalized as (Sweby, 2001): 

 

 �¿ = ch⋀jch�� (3.65) 

 

where ⋀j is the diagonal matrix whose entries are the absolute values of the 

eigenvalues (Tannehill et al., 1997). 

 

This diagonalization results in a set of decoupled linear advection equations in each 

interval, with the flux differences �5 − �W in each interval being decomposed onto 

local eigenvectors  as follows (Sweby, 2001): 

 

 ∆� = �5 − �W = ¼,É>Ê@�̅>Ê@ É̀>Ê@{
ÊË�  (3.66) 

 

where �̅>Ê@, É̀>Ê@	and	,É>Ê@ are the eigenvalue, eigenvector and coefficient for ∆u that 

correspond to the kth characteristic field of the Jacobian matrix �¿. 
 

Roe’s original scheme updated the solution by upwinding and directly adding the 

flux difference components from Equation (3.66). Nonetheless, Roe’s scheme may 

also be placed in the framework of inter-cell fluxes by integration around the half 

cell H`z��/�, `zI×>^{, ^{��@, which results in the flux (Sweby, 2001): 

 

 �z��/� = 12 >�z�� $ �z@ − 12¼,Éz��/�>Ê@ Í�̅z��/�>Ê@ Í É̀z��/�>Ê@{
ÊË�  (3.67) 

 

with the Jacobian matrix �Î being identified with the cell interfaces. 



Numerical modelling 

94 
 

The resulting individual approximate Riemann problems are linear, which means that 

their solution contains only discontinuities and not expansion fans (Sweby, 2001). 

This being the case, Roe’s original method is not entropy satisfying (Tannehill et al., 

1997), and therefore a number of entropy fixes have since been proposed (Harten and 

Hyman, 1983, Roe and Pike, 1985, Roe, 1992). 

 

Essentially Non-Oscillatory (ENO) methods 

 

The idea of MUSCL was further extended by constructing a piecewise parabolic data 

representation (Colella and Woodward, 1984). This parabolic data representation is 

(i) limited in such a way to avoid overshoots and undershoots, and (ii) incorporates a 

discontinuity detection mechanism to sharpen any discontinuities of the data fans 

(Sweby, 2001). The data representation is then advanced using either a Lagrangian 

step followed by a remap, or in conservation form, resulting in the third order 

Piecewise parabolic method (PPM) (Sweby, 2001). 

 

The idea of polynomial data representation was then extended even further and 

resulted in the development of the so-called the Essentially Non-Oscillatory (ENO) 

schemes (Harten et al., 1986, 1987, Harten and Osher, 1987, Shu and Osher, 1988). 

The technique behind the ENO scheme is similar to the technique employed in the 

MUSCL and PPM schemes, with the main difference being that (i) the data 

representation constructed from the cell averages Ï_z{Ð does not damp the values of 

local extrema (e.g. the MUSCL and PPM schemes do), and (ii) the data 

reconstruction is even allowed occasionally to accentuate these local features 

(Sweby, 2001). 

 

The Essentially Non-Oscillatory (ENO) scheme starts from the cell averages _h{ =Ï_z{Ð and constructs the approximate function _∆l>`, ^{@ = =>`, _h{@, where =>`, _h{@ 
is a piecewise polynomial in x of degree p – 1 satisfying (Sweby, 2001): 

1. =>`, _h{@ = _>`, ^{@ $ Ñ>∆`C@ where the functions are smooth 

2. =>`, _h{@ is conservative, i.e. 
�¬l Ò =>`, _h{@�` = _z{l¢£¤/¥l¢¦¤/¥  

3. =>`, _h{@ is essentially non-oscillatory, i.e. PZH=>∙, _h{@I O PZH_>∙, ^{@I $Ñ>∆`C@ 
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Both MUSCl (p = 2) and PPM (p = 3) fit into this framework, except that they have 

the more restrictive condition of PZH=>∙, _h{@I O PZH_>∙, ^{@I. After the 

reconstruction of the data, the solution to the conservation law in Equation (3.51) 

with initial data _∆l>∙, ^{@ is calculated, and the solution re-averaged to obtain 

updated cell averages _z{�� (Sweby, 2001). 

 

According to Sweby (2001), the key step of ENO is in the reconstruction of the data, 

which can be summarised as follows: 

1. the interpolant =>`, _h{@ is built up in stages using Newton interpolation, 

where a local linear interpolant in the cell H`z��/�, `z��/�I may initially be 

constructed by either using _z�� and _z or _z and _z�� 

2. the pair with smallest difference is chosen, with the process being repeated 

for each cell 

3. a quadratic interpolant for each cell is constructed by adding an additional 

interpolation point, which can be either the value to the left or right of the 

previous stencil. For example: if _z�� and _z had been chosen to form the 

linear interpolation for our cell, then we add in either _z�� or _z��. The one 

which gives the smoothest interpolation (as monitored by comparison of 

divided differences) is chosen 

4. the process is done for each cell and the method is applied recursively until 

the desired degree of interpolation is reached 

 

An advanced variant of ENO is so-called Weighted ENO (WENO), where a linear 

combination of the candidate stencils for interpolation is taken (Liu et al., 1994). 

ENO can be shown to be Total Variation Bounded (TVB), i.e. PZ>_{@ O �PZ>_
@. 
This means theoretically that solutions still converge as for TVD schemes, and 

practically that small oscillations on the scale of truncation error may appear; 

however, these oscillations usually vanish if the solution is adequately solved 

(Sweby, 2001). 
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3.5 Numerical models 

 

As indicated in Section 2.4, the flood simulations conducted within this research 

were conducted using the DIVAST and DIVAST-TVD numerical models. The 

DIVAST model is a widely used, open source ADI-type flood inundation model 

developed by Falconer (1986). The DIVAST model has been acquired by consulting 

companies and government organisations for application to over 100 hydro-

environmental impact assessment studies worldwide. The DIVAST model has also 

been extensively calibrated and verified against laboratory and field data, with details 

of model refinements and verification tests being well documented in the literature 

(Falconer and Lin, 2003, Bockelmann et al., 2004, Falconer et al., 2005, Lin et al., 

2006, Hunter et al., 2008, Gao et al., 2011, Ahmadian et al., 2012, Ahmadian and 

Falconer, 2012, Sparks et al., 2013, Wang and Lin, 2013, Ahmadian et al., 2015). 

This being the case, only a brief presentation of the DIVAST model is included in 

this section, while the detailed description of the model can be found in Boye (2014). 

 

The  DIVAST-TVD model is a shock-capturing flood inundation model introduced 

by Liang et al. (2006). The DIVAST-TVD model is an effective tool for analysing 

storm surges, dam-break scenarios, flash floods etc., i.e. any flow scenario that could 

involve rapidly varying flow conditions or abrupt changes in the flow regime, such 

as hydraulic jumps, bores etc. As this thesis revolves around shock-capturing flood 

inundation modelling, the DIVAST-TVD model will be presented in more detail in 

this section. Additional information about the development and extensive 

verifications of the DIVAST-TVD model can be in the literature (Liang et al., 2006, 

2007a, 2007b, 2007c, Hunter et al., 2008, Liang et al., 2010, 2014). 

 

3.5.1 The DIVAST model 

 

The DIVAST model is a two-dimensional, depth-integrated, time-variant model, 

which was primarily developed for predicting the hydrodynamics in estuaries and 

coastal waters. It is suitable for water bodies that are dominated by near horizontal, 

unsteady flows and do not display significant vertical stratification. The model 

simulates two-dimensional currents, water surface elevations and various water 



Numerical modelling 

97 
 

quality parameters within the modelling domain as functions of time, taking into 

account the hydrodynamic characteristics governed by the bed topography and 

boundary conditions (Falconer, 1986). 

 

DIVAST has been developed in order to simulate the hydrodynamic, solute and 

sediment transport processes in rivers, estuaries and coastal waters. The 

hydrodynamic module solves the Reynolds averaged, depth integrated Navier–Stokes 

equations. The governing equations for the hydrodynamic processes can be written 

as (Falconer, 1986): 

 

 
]Y]^ $ ]Ó]` $ ]w]a = w� (3.68) 

 

]Ó]^ $ ]ÔÓ�]` $ ]ÔÓZ]a = �w − �; ]Y]` $ /Õ/ �y�lÖ�l� $�o�
− �Ó�Ó� $ w�;��� $ × �2 ]�Ó]`� $ ]�Ó]a� $ ]�w]`]a� (3.69) 

 

]w]^ $ ]Ôw�]` $ ]ÔwZ]a = �Ó − �; ]Y]a $ /Õ/ �y�oÖ�l� $�o�
− �w�Ó� $ w�;��� $ × �2 ]�w]`� $ ]�w]a� $ ]�Ó]`]a� (3.70) 

 

where η is water surface elevation above datum, qm is source discharge per unit 

horizontal area (m3/s/m2), p and q are discharges per unit width in the x and y 

directions, U and V are depth averaged velocity components in the x and y 

directions, H is total water depth, h is water depth between bed level and datum, β is 

momentum correction factor for a non-uniform vertical velocity profile, f is Coriolis 

parameter, ρa is air density, ρ is density of fluid, Wx and Wy are wind velocities in x 

and y directions, C is Chezy roughness coefficient, Cw is air/fluid resistance 

coefficient and ε is depth averaged turbulent eddy viscosity. 
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In this study, the Coriolis, wind and viscous forces were omitted from the flood 

inundation simulations conducted with the DIVAST model. In addition, friction term 

was redefined in such a way that the Chezy coefficient was based on the Manning’s 

roughness parameter. This means that the Chezy coefficient was defined as: 

 

 � = ℎ�/R  (3.71) 

 

where C is Chezy roughness coefficient, h is the depth of the water and n is 

Manning’s roughness parameter. 

 

In the DIVAST model, an Alternating Direct Implicit (ADI) method has been 

adopted for solving the hydrodynamic equations. Adopting the finite difference 

method and a space staggered grid, the governing equations are split into two sets of 

one-dimensional equations, which are then solved at two half time steps. The system 

of equations to be solved in the first and second half time steps can be described as a 

tri-diagonal system of equations, and is solved efficiently using a simplified form of 

Gaussian elimination, i.e. the Thomas algorithm. The x-direction system of equations 

is solved in the first half time step, while the y-direction system of equations is 

solved in the second half time step. This means that the solution of a full two-

dimensional matrix is not required, and a one-dimension set of equations is solved 

implicitly for each half time step. The numerical scheme for the hydrodynamics is 

basically second order accurate, both in time and space, with no stability constraints 

due to the time centred implicit character of the ADI technique. However, it has been 

recognised that the time step needs to be restricted so that a reasonable computational 

accuracy can be achieved (Chen, 1992). This being the case, a Courant number 

restriction for accuracy of the hydrodynamic module has been implemented in the 

DIVAST model, with the maximum Courant number being suggested as (Stelling et 

al., 1986): 

 

 �� = 2∆^4�; ) 1∆`� $ 1∆a�0 O 4√2 (3.72) 
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where Cr is Courant number, ∆t is the time step, g is the gravitational acceleration, H 

is total water depth and ∆x and ∆y are spatial parameters. 

 

As indicated in Section 3.3, implicit schemes are less sensitive to numerical stability 

than explicit schemes and therefore larger values of the Courant number can be 

considered, i.e. Courant numbers up to 8 can be used. Nonetheless, a Courant 

number was set to 1 in the DIVAST model in this study. This value was selected in 

order to be consisted with the Courant number selected for the explicit scheme 

considered in this study (i.e. the DIVAST-TVD model). As indicated in Section 3.3, 

the Courant number is typically set to 1 for explicit schemes. 

 

3.5.2 The DIVAST-TVD model 

 

The DIVAST-TVD model is a shock-capturing flood inundation model, which has 

been developed in order to simulate the rapidly varying hydrodynamic processes in 

rivers and coastal waters by solving the shallow water equations. By neglecting the 

Coriolis, wind and viscous forces, the shallow water equations can be written in the 

following form (Liang et al., 2007b): 

 

 
]Ù]^ $	]wl]` $	]wo]a = 0 (3.73) 

 ]wl]^ $	] )Ôwl�; 0]` $	] )Ôwlwo; 0]a = 	−�; ]Ù]` −	�wl�wl� $	wo�;���  
(3.74) 

 ]wo]^ $	] )Ôwlwo; 0]` $	] B
Ôwo�; D]a = 	−�; ]Ù]a −	�wo�wl� $	wo�;���  

(3.75) 

 

where t is the time, ζ is the water surface elevation above datum, qx and qy are the 

discharge per unit width in the x and y directions, β is the momentum correction 

factor for a non-uniform vertical velocity profile, g is gravitational acceleration, H (= 

h + ζ) is the total water column depth (where h is the water depth relative to datum) 

and C is the Chezy roughness coefficient. As in the DIVAST model, the Chezy 



Numerical modelling 

100 
 

coefficient in the DIVAST-TVD model was also based on the Manning’s roughness 

parameter (see Equation (3.71)). 

 

The conservative form of the shallow water equations is usually deployed to insure 

the conservation of mass and momentum after the discretisation of equations. For 

example, Equations (3.73) - (3.75) can be rearranged in the following conservative 

form (Liang et al., 2006): 

 

 
]Ú]^ $ ]�]` $ ]Û]a = � $ Ü (3.76) 

 

where 

 

 Ú = �;wlwo� (3.77) 

 � =
ÝÞÞ
Þß wlÔwl�; $ �;�2Ôwlwo; àáá

áâ
 (3.78) 

 Û =
ÝÞÞ
Þß woÔwlwo;Ôwo�; $ �;�2 àáá

áâ
 (3.79) 

 � = ã 0�; ]ℎ]` −	�wl�wl� $	wo�;��� 	0 ä (3.80) 

 Ü = ÝÞÞ
ß 00�; ]ℎ]a −	�wo�wl� $	wo�;��� àáá

â
 (3.81) 

 

with X representing the independent variables η, qx, and qy, F and G representing the 

flux terms, and S and T representing the source terms. 
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Majority of the shock-capturing models choose the formulation given by Equations 

(3.77) - (3.81) in their solution strategy, but this formulation can induce numerical 

imbalances associated with the treatment of the bed-slope term (Liang et al., 2006). 

However, this imbalance can be alleviated by following Rogers et al. (2003), who 

proposed that Equations (3.77) - (3.81) can be transformed into Equation (3.76) in 

such a way that η (instead of H), qx and qy are taken as the independent functions. 

This then yields (Liang et al., 2006): 

 

 Ú = � Ywlwo� (3.82) 

 � =
ÝÞÞ
ÞÞß

wlÔwl�ℎ $ Y $ �Y�2 $ �ℎYÔwlwoℎ $ Y àáá
ááâ (3.83) 

 Û =
ÝÞÞ
ÞÞß

woÔwlwoℎ $ YÔwo�ℎ $ Y $ �Y�2 $ �ℎYàáá
ááâ (3.84) 

 � = ã 0�Y ]ℎ]` −	�wl�wl� $	wo�>ℎ $ Y@��� 	0 ä (3.85) 

 Ü = ÝÞÞ
ß 00�Y ]ℎ]a −	�wo�wl� $	wo�>ℎ $ Y@��� àáá

â
 (3.86) 

 

The latter formulation of the shallow water equations (i.e. Equations (3.82) - (3.86)) 

is also used in the DIVAST-TVD model. Using the Strang operator-splitting 

technique (Strang, 1968), the solution to Equation (3.76) is obtained by solving two 

one-dimensional problems (Liang et al., 2006): 

 

 
]Ú]^ $ ]�]` = � (3.87) 
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]Ú]^ $ ]Û]a = Ü (3.88) 

 

with the explicit discretisation of Equations (3.87) and (3.88) for rectangular grid 

being written as (Liang et al., 2006): 

 

 Úz,|{�� = -lÚz,|{  (3.89) 

 Úz,|{�� = -oÚz,|{  (3.90) 

 

where Lx and Ly are the finite-difference operators and the subscript, while subscript 

of X represent the spatial and temporal grid levels.  

 

The finite-difference solution to Equation  (3.76) can thus be approximated by (Liang 

et al., 2006): 

 

 Úz,|{�� = -l-o-o-lÚz,|{  (3.91) 

 

As indicated in Section 3.4.1, the MacCormack method is a predictor-corrector 

scheme: the predictor step calculates a rough approximation of the desired variable, 

whereas the corrector step refines the initial approximation. In the DIVAST-TVD 

model, the MacCormack scheme is utilised to solve consecutively the two one-

dimensional hyperbolic equations in each time step. For example, the discretization 

scheme for Equation (3.87) is given as (Liang et al., 2006): 

 

 ÚzC = Úz{ − >�z{ − �z��{ @ ∙ �^�` $ �{ ∙ ∆^ (3.92) 

 Úz2 = Úz{ − H�z��C − �zCI ∙ �^�` $ �C ∙ ∆^ (3.93) 

 

where the superscripts p and c denote the predictor and corrector steps, ∆x and ∆t are 

the spatial and time steps. 
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The standard MacCormack scheme has second-ordered accuracy (MacCormack, 

1976). It is well known that all schemes of accuracy greater than one will generate 

spurious numerical oscillations in the regions where the gradient is high (Godunov, 

1959). Therefore, a symmetric five point TVD term is appended to the corrector step 

of the MacCormack scheme to prevent non-physical oscillations. As indicated in 

Section 3.4, total variation diminishing schemes prevent the emergence of numerical 

oscillations through added non-linear artificial dissipation terms. 

 

The TVD term implemented in the DIVAST-TVD model was first presented by 

Davis (1984), who proposed a total variation diminishing scheme where a symmetric 

five point TVD term is added to the Lax-Wendroff scheme. The symmetric five point 

TVD term is used to adjust the introduced numerical diffusion: a second-order 

accurate MacCormack scheme is deployed where the solution is smooth, whereas a 

first-order accurate upwind scheme is deployed to avoid spurious numerical 

oscillations (Liang et al., 2007b).  

 

In the DIVAST-TVD model, the MacCormack-TVD scheme is defined as (Liang et 

al., 2006): 

 

 
Úz{�� = HÚzC $ Úz2I2 $ �å>�z�@ $ å>�z��� @� ∙ ∆Úz��/�{− �å>�z��� @ $ å>�z�@� ∙ ∆Úz��/�{  

(3.94) 

 

where 

 

 Úz��/�{ = Úz��{ −Úz{ (3.95) 

 Úz��/�{ = Úz{ − Úz��{  (3.96) 

 

and 

 

 �z� = 〈∆Úz��/�{ , ∆Úz��/�{ 〉〈∆Úz��/�{ , ∆Úz��/�{ 〉 (3.97) 
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 �z� = 〈∆Úz��/�{ , ∆Úz��/�{ 〉〈∆Úz��/�{ , ∆Úz��/�{ 〉 (3.98) 

 

The point brackets in the numerator and denominator of Equations (3.97) and (3.98) 

denote the scalar product of the two vectors within the brackets. The function G( ) is 

defined as (Liang et al., 2006): 

 

 å>`@ = 0.5×�×�1 − è>`@� (3.99) 

 

where the flux limiter function is given as 

 

 è>`@ = #F`	>0,#QR	>2`, 1@@ (3.100) 

 

and variable C as 

 

 � = ´ ��×>1 − ��@,			�� O 0.50.25,																						�� > 0.5 (3.101) 

 

with the Cr being the local Courant number defined as 

 

 �3 = �Íwl;Í $ ��;�∆^∆`  (3.102) 

 

where Cr is local Courant number, qx is the discharge per unit width in the x 

direction H (= h + ζ) is the total water column depth (where h is the water depth 

relative to datum), g is the gravitational acceleration, ∆t is the time step and ∆x is the 

spatial parameter. 

 

The DIVAST-TVD model optimisation 

 

As indicated in Section 3.4, the shock-capturing models are usually associated with 

higher computational cost when compared to numerical models typically used in 

flood inundation modelling (Liang et al., 2006, Neal et al., 2012, de Almeida et al., 
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2012). Therefore, simple optimisation procedures for the DIVAST-TVD code were 

implemented in order to increase the clarity of the code and overall efficiency of the 

model performance. 

 

Refinements of the model syntax 

 

The original DIVAST-TVD code was a mix of Fortran 77 and 95 with GNU 

extensions. This being the case, the first step in the optimisation process was to 

convert the original code to strict FORTRAN 90 language standard, which unified 

the code syntax and ensured full portability of the code across different compilers 

and hardware.  

 

Secondly, following Whittaker (2014) the DIVAST-TVD model code was moved 

from a single source file to a modular distributed system, which means that each 

logical part of the program  (such as hydrodynamic calculation) was written in a 

separate module. Dividing the code into modules and further use of those modules 

makes the interface of the procedure explicit. An explicit interface allows a 

FORTRAN compiler to check for consistency between the actual arguments in a call 

and the dummy arguments of the procedure, which results in protection against 

variety of programming mistakes (Whittaker, 2014). In addition, when code is 

divided into modules it is very simple to implement new features into the existing 

code, as new features can simply be added to main procedure by declaring the use 

statement for newly written module (Ellis et al., 1994). This being the case, the 

division of the code into modules enhanced the clarity of the code, and resulted in 

easier comprehension of program flow, faster program compilation and easier further 

development of the model.  

 

An additional minor change in the code structure was made; this is the use of the 

implicit none statement, which (i) prevents potential confusion in variable types, as 

programmer is forced to strictly declare all variables, and (ii) enables much easier 

detection of typographic errors (Ellis et al., 1994). This simple change helped to 

reduce accidental programming errors and thus saved a lot of time during the code 

writing and compilation process. 
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These improvements did not strictly optimise the code in terms of significantly 

decreasing the programme execution and running time. Nonetheless, they had a high 

impact on increasing the clarity, functionality, maintainability and accessibility of the 

code. This in turn enabled easier implementations of new features into the existing 

DIVAST-TVD code, such as the module for the prediction of flood hazard indices. 

 

Increasing the model efficiency 

 

After the refinement of the model syntax, the next step in the optimisation process 

was to increase the model efficiency (e.g. to decrease model running time). One of 

the things that can have a great impact on the model performance is the order in 

which memory is accessed. The storage order depends on the particular language 

standard being used. For example, consider the following matrix: 

 

 � = �F�� F�� F�SF�� F�� F�S� (3.103) 

 

In FORTRAN codes, the array storage is column-major ordered, which means that 

the matrix A will be arranged as (a11, a21, a12, a22, a13, a23) when stored in memory as a 

linear array (Knuth, 1974). This being the case, accessing the elements of the matrix 

A column-wise is the most efficient, as it allows the central processor unit (CPU) to 

reuse data already loaded into the cache and minimise the number of comparatively 

costly memory fetches (Anderson et al., 1995). This means that the performance of 

the code can be easily improved just by paying attention to the loop ordering. 

Therefore, the original DIVAST-TVD code was rewritten in such manner that 

(almost) every loop in the code is now column-major ordered.  

 

Nowadays code performance is generally significantly enchased by applying parallel 

computing methods, such as CPU parallel optimisation, for example OpenMP 

(Dagum and Menon, 1998) and MPI (Gropp et al., 1999), or graphic processing unit 

(GPU) parallelisation (Kirk, 2007). However, parallel computing is generally time-

consuming and requires a relatively strong computing background. Nonetheless, the 

model execution and running time can be greatly decreased simply by considering 

computer characteristics (e.g. processor characteristics) and compiler optimisation 
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properties (such as loop optimisation and inter-procedural optimisation). This means 

that by including optimisation procedures in the compiler settings, the efficiency of 

the model execution can be vastly increased. For example, Intel Fortran Compiler 

was used for optimisation of the DIVAST-TVD code within this research study. In 

this research study, three optimisation settings or optimisation flags provided by the 

Intel Fortran Compiler were included in the optimisation process: the O3 flag (i.e. 

general optimisation), the Qipo flag (i.e. inter-procedural optimisation), and the 

QxHost flag (i.e. Intel processor-specific optimisation) (Intel, 2013).  

 

In order to measure the impact of the aforementioned refinements (i.e. the changes in 

the DIVAST –TVD code structure and the implementation of the optimisation 

procedures), the optimised version of the DIVAST-TVD code was benchmarked 

against the original version of the DIVAST-TVD code. The hardware and software 

used in the benchmarking test are detailed in Table 3.1. The 2004 Boscastle flash 

flood simulation was used for the benchmarking test, with the main model 

parameters being presented in Table 3.2. 

 

Table 3.1: The hardware and software used in the benchmarking test between the 

original and the optimised code 

CPU model Intel Core™ i5 – 3210M 

CPU clock frequency 2.50 GHz 

CPU cores/threads 2/4 

Memory 6 GB 

Memory clock frequency 1600 MHz 

Operating system Windows 10, 64 bit operating system 

Compiler Intel Fortran Compiler XE 13.1 

 

The results of the benchmarking test are presented in Table 3.3. In Table 3.3, it can 

be seen that with these relatively simple refinements (e.g. changes in the model 

syntax and implementation of the optimisation procedures) a speed up of 8.096 was 

achieved. This means that the optimised version of the DIVAST-TVD code was 

eight times faster than the original version of the DIVAST-TVD code. This being the 
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case, the simple refinements (e.g. the changes in the DIVAST –TVD code structure 

and the implementation of the optimisation procedures) significantly decreased 

model running time. All in all, the simple optimisation procedure presented in this 

sub-section can be applied quickly and practically without any prior knowledge of 

coding, and thus provides a relatively good alternative to more computationally 

sophisticated and time-demanding optimisation methods, such as parallel computing. 

 

Table 3.2: Model parameters used in the benchmarking test between the original and 

the optimised version of the DIVAST-TVD code 

Domain size 665 x 235 m 

Grid size 1 m 

Number of grid cells 156275 

Simulation time 7200 s 

Time step 0.04 s 

 

Table 3.3: The results of the benchmarking test between the original and the 

optimised version of the DIVAST-TVD code 

Model version Simulation time Speed up 

Original DIVAST-TVD code 9h 16min 30s / 

Optimised DIVAST-TVD code 1h 8min 44s 8.096 

 

3.6 Summary 

 

Nowadays potential flood damage is generally estimated using numerical flood 

inundation models. These models enable the simulation of the flood flow 

propagation over a piece of land, which can be mathematically described with the 

well-known, three-dimensional Navier-Stokes equations. However, application of 

fully 3D Navier-Stokes equations to model practical hydro-environmental problems 

is currently impracticable due to high computational cost. Therefore, the 3D Navier-

Stokes equations are usually depth-averaged in order to derive the 2D shallow water 

equations and 1D Saint-Venant equations, which are used in flood inundation models 

to describe the characteristics of the flow.  
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In order to be suitable for numerical computation, the main governing equations are 

discretised in space and time, i.e. the partial differential equations are converted into 

a set of algebraic equations. Three spatial discretisation methods are predominately 

used in numerical flow propagation modelling, i.e. finite difference method, finite 

element method and finite volume method, while the time integration is generally 

conducted using explicit, implicit or semi-implicit schemes. Based on the selected 

space-time discretisation strategy, different numerical schemes can be constructed 

that can be used to compute flood depths, velocities and inundation extent. However, 

these regular schemes do not respond well when it comes to modelling of flood 

scenarios with rapidly varying flows or high Froude number flows (such as dam-

break or flash flood scenarios), and are susceptible to the emergence of spurious 

numerical oscillations, which can lead to highly erroneous simulation results. For 

such flood scenarios flood inundation models with shock-capturing ability need to be 

used. These models apply artificial diffusion terms in the solution procedure, which 

ensure the stability of the computational process and enable the computation of any 

shock waves or discontinuities as part of the numerical solution. 

 

Finally, two numerical models were presented in this chapter, including; (i) a model 

based on the ADI scheme, i.e. the DIVAST model, and (ii) a model based on the 

MacCormack-TVD shock-capturing scheme, i.e. the DIVAST-TVD model. In 

addition, modifications of the DIVAST-TVD code were also described in this 

chapter, which included refinements of the model syntax and implementation of 

simple optimisation procedures that increase model efficiency.  
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CHAPTER   4 
 

Case studies 

 

4.1 Introduction 

 

This chapter presents three case studies of extreme flood events that were considered 

in this research. These case studies are: (i) the 2004 Boscastle flash flood (England, 

UK), (ii) the 2007 Železniki flash flood (Slovenia), and (iii) the 2010 Kostanjevica 

na Krki extreme river flood (Slovenia).  

 

The main focus of this research is on the 2004 Boscastle flash flood, because this 

flood event is one of the best recorded flash floods in the history of the UK, and 

therefore a large amount of data exists which can be used to verify the results 

obtained in this study. The 2007 Železniki flash flood was one of the most severe 

flash flood events in Europe in the last 20 years, and as such has been substantially 

studied both in Slovenia and in a wider research community across Europe. This 

being the case, the 2007 Železniki flash flood is a good case study, which can be 

used to assess the performance of different methodologies considered in this 

research. In contrast, the 2010 Kostanjevica na Krki extreme river flooding received 

practically no attention in the research community, even though it was one of the 

largest flooding events in the history of Slovenia. Nonetheless, measurements from 

the stream gauge stations and quite substantial hydrological reports issued by the 

Slovenian Environment Agency exist, which provide all the relevant information 

necessary to set up and validate a numerical flood simulation.  

 

Considering more than one case study should be of great benefit for this research. 

First, model predictions from three different case studies should provide enough 

output results in order to conclusively confirm or reject the main research 

assumptions. Second, considering multiple case studies enables testing the main 

research assumption on different types of extreme flood events, such as flash 

flooding and extreme river flooding in this research. This means that any research 
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outcomes can be generalised, as conclusions would not be dependent on 

characteristics of a particular flood event (such as type of terrain, response time etc.). 

This being the case, the research itself gains credibility, and consequently any 

practical applications based on the research outcomes could be applied to a wider 

range of flooding problems without major doubts in the proposed solutions. 

 

4.2  The 2004 Boscastle flash flood 

 

Boscastle is a picturesque village and small fishing port on the north coast of 

Cornwall, south-west England, UK. Being completely surrounded by sea, the climate 

of the south-west England is strongly affected by the maritime influences (i.e. the 

influence of the ocean on the land, which regulates the region’s temperature) that 

balance the seasonal temperature range of the south-west England (Phillips and 

McGregor, 2001). Besides being governed by the general circulation of the 

atmosphere and the progression of the seasons, the variations in mean monthly 

temperature and rainfall in Cornwall are additionally influenced by sea temperature 

variations. Furthermore, local sea temperatures play an important role in determining 

the potential for shower activity, and have the ability to perpetuate and amplify 

weather anomalies (Phillips and Mcgregor, 2002). Due to these specific climate 

characteristics, long sea fetch to the west and the orographic trigger of the moorland 

areas in the inland (i.e. Cornwall and West Devon), the south-west England is highly 

prone to high-intensity precipitation events (Bleasdale, 1963, Clark, 1995, Phillips 

and McGregor, 2001).  

 

The village of Boscastle is situated at the end of a steep, short and narrow valley that 

was cut by the River Valency. The River Valency has a catchment area of 

approximately 18 km2, which is characterised by steeply incised tributaries and 

impermeable bedrock overlain by thin soils (Fenn et al., 2005, Roseveare and 

Trapmore, 2008). The small catchment area above Boscastle concentrates rainwater 

from surrounding steep hillslopes into a relatively narrow space, which descends 

towards the end of the valley and the location of Boscastle. Due to steep gradient, 

shallow soils and shape of the catchment, the village of Boscastle is particularly 

vulnerable to localised high-intensity rainfall events. Namely, these catchment 
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characteristics increase the velocity and volume of the river runoff during a high-

intensity storm event, which can result in extremely rapid propagation of large 

amounts of water to the nearby sea, and the village of Boscastle (see Figure 4.1). All 

this makes the village of Boscastle particularly vulnerable to flash flooding. 

 

 

Figure 4.1: The village of Boscastle (Retrieved: November 3, 2014 from 

http://ayresriverblog.com/2011/08/12/uk-boscastle-2004-flash-flood-footage/) 

 

In the first two weeks of August 2004, most of north Cornwall received above 

average rainfall, with Boscastle receiving about 25% more than normal (Golding et 

al., 2005). In addition, a slow-moving weakly baroclinic low pressure system spread 

over the UK on the 16th of August 2004 (Warren et al., 2014). Due to this unstable 

cyclonic situation, heavy showers developed in parts of south-west England by late 

morning on the same day. Furthermore, convergence effects between onshore winds 

and local topography lead to the repeated development of intense storm cells in the 

west and north Cornwall, particularly in the area around Boscastle (Burt, 2005). In 

addition, these storm cells repeatedly generated and propagated in much the same 

area over several hours, which meant that the heaviest precipitation fell on the same 

coastal catchments throughout the entire period of the storm event (Burt, 2005, 

Golding et al., 2005). This being the case, River Valency rose rapidly during the 
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afternoon on the 16th of August 2004 and resulted in the devastation of the village of 

Boscastle (see Figure 4.2). The 2004 Boscastle flash flood occurred due to 

combination of: (i) intense precipitation on the day of the flood, (ii) limited 

infiltration capacity of the soil due to the previous two weeks of above average 

rainfall and (iii) the steep gradient of the terrain around Boscastle. In the period of 

approximately 4 hours, over 250 mm of rainfall fell in the relative proximity of 

Boscastle (Burt, 2005). This extreme precipitation resulted in a 1 in 400 year flood 

event (Golding et al., 2005), while the total peak discharge was estimated to be  

between 150 and 180 m3/s (Roca and Davison, 2010). 

 

 

Figure 4.2: The 2004 Boscastle flash flood (Retrieved: November 3, 2014 from 

http://www.metoffice.gov.uk/learning/learn-about-the-weather/weather-

phenomena/case-studies/boscastle) 

 

The Boscastle study domain (see Figure 4.3) was 235 m wide, 665 m long and 

divided into square cells, with each square cell having an area of 1 m2. The 

topographical data for the hydraulic model were collected after the flood using the 

LiDAR mapping technique, and can be seen in Figure 4.4. The roughness 

coefficients for the Boscastle study domain were estimated in the post-flood survey, 

which is in detail presented in HR Wallingford (2005). Since the computational 

domain was relatively small and had a short river reach, friction variation was 
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considered not to have any significant effect on the flood level predictions, and 

therefore a uniform Manning’s coefficient of 0.040 was applied across the entire 

domain.  

 

 

Figure 4.3: Sketch map of the Boscastle study domain (adopted from Google Maps) 

 

 

Figure 4.4: Representation of the topographical data for the Boscastle study domain 

 

The eastern boundary of the domain was set as an inflow boundary for the River 

Valency. The considered hydrograph was based on the hydrological simulation 

conducted by HR Wallingford (2005), with the peak discharge being  140 m3/s (see 

Figure 4.5). The western boundary was set as the seaward boundary, where the 

conditions were governed by the tide. According to HR Wallingford (2005), the 

actual tide level at the peak of the flood was approximately 0.8 m AOD (above 

ordnance datum), whereas the highest tide level of around 3.5 m AOD was measured 

approximately one hour after the peak of the flood had passed through the village of 

B3263 Road Bridge 

Lower Bridge 
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Boscastle. Even thought there was a high tide during the flooding in Boscastle, the 

tide did not have any effect on the actual flood levels in the centre of the village (HR 

Wallingford, 2005). Therefore, the tidal water level variations were not included in 

the studies, and a prescribed water level of 3.5 m AOD was specified as the seaward 

boundary condition. In addition, a post-flood field survey was undertaken shortly 

after the 2004 Boscastle flash flood (HR Wallingford, 2005). The post-flood 

observations collected within this survey were used to validate the performance of 

different types of models considered in this research (see Chapter 5, section 5.2).  

 

 

Figure 4.5: Hydrological simulation by HR Wallingford (2005), which was used to 

derive the inflow hydrograph for the Boscastle flood simulation 

 

There are two bridges in the centre of village, i.e. the Lower Bridge and the 

B3263Road Bridge. According to eye-witness accounts, both bridges were blocked 

during the early stages of the flood event (HR Wallingford, 2005). To account for 

this in the hydraulic model, both bridges were modelled as being completely 

blocked, i.e. no flow propagated under either of the two bridges. In reality there 

would still have been some flow propagating through the bridges, but the amount of 

the propagating flow would have been relatively small. Therefore, there was no need 

to account for this in the hydraulic model, as the flow propagating through the 

bridges would not have had any considerable effect on flood level predictions. 
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Figure 4.6: Debris blocking the Lower Bridge (HR Wallingford, 2005)  

 

4.3 The 2007 Železniki flash flood 

 

Železniki is a small town in the north-west part of Slovenia. The north-west Slovenia 

is characterised by the extension of the Julian Alps, where many mountain peaks rise 

above 2000 m. This region has the highest mean value of precipitation in the entire 

Alps mountain range system, with the mean annual precipitation reaching values up 

to 3300 mm (Frei and Schär, 1998). The precipitation decreases from the west to the 

east, due to the rain shadow effect of the mountain ranges. The majority of 

precipitation in the north-western Slovenia is generally recorded before the arrival of 

a cold front associated with the Mediterranean cyclone (Vrhovec et al., 2004). The 

heavy prefrontal convection is triggered by the forced ascent over steep southern 

slopes of the Alps and as the warm and moist air lifts above the level of free 

convection (Zanon et al., 2010).  
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Figure 4.7: The town of Železniki (Retrieved: March 21, 2016 from 

http://www.publishwall.si/zelezniki/search/-/photos/0/2013/01) 

 

The town of Železniki is situated in the long and narrow Selca Valley (see Figure 

4.7), which stretches along the River Selška Sora. The Selca Valley, and in particular 

the Selška Sora catchment area upstream of Železniki, is characterised by a steep 

topographical terrain, high-gradient channels and relatively thin soils on the 

hillslopes (i.e. 0-50 cm) (Zanon et al., 2010). The rainfall events in the Selška Sora 

catchment area upstream of Železniki are strongly influenced by the orography, with 

the annual precipitation ranging between 1700 and 2300 mm (Marchi et al., 2009). 

Due to these topographical and meteorological characteristics, the Selška Sora 

catchment area upstream of Železniki is often hit by flash flooding, with at least 12 

remarkable flash flood events being recorded in the last century (Komac et al., 2008). 

As the town of Železniki is the administrative centre, economic hub and the largest 

settlement in the Selca Valley, it is therefore considered as an area of high flood risk 

and particularly vulnerable to flash flooding.  
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On the 18th of September 2007, a region of low air pressure moved over western and 

middle Europe towards the Alps. In addition to a low-pressure weather system, a 

high valley of cold air moved over Western Europe towards the east, meanwhile a 

south-western wind was getting stronger over Slovenia. As a result of these complex  

weather conditions, an extensive convective system formed over the north-western 

part of Slovenia, which led to the occurrence of an extreme rainfall event that 

affected approximately one third of the country (Slovenian Environment Agency, 

2008).  More than 300 mm of rainfall was recorded on some rain-gauge stations 

within six hours after the start of the storm, with the return period of the highest 

precipitation being more than 100 years (Kobold et al., 2008).  

 

In Železniki, the observed maximum daily amount of rainfall was around 220 mm, 

which was the highest recorded amount of rainfall since the beginning of the 

measurements in 1930 (Grillakis et al., 2010). Furthermore, the cumulated areal 

rainfall in the Selška Sora catchment area upstream of Železniki was the second 

largest rainstorm for duration between 15 and 20 hours in the list of 25 extreme flash 

floods that occurred in Europe in the period between 1994 and 2008 (Marchi et al., 

2010). The accumulated rainfall resulted in a flood event that by far exceeded the 

100-year return period of maximal floods, with the estimated peak discharge being 

around 300 m3/s (Marchi et al., 2009, Zanon et al., 2010). In addition, River Selška 

Sora exceeded the highest water level recorded so far, with the highest water level 

reaching up to 551 cm (Rusjan et al., 2009). The flash flood triggered by the intense 

precipitation devastated the town of Železniki: three people lost their lives, while the 

damage due to flooding was estimated to be €100 million (Bouilloud et al., 2009).  
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Figure 4.8: The 2007 Železniki flash flood (Retrieved: March 21, 2016 from 

https://mojalbum.com/culto/zelezniki-poplave-2007/foto/9457818) 

 

The Železniki study domain (see Figure 4.9) was 1966 m long, 1285 m wide and 

divided into square cells, with each cell having an area of 1 m2. Topographical data 

for the Železniki study domain was collected during the national project of LiDAR 

scanning of the Slovenian surface (see Ministry of the Environment and Spatial 

Planning of the Republic of Slovenia, 2015), and can be seen in Figure 4.10. The 

roughness coefficients for the Železniki study domain were evaluated by Lamovec et 

al. (2012), with the evaluation being based on the field conditions. Taking into 

account relatively short river reach, it was once again predicted that friction variation 

would not have had any significant effect on the flood level predictions. This being 

the case, a uniform Manning’s coefficient of 0.040 was applied across the entire 

domain. The western boundary of the domain was set as an inflow boundary for the 

River Selška Sora. The considered hydrograph was based on the hydrological 

simulation conducted by Rusjan et al. (2009), with the peak discharge being  280 

m3/s (see Figure 4.11). The eastern boundary of the study domain was set as the 

downstream boundary, with a water level time series being specified as the 

downstream boundary condition (see Slovenian Environment Agency, 2015b). 
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Figure 4.9: Železniki study domain (adopted from Google Maps) 

 

 

Figure 4.10: Representation of the topographical data for the Železniki study domain 

 

In the post-event survey after the 2007 Železniki flash flood, several eye-witnesses 

were interviewed in order to reconstruct the time evolution of the flood, e.g. the 

timing of onset and end of rainfall, the presence of hail, the time of rise, peak and 
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recession of the flood, and the nature of the flow process (i.e. water flood or debris 

flow) (Zanon et al., 2010). Even though there were reports of backwater effects due 

to channel obstruction in the area upstream of Železniki, it was concluded that these 

effects did not have any effect on the peak discharge and the flood propagation 

further downstream, i.e. in the town of Železniki (Marchi et al., 2009). Although 

large amounts of sediment and woody debris were transported during the flood, there 

were no reports suggesting that any blockages formed in the town of Železniki. This 

being the case, there was no need to specifically model any of the aforementioned 

effects in the hydraulic model for the Železniki study domain.  

 

 

Figure 4.11: Hydrological simulation by Rusjan et al. (2009), which was used to 

derive the inflow hydrograph for the Železniki flood simulation 

 

4.4 The 2010 Kostanjevica na Krki extreme river flood 

 

Kostajevica na Krki is one of the oldest and smallest towns in Slovenia. It is located 

in the south-eastern part of Slovenia, near the border with Croatia. The centre of the 

town lies on a small artificial island, which is surrounded by the River Krka (see 

Figure 4.12), and is protected as a cultural town with historical monuments.  
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Figure 4.12: The town of Kostanjevica na Krki (Retrieved: March 23, 2016 from 

https://www.rtvslo.si/kultura/razstave/arhitekturni-obraz-kostanjevice-na-krki-od-

zasnove-iz-13-stoletja-do-plecnika/287808) 

 

River Krka is a distinctly karst river in its upper reach and is deeply incised in the 

karst bed rock, which means that there are almost no (wider) floodplains along the 

main channel and thus flooding there is scarce (Komac et al., 2008). However, River 

Krka becomes a typical low-land river in its lower reach, with its floodplains 

significantly widening out in the proximity of the town of Kostanjevica na Krki 

(Šifrer et al., 1980). In Slovenia, lowland floods generally occur in lower reaches of 

major watercourses, such as River Sava and River Krka. The flooding in these areas 

occurs due to the difference between the water inflow rate and the drainage capacity 

of the river channel during intense and prolonged precipitation. Namely, water 

rapidly propagates from the nearby higher ground to the main river channel, which 

very quickly reaches a maximum flow rate. This being the case, the rapidly 

increasing water volume in the main river channel eventually overtops the channel 

banks resulting in the flooding of the surrounding floodplains (Komac et al., 2008). 

The River Krka basin is generally hit by flooding several times per year, the typical 

duration of an individual flood event is between 1 and 3 days, and the maximum 

flood levels can measure up to 4 meters in height on floodplains (Perko, 1998). As 

the town of Kostanjevica na Krki is located on the wide floodplain of the River Krka, 
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it is frequently endangered by flooding. Furthermore, due to frequent flooding, and 

its rich historical and cultural heritage, the town is also promoted as the “Venice of 

Lower Carniola”. 

 

During the period between 17th - 19th September 2010, Slovenia was hit by heavy 

and extensive precipitation, which led to a sharp rise in the water levels in 

watercourses all over the country (Slovenian Environment Agency, 2010a). In the 

territory of Slovenia an average of 170-180 mm of rainfall fell over 48 hour period, 

which was the highest amount of rainfall accumulated in a two-day period over the 

past 60 years (Slovenian Environment Agency, 2010b). This intense precipitation 

resulted in state-wide flooding, where 137 municipalities (i.e. 60% of territory) were 

affected. The damage was estimated to be €240 million, with the floods being 

characterised by exceptionally high water levels, long duration and great variety of 

different flood  types, such as flash floods, lowland (riverine) floods, karst floods and 

urban flooding (Komac and Zorn, 2013).  

 

The River Krka started flooding on the evening of 18th September, and on the 19th 

September the town of Kostanjevica na Krki was flooded (see Figure 4.13) (Kobold, 

2011). The data from the nearby stream gauge station at Podbočje revealed that the 

peak discharge of 468 m3/s occurred on 20th of September (Slovenian Environment 

Agency, 2010a). This was the highest measured discharge for the River Krka since 

the beginning of measurements in 1926, and statistically corresponds to nearly a 1 in 

1000 year flood event (Kobold, 2011, Slovenian Environment Agency, 2013). The 

maximum recorded water level of River Krka in the nearby stream gauge station at 

Podbočje was 457 cm, while the depth of the flood water in the Kostanjevica na Krki 

town centre was approximately 120 cm (Slovenian Environment Agency, 2010a). 
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Figure 4.13: The 2010 Kostanjevica na Krki extreme river flood (Retrieved: March 

23, 2016 from http://www.24ur.com/novice/slovenija/pregled-najhujsih-poplav-v-

sloveniji-najbolj-smrtonosne-so-bile-na-celjskem-leta-1954.html) 

 

The Kostanjevica na Krki study domain (see Figure 4.14) was 705 m long, 641m 

wide and divided into square cells, with each cell having an area of 1 m2. The 

topographical data for the Kostanjevica na Krki study domain was collected during a 

national project of LiDAR scanning of the Slovenian surface (see Ministry of the 

Environment and Spatial Planning of the Republic of Slovenia, 2015), and can be 

seen in Figure 4.15. The roughness coefficients for the Kostanjevica na Krki study 

domain were estimated within this research by using the land use maps and 

orthophoto images of the considered computational domain. Furthermore, the 

estimation of roughness parameters was also based on the expert opinions of the 

personnel at the Faculty of Civil and Geodetic Engineering of University of 

Ljubljana, Slovenia, who conducted hydraulic studies for similar sites on the River 

Krka. Similar to the two aforementioned case studies, friction variation was predicted 

not to have any significant effect on the flood level predictions, and therefore a 

uniform Manning’s coefficient of 0.030 was applied across the entire domain. The 

western boundary of the domain was set as an inflow boundary for the River Krka, 

with the peak discharge being 467 m3/s. The area where the River Krka leaves the 
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study domain was set as the downstream boundary, with a water level time series 

being specified as the downstream boundary condition (see Figure 4.16). 

 

 

Figure 4.14: Kostanjevica na Krki study domain (adopted from Google Maps) 

 

 

Figure 4.15: Representation of the topographical data for the Kostanjevica na Krki 

study domain 
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Figure 4.16: Upstream (a) and downstream (b) boundary condition for the 

Kostanjevica na Krki flood simulation (adopted from Slovenian Environment 

Agency (2015a)) 

 

Three wooden bridges connect the old town centre with the surrounding area, i.e. the 

North Bridge, the South Bridge and the Tercijalski Bridge. There were no official 

reports or eye-witness accounts suggesting that any of the three bridges were blocked 

during the time of the flood event. This being the case, there was no need to 

specifically model bridges in the hydraulic model for the Kostanjevica na Krki study 

domain (e.g. limited propagation of the flow through the bridges due to debris 

blockage etc.). 
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4.5 Summary 

 

Three different case studies were presented in this chapter, i.e. the 2004 Boscastle 

flash flood (England, UK), the 2007 Železniki flash flood (Slovenia), and the 2010 

Kostanjevica na Krki extreme river flood (Slovenia). The common feature of all 

three considered flood events is intense and heavy precipitation. On the other hand, 

these three considered flood events occurred in two completely different types of 

river basins. Both flash floods occurred in short, narrow and steep river basin, while 

the extreme river flood occurred in generally flat and wide river basin. This indicates 

that extreme flood events can occur practically anywhere, and that the occurrence of 

extreme flooding is due to a combination of different complex factors, such as 

characteristics of the rain and catchment characteristics. Therefore, considering two 

different types of extreme flood events that occurred in two different types of river 

basins should be very beneficial for this study, as any potential conclusions should be 

independent of specific parameters that lead to occurrence of extreme flood events. 

This being the case, any potential research outcomes could be generalised, and thus 

applicable to any area (i.e. type of terrain) where the occurrence of extreme flood 

event is possible. 
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CHAPTER   5 
 

Flood inundation modelling of extreme flood events 

 

5.1 Introduction 

 

This chapter presents the evaluation of different types of flood inundation models for 

predicting flood elevations, velocities and inundation extent for extreme flood 

events. Furthermore, it also presents the investigation of the appropriateness of the 

“simplification strategy” often used when modelling flood events characterised with 

high Froude number flows, i.e. applying high roughness coefficients in order to 

dampen out numerical oscillations and improve model predictions. Section 5.2 

describes the research process and the methods implemented, Section 5.3 presents 

the main findings and evaluation of the modelling results, and finally Section 5.4 

provides the summary of the main findings. 

 

5.2 Methodology 

 

The first key objective of this research study was to determine what type of flood 

inundation models should be used for predicting flood elevations and inundation 

extent for extreme flood events. This being the case, the well documented 2004 

Boscastle flash flood event was simulated using three different flood inundation 

prediction model structures, including: (i) the shock-capturing flood inundation 

model (i.e. the TVD simulation case), (ii) the regular ADI-type flood inundation 

model (i.e. the ADI simulation case), and (iii) the regular ADI-type flood inundation 

model with no advection terms (i.e. the SI simulation case). For the TVD simulation 

case, the full shock-capturing ability of the DIVAST-TVD model was included. For 

the ADI simulation case, the flood simulations were undertaken using the DIVAST 

model, a regular ADI-type flood prediction model. For the SI simulation case, the 

advection terms were excluded in the DIVAST model, and thus the DIVAST model 

worked on the principle of the “local inertial” or “simplified inertial” approach 

(Hunter et al., 2007, Bates et al., 2010, de Almeida et al., 2012). 
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The objective of the comparisons was therefore to establish the main differences 

between these three modelling approaches when simulating flood events where 

abrupt changes of flow occur, such as for the case of flash flooding or dam-break 

scenarios. In order to compare the computational ability of these three different 

modelling approaches, all three simulation cases were run under the same conditions, 

i.e. the same boundary conditions, Manning’s coefficient and the same model time-

step. The initial assumption was made that only the TVD simulation case would 

generate numerically accurate results, whereas the ADI and SI simulation cases were 

likely to give less numerically accurate flood level and inundation extent predictions. 

The latter two simulation cases did not have appropriate mechanisms to absorb 

numerical oscillations, which often occur for rapidly varying flows (Liang et al., 

2006, Moussa and Bocquillon, 2009, Neal et al., 2012), and were thus susceptible to 

produce erroneous results.  

 

Simulation results were compared to actual post-flood field measurements and 

observations. As mentioned in section 4.2, a survey of flood marks was undertaken 

after the 2004 Boscastle flash flood event (HR Wallingford, 2005). The peak water 

levels during the flood are frequently marked by a collection of floating branches or 

rubbish that were carried by the flow, with these marks being referred to as wrack 

marks. Although there are some reservation regarding the accuracy of the wrack 

marks (e.g. wrack marks may not always correspond to the highest water levels), the 

wrack marks still provide the best indication of actual flood levels (HR Wallingford, 

2005). This being the case, wreck marks were used to validate the performance of the 

three different flood inundation model structures. 

 

The second key objective of this research study was to investigate the 

appropriateness of the “simplification strategy” when used as a flood risk assessment 

modelling tool for areas susceptible to extreme flooding. As it was indicated in 

Section 2.2.3, flood risk assessment practitioners often apply “simplification 

strategy” in order to save time and resources, or to decrease the complexity of the 

modelling problem they are dealing with. As mentioned, the ADI-type models (i.e. 

the model-of-choice for majority of flood risk assessment practitioners) are prone to 

emergence of spurious numerical oscillations when modelling rapidly varying flood 

events (such as flash floods and dam-break floods), and thus generally produce 
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numerically inaccurate results for such flood events (Liang et al., 2006, Neal et al., 

2012, Neelz and Pender, 2013). In order to dampen out numerical oscillations, it is 

believed that flood risk assessment practitioners often apply a form of “simplification 

strategy” by implementing an artificially high bed resistance coefficient in the flood 

inundation modelling process. The increased roughness parameter should decrease 

the velocity of the flow and therefore result into more gradually changing flow 

regime. This being the case, the numerical stability of the model should increase and 

thus resolve the problem with the emergence of numerical oscillations in the model 

solution.  

 

In order to test this assumption (i.e. the appropriateness of this “simplification 

strategy”), attempts have been made within this research to improve on the 

simulation results for the ADI simulation case. This means that additional 

simulations were conducted with the model structure used in the initial ADI 

simulation case, where the value of roughness parameter (i.e. Manning’s n) was 

gradually increased for each simulation run. The idea was to keep increasing the 

value of the roughness parameter until the model predictions generally matched the 

observed values. This being the case, more than 30 additional simulations were 

conducted with the ADI model structure. Only the relevant results are presented in 

this thesis due to the large number of additional simulations. 

 

5.3 Predictions of flood levels and inundation extent 

 

As stated earlier, all three simulation cases were run for the same conditions, i.e. with 

the same upstream and downstream boundary conditions, Manning’s coefficient of 

0.040 across the entire study domain, model time-step of 0.04 s and the Courant 

number set to 1. The differences between these three different model structures can 

be readily identified by a direct comparison of the flood level predictions against 

observed wrack marks that were obtained from a post-flood survey of flood marks 

(HR Wallingford, 2005). The collected data is reproduced in Table 5.1, while Figure 

5.1 shows the position of the surveyed wrack marks in the village of Boscastle. 
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Figure 5.1: Locations  post-flood surveyed wrack marks in the village of Boscastle 

(adopted from Google Maps and HR Wallingford (2005)) 

 

Figure 5.2 shows a comparison between the observed flood levels (i.e. wrack marks) 

and the predicted flood levels for three different model configurations, i.e. the TVD, 

ADI and SI simulation cases. In Figure 5.2, it can be seen that results for the TVD 

simulation case generally fit the post-flood surveyed wrack marks. Nonetheless, the 

results from the TVD simulation case differ more obviously at marked positions 4, 

19, 23 and 27. At marking positions 4 and 27 the TVD simulation case slightly over-

predicts the flood levels. However, according to the comments made by the 

observers (see Table 5.1) the maximum flood level at marked positions 4 and 27 

were probably higher than those recorded. This suggests that at these two marked 

positions the results from the TVD simulation case do not differ too significantly 

from the actual flood levels occurring during the event. At the marked positions 19 

and 23, the TVD simulation case over-predicts the flood level by nearly 1 m. 

However, this big difference in the flood level predictions is most likely due to the 

too simple modelling approach for this particular section. The marked positions 19 

and 23 were selected between buildings where the space was very limited. To get 

more accurate results for such a small space, a more densely distributed grid would 

be necessary to represent these areas more accurately (Ozdemir et al., 2013). Overall, 

the TVD simulation case results appear to reproduce the wrack marks most 

accurately. 
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Table 5.1: Post-flood measurements of flood levels (HR Wallingford, 2005) 

Marking 
position 

Estimated 
elevation (m 

AOD) 

Comment to 
observation 

Marking 
position 

Estimated 
elevation (m 

AOD) 

Comment to 
observation 

1 6.1 
Gravel washed 
away and trash 

mark 
16 9.99 

Trash caught on 
wall 

2 6.33 
Vegetation marked 

and flattened 
17 10.84 

Trash caught on 
wall 

3 8.01 
Trash on road and 

flattened 
vegetation 

18 11.53 
Max level may 

have been higher 

4 8.28 
Max level 

probably higher 
19 11.35 

Internal water 
level on window 

5 9.64 
Max level possibly 

higher 
20 12.58 Debris on wall 

6 9.79 

Levels on 
windows ties in 

with trash caught 
on trees 

21 12.53 Damp line on wall 

7 9.98 
Max level possibly 

higher 
22 12.46 

Debris caught on 
cable. Max level 

estimated 

8 11.18 / 23 12.76 
Trash on steps and 

railing 

9 10.64 
Mark possibly 

caused by surge 
24 13.58 / 

10 12.99 Trash mark 25 13.38 
Maximum level 

reached by 
resident 

11 13.86 
Mud caught on 

vegetation 
26 13.46 

Maximum level 
reached by 

resident 

12 8.25 
Water spilled over 

wall 
27 13.16 

Maximum level 
possibly higher 

13 8.38 / 28 14.34 

Level given by 
landlord as 

underside of 
window 

14 8.48 
Trash mark on 

road and side of 
road 

29 15.05 
Level Marked by 

resident 

15 9.34 
Water level 

possibly lower 
30 16.27 

Level indicated by 
friend of owner. 
Still water level 
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Figure 5.2: Comparison between predicted flood levels for the TVD, ADI and SI 

simulation cases and post-flood surveyed wrack marks: (a) shows comparisons of the 

marking positions on the western side of the flood pathway (marks 1-11), while (b) 

shows the comparisons on the eastern side of the flood pathway (marks 12-30) 
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Figure 5.2 also shows that the SI simulation case generally under-predicted the peak 

flood levels, with more significantly under-predicting the peak flood levels in at least 

8 marking positions (i.e. at marking positions 12, 14, 19, 20, 23, 24, 25 and 26). The 

inaccuracy in this approach was as expected, since the “simplified inertia” approach 

is too basic for simulating the extreme flood events. The advection terms can be 

neglected without any major influence on the predicted water levels if the Froude 

number is well below 0.5, whereas at flows with higher Froude numbers 

discontinuities and errors start to appear (Katopodes and Schamber, 1983, Hunter et 

al., 2007, Neal et al., 2012). Models based on the simplified version of the shallow 

water equations (e.g. diffusion wave models, kinematic wave models, inertial 

models) can be used to simulate extreme flooding to a limited extent (Moussa and 

Bocquillon, 2009), but such models are generally erroneous for examples where the 

depth and velocity changes are very rapid (Neal et al., 2012, Neelz and Pender, 

2013), something which often occurs during a flash flood. Overall, the results 

suggest that the SI simulation predictions are numerically inaccurate, and as such 

would lead to erroneous flood inundation maps. 

 

Figure 5.2 further shows that the ADI simulation case also generally under-predicted 

the peak flood levels, with more significantly under-predicting the peak flood levels 

in at least 10 marking positions (i.e. at marking positions 12, 14, 16, 19, 20, 23, 24, 

25, 26 and 27). The inaccuracy in this approach was as expected, since the ADI-type 

models are also too basic for simulating high Froude number flows (Liang et al., 

2006, Neal et al., 2012, Neelz and Pender, 2013). For example, Figure 5.3 shows the 

maximum Froude number values at different stages of the Boscastle flood 

simulation. It can be seen from Figure 5.3 that the super critical flow regime 

occurred almost immediately after the start of the simulation. As mentioned, super 

critical flow conditions are often characterised with abrupt changes in the flow 

regime, such as hydraulic jumps. These act as discontinuities in the numerical 

solution procedure, which usually lead to the generation of spurious numerical 

oscillations for the ADI-type numerical schemes. These oscillations can be easily 

seen by observing a time-series of depth predictions from a point located in an area 

where Froude numbers were high (i.e. near or above 1). Figure 5.4a shows the 

maximum Froude number values for the Boscastle flood simulation, with black circle 
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marking the area where the observation point was located, while Figure 5.4b shows a 

part of the depth time-series recorded in the selected point. 

 

 

Figure 5.3: Maximum Froude number values at different stages of the 2004 Boscastle 

flash flood simulation 

 

In Figure 5.4b, it can be nicely seen the presence of numerical instabilities, which 

quickly lead to a complete dissipation of the flood wave in this point (i.e. all depth 
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prediction after 15 minutes of the simulation are equal to zero). When the area 

marked in the black circle is compared to the same area in Figure 5.6, it can be seen 

that there is very limited flood extent predicted in this region by the ADI model 

configuration (see Figure 5.6). This only further indicates that ADI-type models are 

prone to occurrence of numerical instabilities when modelling high Froude number 

flows (e.g. flash floods), which consequently leads to erroneous results, i.e. under-

prediction of the peak flood elevations. All in all, the presented results clearly 

suggest that the ADI simulation results are numerically inaccurate, and thus would 

lead to production of inaccurate flood inundation extent maps for areas prone to 

occurrence of high Froude number flows, such as the Boscastle flood simulation 

considered in this study. 

 

 

Figure 5.4: Location of the selected monitoring point (a) and the numerical 

instabilities in the ADI simulation case (b) at the selected point 
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The difference between the simulation results becomes more obvious when the water 

depths and the inundation extent from all three simulation cases are compared. 

Figure 5.5 (i.e. SI simulation case), Figure 5.6 (i.e. ADI simulation case), and Figure 

5.7 (i.e. TVD simulation case) show the predicted maximum water depths and 

inundation extent for each simulation case. When these results were compared to 

results obtained in other studies, such as HR Wallingford (2005), Roca and Davison 

(2010) or Xia et al. (2011), it could be seen that the TVD simulation case generally 

accurately predicted the flood depths and inundation extent, whereas the SI and ADI 

simulation cases inaccurately predicted flood depths and inundation extent. As stated 

earlier, the ADI and SI simulation cases inaccurately predicted the main 

hydrodynamic parameters due to the numerical instabilities (i.e. spurious numerical 

oscillations) caused by abrupt changes in the flow regime, which often occur with 

extreme flood events. These numerical oscillations have swamped the flood wave 

prediction, and therefore resulted in erroneous flood level and inundation extent 

predictions. These results again confirm the initial assumption, i.e. the ADI and 

simplified models are inappropriate for simulating extreme flood events, such as the 

flash flood scenario considered in this study. 

 

 

Figure 5.5: Predicted maximum water depths for the SI simulation case 
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Figure 5.6: Predicted maximum water depths for the ADI simulation case 

 

 

Figure 5.7: Predicted maximum water depths for the TVD simulation case 

 

In addition to the comparisons presented above, the Nash-Sutcliffe model efficiency 

coefficient (NSE) was used to measure the predictive capability of the TVD, ADI 

and SI simulation cases, and provide the last evaluation of the simulation results 
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presented in this section. The NSE was introduced by Nash and Sutcliffe (1970), and 

is based on the following equation: 

 

 L~ê = 1 −	∑ >Ñz − ~z@�{zË�∑ >Ñz − Ñh@�{zË�  (5.1) 

 

where Ñz is the observed data, ~z is the simulated data and Ñh is the mean of the 

observed data.  

 

Nash–Sutcliffe efficiencies can range from −∞ to 1. An efficiency of 1 (i.e. NSE = 1) 

corresponds to a perfect match between the predicted data and the observed data. An 

efficiency of 0 (NSE = 0) indicates that the model predictions are as accurate as the 

mean of the observed data. An efficiency of less than zero (NSE < 0) indicates that 

the mean of the observed data are a better predictor than the model. Most 

importantly, the closer the model efficiency is to 1, the more accurate is the model.  

The NSE efficiencies for the TVD, ADI and SI simulation cases were calculated 

using 30 pairs of observed-simulated values, with the observed values being 

presented in Table 5.1. Calculation of the NSE coefficients revealed that the TVD 

configuration had an efficiency of 0.9863, the ADI configuration had an efficiency of 

0.8530, while the SI configuration had an efficiency of 0.8684. These coefficient 

values showed that the TVD model structure outperformed the other two model 

structures in predicting the peak flood levels, with the NSE coefficient being nearly 

equal to 1. This being the case, it appears that the TVD predictions almost matched 

the observed data perfectly, whereas the ADI and SI simulation cases were less 

numerically accurate.  

 

5.3.1 Simplification strategy 

 

Although results presented above highlight that simplified and ADI-type models are 

not appropriate for flood simulations of extreme flood events, these models 

(especially the ADI-type) are still the model of choice for most practitioners working 

in this field. Namely, these models execute the simulations much quicker than the 

more numerically accurate shock-capturing models (Liang et al., 2006, de Almeida et 
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al., 2012). For example, all three simulation cases were completed on a personal 

computer (processor Intel® Core™ i5-3210M CPU 2.50GHz, 6 GB RAM). The 

TVD simulation case was completed in 1h 8min, whereas the ADI and the SI 

simulation cases were completed in less than 10 minutes. The differences in 

computational times are quite substantial even for a small domain, such as the 

Boscastle domain considered in this study. Therefore, it is reasonable to assume that 

the differences in the computational times would be even greater for flood 

simulations for much larger urban areas. 

 

Even though the ADI simulation case was completed much faster than the TVD 

simulation case, the above results have highlighted that the ADI simulation results 

can be completely misleading in terms of determining the extent of the flood 

inundation impact for extreme flood events. As mentioned, this is due to the 

emergence of spurious oscillations, which tend to swamp the flood wave prediction 

and thus result in erroneous flood level and inundation extent predictions. However, 

it is believed that the oscillatory results are often improved by increasing the 

Manning’s coefficient during the flood risk assessment process, with some of the 

friction then smoothing out the numerical oscillations. Therefore, additional flood 

simulations with the ADI-type model (i.e. ADI simulation case) were performed to 

test the appropriateness of this methodology when modelling extreme flood events, 

such as the 2004 Boscastle flash flood event considered in this study.  

 

As stated earlier, more than 30 additional simulations of the ADI model structure 

were carried out. The value of the Manning’s coefficient was gradually increased for 

each simulation run until the modelled water depths and inundation extent were not 

similar to those obtained using the TVD simulation case, as the TVD simulation case 

predictions almost matched the observed data perfectly. It was noted that higher, but 

still relatively reasonable values of Manning’s coefficient (e.g. values of up to 

around 0.15) did not significantly improve the simulation results. This suggested that 

for this extreme flood event the ADI-type models were not capable of accurately 

predicting the main parameters for rapidly varying flows, even when higher 

roughness coefficients were applied. Therefore, unrealistically high values of 

Manning’s coefficient were used to manipulate the ADI-type model simulation 

results to an acceptable level. 
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Figure 5.8 shows the predicted maximum water depths and the inundation extent for 

the ADI simulation cases, for Manning’s coefficients of 0.1, 0.2, 0.3, 0.4, 0.5 and 

0.6. The results from these simulations were then compared to the TVD simulation 

case, which employed a more realistic value of Manning’s coefficient (i.e. 0.040) and 

reproduced the wrack marks most accurately. It can be seen that higher value of the 

Manning’s coefficient leads to greater water depths, and with a value of the 

Manning’s coefficient of 0.6, the ADI simulation case produced similar results to the 

TVD simulation case. It should be added here that such high values of Manning’s 

coefficient also result in unrealistically low flood velocities for an extreme flood 

event, such as a flash flood. However, as there are no records of actual flood 

velocities for the 2004 Boscastle flood, it was not possible to validate the model 

predicted flood velocities within this study. 

 

Even though the ADI simulation case with a Manning’s value of 0.6 generally 

matched the TVD simulation case, this should not be considered as proof of 

appropriateness of the ADI-type models for simulating extreme flood events. There 

is no known procedure in determining the value of the Manning’s coefficient which 

will improve on the accuracy of the simulations results to an acceptable level. If 

flood risk assessment practitioners improve on their final flood elevation result by 

increasing the value of the Manning’s coefficient, their effort to improve on the final 

results is based on bare speculation, especially if it is taken into account that 

maximum values of a Manning’s coefficient for open channels is about 0.20 (Chow, 

1959). In setting the Manning’s coefficient values as high as 0.6, or thereabouts, the 

corresponding flood simulation results have no scientific or engineering basis, as 

such large values of the Manning coefficient can rarely be justified on technical 

grounds. Therefore, these results strongly suggest that the “simplification strategy”, 

in any form, is not appropriate for flood risk assessment of urban areas where the 

emergence of extreme flood events is possible. 
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Figure 5.8: Predicted maximum water depths and inundation extent for the ADI 

simulation cases with different values of Manning's coefficient 

 

5.4 Summary 

 

Two key research objectives were addressed in this chapter. The first key objective 

of this research study was to determine what type of flood inundation models should 

be used for predicting the flood elevations, velocities and inundation extent for 

extreme flood events. This being the case, the well documented 2004 Boscastle flash 

flood was simulated using three different model structures of the DIVAST and 

DIVAST-TVD flood inundation models, including: (i) a shock-capturing flood 
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inundation model (i.e. the TVD simulation case), (ii) a regular ADI-type flood 

inundation model (i.e. the ADI simulation case), and (iii) a flood inundation model 

based on the “simplified-inertia” approach (i.e. the SI simulation case). Simulation 

results from these three different model structures were compared to post-flood 

measurements, based mainly on observed wrack marks. Direct comparisons between 

the predicted flood levels and observed wrack marks, showed that the shock-

capturing model structure (i.e. the TVD simulation case) was significantly more 

accurate in terms of numerical model predictions of the flood peak elevations, as 

compared to the water elevations predicted using the two other model structures 

considered in this study (i.e. the ADI and the SI simulation cases). 

 

The second key objective of this research study was to investigate the 

appropriateness of the “simplification strategy” when used as a flood risk assessment 

modelling tool for areas susceptible to extreme flooding. Therefore, attempts have 

been made to improve on the simulation results for the ADI simulation case by 

increasing the value of the Manning’s coefficient. More than 30 additional 

simulations were conducted with the ADI model structure, where the value of the 

Manning’s coefficient was gradually increased until the modelled elevations and 

inundation extent were not similar to those of the TVD simulation case. The ADI 

simulation case produced similar results to the TVD simulation case when the value 

of the Manning’s coefficient was set to 0.6, i.e. this improvement was based on using 

an artificially high Manning’s coefficient. This clearly indicates that adopted 

“simplifications strategy” should not be considered as an appropriate flood risk 

assessment modelling tool when modelling extreme flood events (such as the 2004 

Boscastle flash flood considered in this study) or in areas prone to occurrence of 

extreme flooding. 

 

All in all, the results presented in this chapter indicate that shock-capturing schemes 

are more appropriate for modelling of flood events characterised with abrupt changes 

in the flow regime and/or high Froude number flows (i.e. Froude number near or 

greater than 1) than ADI-type or simplified models. Shock-capturing models apply 

artificial diffusion terms in the solution procedure, which ensure the stability of the 

computational process and enable the computation of any shock waves or 

discontinuities as part of the numerical solution. Therefore, shock-capturing models 



Flood inundation modelling of extreme flood events 

144 
 

can produce more reliable results when modelling rapidly varying or high Froude 

number flows when compared to the ADI-type or simplified models. Namely, these 

models require additional modifications of the modelling procedure in order to obtain 

stable solution for rapidly varying flows, such as applying of patches of high 

roughness in order to decrease the velocity of the flow and thus dissipate the energy 

of the flow, which in turn can dampen out the numerical oscillations. However, these 

modifications are consequently always based on the modeller’s perception of how 

much improvement is needed, which therefore means that such modelling results can 

generally be considered as highly speculative.  
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CHAPTER   6 
 

Flood hazard assessment for extreme flood events 

 

6.1 Introduction 

 

This chapter presents an investigation of what type of flood hazard assessment 

methods should be used for predicting flood hazard indices in areas prone to 

occurrence of extreme flood events. As noted in Section 2.4, two flood hazard 

assessment criteria were selected for predicting flood hazard indices in this research 

study: (i) a classical and widely used empirically based method developed for 

DEFRA by Ramsbottom et al. (2006) (see Section 2.3.2), and (ii) a recently 

introduced physically based and experimentally calibrated method presented by Xia 

et al. (2014) (see Section 2.3.3). The two selected flood hazard assessment methods 

were: (i) validated against different experimental datasets, including datasets based 

on experiments using real humans as test subjects and datasets based on experiments 

using a scaled model human body, and (ii) used to assess flood hazard indices for 

three different extreme flood events presented in Chapter 4, i.e. the 2004 Boscastle 

flash flood (England, UK), the 2007 Železniki flash flood  (Slovenia), and the 2010 

Kostanjevica na Krki extreme river flood (Slovenia). In addition, Section 6.2 

describes the research process and the methods implemented, Section 6.3 presents 

the main findings and evaluation of the obtained results, and finally Section 6.4 

provides the summary of the main findings. 

 

6.2 Methodology 

 

The third key objective of this study was to determine what type of flood hazard 

assessment methods should be used for assessing the flood hazard posed on people 

during extreme flooding. The initial assumption was made that the physically based 

and experimentally calibrated method would more accurately assess the flood hazard 

indices for people than the empirically derived method when the flood hazard is 
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assessed for extreme flood events. In order to test this assumption, two different 

validation procedures were undertaken.  

 

Firstly, both flood hazard assessment criterion were validated against two different 

types of experimental data, i.e. the data based on the experiments including real 

human test subjects and the data based on the experiments using model human 

bodies. The experiments, including real human test subjects, conducted by Abt et al. 

(1989) and Karvonen et al. (2000) were considered for this study. There are several 

other studies where real humans as test subjects have been used, such as the studies 

conducted by Foster and Cox (1973), Takahashi et al. (1992) and Jonkman and 

Penning-Rowsell (2008). However, the focus in this study is on the experimental 

data by Abt et al. (1989) and Karvonen et al. (2000), as these two datasets were 

included in the derivation process of the empirically based method considered in this 

study, and have the largest amount of experimental observations among the available 

experimental datasets.  

 

In the experiments conducted by Abt et al. (1989) and Karvonen et al. (2000), the 

water depth and the corresponding velocity were recorded when the human test 

subject lost manoeuvrability or stability in the flume due to the flow conditions. The 

authors of these two studies did not specifically record which instability mechanism 

led to the loss of stability of the test subject during a particular test. Nonetheless, it 

can be established from the recorded data that it was only in a few tests that stability 

was lost due to sliding, whereas in the vast majority of the tests the stability was lost 

due to toppling (Jonkman and Penning-Rowsell, 2008, Xia et al., 2014). In contrast 

to experiments with real human test subjects, Xia et al. (2014) used a scaled human 

body (i.e. a dummy) for their experiments. As indicated in Section 2.3.3, the scaled 

human body strictly followed the principles of geometric, kinematic and dynamic 

scaling. This meant that the flow conditions were ideally similar to those in the 

prototype (Chanson, 2004), i.e. density, drag  and friction coefficient of the selected 

human body model were approximately equal to those of the prototype (Xia et al., 

2014). This being the case, the prototype, at 1.70 m in height and 60 kg in weight, 

was scaled down to a model human body of 0.3 m in height and 0.334 kg in weight, 

with the model human body strictly following the geometric similarity in each 

dimension. For each test, the water depth and the corresponding velocity were 
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recorded at the moment when the model human body started to become unstable. 

Also, the instability mechanism (e.g. toppling or sliding), which led to instability of 

the model human body, was identified for each test. 

 

As mentioned in Section 2.3.3, the physically based and experimentally calibrated 

method considered in this study can be adjusted to a specific body type. The 

characteristics of a specific body type in Equations (2.17) and (2.18) (see Section 

2.3.3) are represented with coefficients a1, b1, a2 and b2. More precisely, the 

coefficients a1, b1, a2 and b2 form part of an expression, which represents the effect of 

the buoyancy force as a function of the human height and mass for a given water 

depth (Xia et al., 2014). These coefficients can be determined from the 

characteristics of the human body, e.g. the human height and mass, and the volume 

and mass of the body segment parameters, such as legs, arms, torso etc. For example, 

based on the body segment characteristics of a typical Bulgarian body (Nikolova and 

Toshev, 2007), the values of a1 and b1 were assumed to be 0.612 and 0.388, while 

according to the body structure of an American body (Drillis et al., 1964), the value 

of the coefficients a1 and b1 were 0.737 and 0.263, respectively (Xia et al., 2014). For 

the coefficients a2 and b2, these can be obtained from the relationship between the 

total body volume and the corresponding mass of a human body. Hence, the values 

of the coefficients a2 and b2 for a typical Bulgarian body, for example, were assumed 

to be 0.9748 x 10-3 m3/kg and - 0.7111 x 10-3 m3. In addition, the coefficients a1, b1, a2 

and b2 are constant, which means that the same values of these coefficients apply for 

both instability mechanisms, as given by Equations (2.17) and (2.18). The value of 

the coefficients a1, b1, a2 and b2 for the model human body used in this study were: a1 

= 0.633, b1 = 0.367, a2 = 1.015 x 10-3 m3/kg and b2 = - 4.927 x 10-3 m3 (Xia et al., 

2014).  

 

Two parameters are needed to calibrate the physically based and experimentally 

calibrated method considered herein, i.e. parameters α and β (see Equations (2.17) 

and (2.18)). These two parameters can be evaluated from the relevant experimental 

data, and are influenced by the shape of the test subject, the friction coefficient 

between the soles and the ground surface, the drag coefficient, the effect of a non-

uniform velocity distribution along the vertical direction, and the effect of the ability 

of a test subject to adjust its position in the flow (Xia et al., 2014). Hence, the values 
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of the parameters α and β are different for each body type and for each instability 

mechanism. However, as the height, mass and the values of the aforementioned 

coefficients are constant for a particular human body, the values of parameters α and 

β can be evaluated by statistical analysis from the relevant experimental data (Xia et 

al., 2014). As we were modelling sites in Slovenia and in the UK, it would be 

reasonable to calibrate Equations (2.17) and (2.18) for the body characteristics of 

people living in these two countries. Unfortunately, these calibrations are not 

possible at present due to the lack of body segment parameter data needed to 

undertake the calibration process. Alternatively, Equations (2.17) and (2.18) could be 

calibrated for a typical Bulgarian body, since the necessary body segment parameter 

data exists (Nikolova and Toshev, 2007). These data can be used to represent a 

model human body based on the typical Bulgarian body prototype, with the model 

human body being used for the experimental tests and thus for calibration of 

Equations (2.17) and (2.18). However, as the difference in size and body 

characteristics between a typical Bulgarian body and the body considered in the 

study of Xia et al. (2014) are relatively small, it was decided to use the values of the 

parameters α and β obtained in the study by Xia et al. (2014) for the calibration of 

Equations (2.17) and (2.18) in this research study. This saved valuable resources and 

time that would otherwise be spent on experimental procedures, yet still enabled 

satisfactory quality of the final results as the potential computational error is in an 

acceptable range. The values of the parameters α and β used in this study for the 

calibration of Equations (2.17) and (2.18), for both the model human body 

considered by Xia et al. (2014) and the real human body (i.e. data collected in the 

experiments considering real human test subjects) are presented in Table 6.1. 

 

Table 6.1:The values of the parameters α and β used to calibrate the physically based 

and experimentally calibrated method for the model human body and real human 

body (Xia et al., 2014) 

 Model human body Real human body 

Parameter 
Toppling 

instability 
Sliding instability 

Toppling 

instability 
Sliding instability 

α 3.472 7.975 7.867  10.253 

β 0.188 0.018 0.462 0.139 
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Secondly, the assessed flood hazard indices from both methods were compared at 

different stages of three extreme flood events, including one extreme river flood 

event and two flash flood events. In order to focus solely on the hydrodynamic 

conditions of the flow that can lead to loss of stability in floodwaters, any external 

factors that present a risk to people in floodwaters (such as floating debris) were 

omitted from the flood hazard assessment process. As mentioned, the physically 

based and experimentally calibrated method considered in this study can assess the 

hazard to people by considering both the sliding and toppling instability mechanisms. 

This being the case, the limiting stability threshold for the physically based and 

experimentally calibrated method was defined as the minimum of the toppling and 

sliding incipient velocities: 

 

 ;= = JKL B1, �JKLH�\xCCìz{í	, 	�Tìz7z{íID (6.1) 

 

where HR is the flood hazard rating, U is the velocity of the flow, Utoppling is the 

toppling incipient velocity and Usliding is the sliding incipient velocity. 

 

The empirically derived method categorises flood hazard into four flood hazard 

classifications, namely: low, moderate, significant and extreme. On the other hand, 

the physically based and experimentally calibrated method considered in this study 

quantifies flood hazard by mimicking the principle of bivalence, i.e. there is only one 

threshold that defines whether the stability of a person in floodwater is lost or not. 

This means that there is only one flood hazard class, i.e. extreme. However, in order 

to allow a more detailed comparison to be undertaken between the two flood hazard 

assessment methods, the assessed degree of flood hazard according to the physically 

based and experimentally calibrated method was divided into three additional flood 

hazard classifications that correspond to the flood hazard classifications of the 

empirically derived method, i.e. low, moderate and significant. The subdivision of 

the quantifying flood hazard criteria of the physically based and experimentally 

calibrated method, which ranges between 0 and 1, was undertaken in such a manner 

that the ratio of the threshold values that separate the subdivided flood hazard classes 

was identical to the ratio of the threshold values that separate the flood hazard classes 
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of the empirically based method. Therefore, if the threshold values in the empirical 

method are 0.75, 1.5 and 2.5, then the corresponding values for the physically based 

and experimentally calibrated method would be 0.3, 0.6 and 1. The subdivision of the 

physically based and experimentally calibrated method into three additional flood 

hazard classifications, corresponding to the flood hazard classifications of the 

empirically derived method, should enable better evaluation of how the two flood 

hazard assessment methods adapt to the violent nature of extreme flood events and 

thus provide more meaningful results. 

 

In this study, extreme flood events were simulated with rapid changes occurring in 

the flow regime and the Froude numbers being relatively high. Therefore, there was a 

need to determine what type of flood simulation model should be used for predicting 

flood depths, velocities and inundation extent, which were needed for an accurate 

flood hazard assessment process and production of flood hazard risk maps. The 

shock-capturing DIVAST-TVD model was used for predicting flood depths, 

velocities and inundation extent for both flash flood scenarios, as it was shown in 

Section 5.3 that only shock-capturing flood simulation model produces numerically 

accurate predictions of flood depths and velocities when simulating flash flood 

events. In order to be consistent, the DIVAST-TVD model was also used for 

predicting depths, velocities and inundation extent in the extreme river flood 

scenario.  

 

6.3 Predictions of flood hazard indices 

 

As mentioned, two different validation procedures were considered in this study. 

First, both methods were validated against different experimental datasets, including 

datasets based on experiments using real humans as test subjects and datasets based 

on experiments using a scaled model human body. Second, both methods were used 

to assess flood hazard indices for three different extreme flood events, i.e. the 2004 

Boscastle flash flood (England, UK), the 2007 Železniki flash flood  (Slovenia), and 

the 2010 Kostanjevica na Krki extreme river flood (Slovenia). 
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6.3.1 Comparison with the experimental datasets 

 

Figure 6.1 shows a comparison of the flood hazard prediction ability of the two 

methods with the experimental observations of Abt et al. (1989), while Figure 6.2 

shows a comparison of the flood hazard prediction ability of the two methods with 

the experimental observations of Karvonen et al. (2000). As mentioned, in the 

experiments conducted by Abt et al. (1989) and Karvonen et al. (2000), the dominant 

mode of instability was due to the toppling instability mechanism (Jonkman and 

Penning-Rowsell, 2008, Xia et al., 2014). Therefore, only Equation (2.18) was used 

for the comparisons with the empirically derived method. Table 6.2 shows the values 

of the parameters α and β used for the calibration of Equation (2.18) when the two 

datasets are considered separately.  

 

 

Figure 6.1: Comparison of the flood hazard prediction ability of the two methods 

with the experimental observations of Abt et al. (1989) 
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Figure 6.2: Comparison of the flood hazard prediction ability of the two methods 

with the experimental observations of Karvonen et al. (2000) 

 

Table 6.2: The values of the parameters α and β used to calibrate the Equation (2.18) 

separately for each of the two datasets (Xia et al., 2014) 

 Data by Abt et al. (1989)  Data by Karvonen et al. (2000) 

Parameter Equation (2.18)  Equation (2.18) 

α 8.855 4.825 

β 0.473 0.160 

 

In both Figure 6.1 and Figure 6.2 the blue circles represent the depth and velocity 

when stability was lost, i.e. the flow conditions which led to instability of the test 

subject. In Figure 6.1, it can be seen that the empirically derived method classified all 

experimental observations into two flood hazard classes, i.e. moderate hazard and 

significant hazard. The majority of the experimental observations (i.e. the point in the 

experiments when the real human test subject was losing, or completely lost, 

stability) were classified as significant hazard, which indicated that the empirical 

method generally accurately assessed the flood hazard indices. Figure 6.1 also shows 

that the physically based and experimentally calibrated method agreed well with the 
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experimental observations, as 38 out of 58 experimental observations can be found 

above the stability threshold (red line), which indicated that stability was lost, and 

with at least 15 experimental observations being in the relative proximity of the 

stability threshold, which indicated that subject was close to losing stability, i.e. was 

greatly endangered by the flow conditions.  

 

In Figure 6.2, it can be seen that the empirically derived method classified the 

majority of the experimental observations in the moderate flood hazard class, which 

was regarded as the stability threshold for children. This indicated that the 

empirically derived method underestimated the flood hazard indices for the dataset of 

Karvonen et al. (2000). On the other hand, Figure 6.2 also shows that the physically 

based and experimentally calibrated method agreed well with the experimental 

observations, as 21 out of 29 of the experimental observations fall above the stability 

threshold (red line), which indicated that stability was lost. In addition, Figure 6.1 

and Figure 6.2 also show that in practically all test runs the stability of the real 

human test subjects was lost in the sub-critical flow regime. Therefore, it is hard to 

evaluate the prediction ability of the empirically derived method for high Froude 

number flows, which often occur with extreme flood events. Nonetheless, it can be 

seen from Figure 6.1 and Figure 6.2 that the physically based and the experimentally 

calibrated method performed better than the empirically derived method. 

 

In contrast, the results are somewhat different when both datasets are merged. For 

example, Figure 6.3 shows a comparison of the flood hazard prediction ability of the 

two methods with the experimental data from both aforementioned experimental 

studies. The blue circles and orange squares represent the depth and velocity when 

stability was lost, i.e. the flow conditions which led to instability of the test subject. 

In Figure 6.3, it can be seen that the empirically derived method classified all data 

into two flood hazard classes, i.e. moderate hazard and significant hazard. This 

means that nothing changed from the perspective of the empirically derived method 

when compared to the results presented in Figure 6.1 and Figure 6.2. On the other 

hand, Figure 6.3 also shows that there was some change in the predictive ability of 

the physically based and experimentally calibrated method. It can be seen in Figure 

6.3 that the physically based and experimentally calibrated method classified 57 out 

of 87 experimental observations as extreme hazard. However, there are now 48 
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experimental observations (compared to 38 in Figure 6.1) from the dataset by Abt et 

al. (1989), and only 9 experimental observations (compared to 20 in Figure 6.2) from 

the dataset by Karvonen et al. (2000) above the stability threshold (red line) of the 

physically based and experimentally calibrated method.  

 

 

Figure 6.3: Comparison of the flood hazard prediction ability of the two methods 

with the experimental observations of Abt et al. (1989) and Karvonen et al. (2000) 

 

The results in Figure 6.3 show that the predictive ability of the physically based and 

experimentally calibrated method is closely related to the body characteristics of the 

test subjects, which agrees with the observations of other authors, such as  Xia et al. 

(2014) and Milanesi et al. (2015). As the two datasets were merged, the body 

characteristics of an average test subject changed. Furthermore, the effect of 

buoyancy on an average test subject also changed, which in turn changed the values 

of the calibrating parameters α and β (see Table 6.3), and thus the stability threshold 

of the physically based and experimentally calibrated method considered in this 

research study.  
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Table 6.3: The values of the parameters α and β used to calibrate the Equation (2.18) 

when the two datasets are merged (Xia et al., 2014) 

 Data by Abt et al. (1989) and Karvonen et al. (2000)  

Parameter Equation (2.18)  

α 7.867  

β 0.462 

 

For example, average height and weight of a test subject in the study of Abt et al. 

(1989) were 178 cm and 76 kg, while for a test subject in the study of Karvonen et al. 

(2000) they were 174.6 cm and 73.6 kg, respectively. However, when both datasets 

are merged the average test subject is 177.1 cm in height and weighs 75.3 kg. 

Therefore, an average test subject is now a bit smaller and weighs less than an 

average test subject in the study of Abt et al. (1989), and a bit taller and heavier than 

an average test subject in the study of Karvonen et al. (2000). This explains why 

there are more experimental observations of Abt et al. (1989) above the stability 

threshold (red line) of the physically based and experimentally calibrated method 

when compared to Figure 6.1, and why there are less experimental observations for 

Karvonen et al. (2000) above the stability threshold (red line) when compared to 

Figure 6.2.  

 

On the other hand, the results in Figure 6.3 also indicate that there are some 

reservations regarding the experimental data based on real human test subjects. For 

example, Lind et al. (2004) noted that these two datasets should not be aggregated in 

the application process, because these datasets are too small, not random and 

consequently not representative enough. In addition, Abt et al. (1989) reported that 

their experiments had some constraints, such as optimal experiment conditions, the 

presence of the safety equipment, healthy test subjects and the ability of the test 

subject to learn how to manoeuvre in the flow with time. Similar findings were 

reported by Karvonen et al. (2000), who noted that their experiments also had some 

shortcomings, such as excessive safety features, the use of survival suits, which 

increased the buoyancy and cross-sectional area of a person, and the use of a slippery 

surface. It is therefore reasonable to assume that these experiments did not represent 

the actual response of a person in the event of real-life flooding. 
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In general, an average person has probably never been directly faced with rising 

floodwaters, which means that such a person does not know how to readjust the body 

position in order to maintain stability for longer, as a real human test subject would 

after a few test runs (i.e. training). Furthermore, it is important to point out that not 

all people in the general population are healthy or physically fit, and are not therefore 

able to adequately face the dangers due to flooding. This being the case, including 

only healthy and relatively young test subjects in the experimental studies leads to 

safety criteria that exclude some of the most vulnerable groups of the general 

population, such as frail and/or elderly citizens, and people with physical disabilities. 

Finally, one of the key factors that have a major effect on human stability in 

floodwaters is human psychology. If a human test person is attached with safety 

ropes, and therefore feels completely safe, then the psychological factors, such as 

shock or fear, do not play a significant role in maintaining or losing stability in 

floodwaters. However, the psychological factors are sometimes even more influential 

than physical ability. For example, in the study presented by Cox et al. (2004) two 

child test subjects were similar in size and thus should have had similar safety 

characteristics. Nonetheless, as these two child test subjects were of different age and 

physiological development, they had differing safety characteristics. This highlights 

the importance of demographic and psychological characteristics, as they can have a 

significant impact on a person’s response time and consequently on a person’s ability 

to adequately react to the dangers due to flooding. Therefore, it is reasonable to 

conclude that any stability thresholds based on experimental data collected using real 

human test subjects could be misleading, and could lead to hazardous and unsafe 

situations in the case of a  real-life flooding (Chanson et al., 2014). This being the 

case, the predictive ability of both methods was also validated against the 

experimental data of Xia et al. (2014).  

  

As mentioned, Xia et al. (2014) used a scaled human body (i.e. a dummy) for their 

experiments. This meant that the scaled human body could not readjust its position or 

learn how to manoeuvre itself in the flow with time, and it could not be influenced by 

any sort of safety feature. This being the case, the experimental results obtained in 

this study tend to be more conservative from a flood risk point of view when 

compared to the experimental data obtained in the studies using real human test 

subjects (Xia et al., 2014). Figure 6.4 shows a comparison of the flood hazard 
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prediction ability of the two methods using the experimental data of Xia et al. (2014). 

The blue circles identify the conditions when stability was lost due to the toppling 

instability mechanism, i.e. the flow conditions which led to instability of the human 

model due to the momentum.  

 

 

Figure 6.4: The comparison of the flood hazard prediction ability of the two methods 

with the experimental observations of Xia et al. (2014) 

 

In Figure 6.4, it can be seen that the empirically derived method classified the 

majority of the data as of low hazard, which indicates that the empirically derived 

method generally under-predicts the flood hazard indices. This is probably due to the 

fact that the experimental data of Abt et al. (1989) and Karvonen et al. (2000) were 

used in the derivation process for the empirical method and therefore the ability of 

the test subjects to learn how to manoeuvre in the flow is incorporated in the 

empirically derived method (Cox et al., 2010). However, as mentioned earlier this 

means that the flood hazard assessment with the empirically derived method tends to 

be too optimistic regarding safety. Furthermore, it can also be seen that the 

empirically derived method showed a higher flood hazard index (i.e. moderate 

hazard) for the tests where the stability was lost in the sub-critical flow regime, 

whereas almost all tests in which the stability was lost in the super-critical flow 
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regime were classified as low hazard. This indicates that the empirically derived 

method, despite the potential shortcomings, still better assesses flood hazard indices 

for relatively slowly changing flow conditions than for the high Froude number 

flows, i.e. for the rapidly varying velocities that often occur with extreme flood 

events.  

 

Figure 6.4 also shows that the physically based and experimentally calibrated method 

agreed well with the experimental observations, as 20 out of 46 experimental 

observations can be found above the stability threshold (red line), which indicated 

that stability was lost. In addition, the vast majority of the remaining experimental 

observations can be found in the relative proximity of the stability threshold, which 

indicated that the model was close to losing stability, i.e. was greatly endangered by 

the flow conditions. In Figure 6.4, it can also be seen that the physically based and 

experimentally calibrated method adapts well to high Froude number flows, which 

are generally characterised with abrupt changes in the flow regime and often occur 

with extreme flood events. For example, 17 out of 31 experimental observations in 

the super-critical flow regime can be found above the stability threshold (red line), 

with the majority of the remaining experimental observations in the super-critical 

flow regime being in the relative proximity of the stability threshold. This being the 

case, the physically based and experimentally calibrated method assesses the flood 

hazard indices much better for super-critical flows when compared to the empirically 

derived method. 

 

In summary, the comparisons of the two methods with the experimental data have 

shown that the physically based and experimentally calibrated method is highly 

adaptable to the characteristics of a particular human body, which allows more 

accurate assessment of flood hazard indices to be made when compared to the 

empirically based method. Furthermore, the physically based and experimentally 

calibrated method also generally agreed better with the observations which recorded 

the loss of stability in the super-critical flow regime when compared to the 

empirically based method. Therefore, the results obtained in the comparisons with 

the experimental observations suggests that the methods derived from a physics-

based analysis, such as the physically based and experimentally calibrated method 

considered in this study, would be more appropriate for flood hazard assessment of 
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extreme flood events than the classically used methods, such as the empirically based 

method considered in this study. 

 

6.3.2 Comparisons of the flood hazard indices assessed in the numerical 

simulations of extreme flood events 

 

Three extreme flood events were considered in this study, including: (i) the 2010 

Kostanjevica na Krki large river flood, (ii) the 2004 Boscastle flash flood, and (iii) 

the 2007 Železniki flash flood. As the empirical method considered in this study is 

based on the experimental data of Abt et al. (1989) and Karvonen et al. (2000) (i.e. 

real human body), the calibrating parameters α and β used to calibrate the physically 

based and experimentally calibrated method for the numerical simulations of extreme 

flood events were also based on the same datasets, i.e. a real human body (see Table 

6.2). This being the case, neither of the considered methods was ideal in terms of 

being able to predict accurately to the calibration dataset. As mentioned earlier, the 

DIVAST-TVD model was used for predicting depths, velocities and inundation 

extent for both flash flood scenarios, as it was shown in Section 5.3 that only shock-

capturing flood simulation model produces numerically accurate predictions of flood 

depths and inundation extent when simulating flash flood events. In order to be 

consistent, the DIVAST-TVD model was also used for predicting the main 

parameters in the extreme river flood scenario.   

  

The 2010 Kostanjevica na Krki extreme river flood 

 

Figure 6.5 and Figure 6.6 show a comparison between the empirically derived and 

the physically based and experimentally calibrated flood hazard assessment method 

for the 2010 Kostanjevica na Krki extreme river flood event. A step-by-step 

presentation of the assessed flood hazard shows that both methods were assessing a 

relatively similar degree of flood hazard for the first half of the simulation, i.e. for 

the first 36 hours (see Figure 6.5). This is not surprising, as the flood was gradually 

increasing in intensity during the first half of the simulation period and therefore both 

methods could easily replicate the relatively gradual changes in the flow regime. 

However, the flooding becomes much more intense during the second part of the 
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simulation (i.e. over the last 36 hours), as it can be seen in Figure 6.7. Figure 6.7 

shows the predicted Froude number values for the last 36 hours of the 2010 

Kostanjevica na Krki extreme river flood simulation.  

 

In Figure 6.7, it can be seen that Froude numbers are relatively high, with Froude 

number values reaching up to 1 at final stages of the 2010 Kostanjevica na Krki 

extreme river flood simulation. This clearly reflects on the flood hazard assessment 

predictions, as it can be seen in Figure 6.6. In the last 36 hours of the 2010 

Kostanjevica na Krki flood simulation scenario, the physically based and 

experimentally calibrated method assessed a higher degree of flood hazard at every 

time mark when compared to the flood hazard assessment obtained with the 

empirically derived method. These results were expected, as the physically based and 

experimentally calibrated method is based on being linked to the momentum of the 

flow, which is proportional to the square of the velocity, as compared to the 

empirically derived formulation, which is far less sensitive to the velocity of the 

flood flow. These results suggest that the empirically derived flood hazard 

assessment method cannot accurately assess the degree of flood hazard for high 

Froude number flows, or violent flood events, such as the 2010 Kostanjevica na Krki 

extreme river flood considered in this study. Furthermore, the results also suggest 

that flood hazard assessment methods based on a physics-based analysis, such as the 

physically based and experimentally calibrated method considered in this study, 

should be used for flood hazard assessment of extreme flood events and where the 

flood velocity of flow is relatively high. 
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Figure 6.5: Flood hazard rating at 12, 24 and 36 hours after the start of the 2010 

Kostanjevica na Krki extreme river flood simulation according to the empirically 

derived method (left) and the physically based experimentally calibrated method 

(right) 
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Figure 6.6: Flood hazard rating at 48, 60 and 72 hours after the start of the 2010 

Kostanjevica na Krki extreme river flood simulation according to the empirically 

derived method (left) and the physically based experimentally calibrated method 

(right) 
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Figure 6.7: Maximum Froude number values for the last 36 hours of the 2010 

Kostanjevica na Krki extreme river flood simulation 
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The 2004 Boscastle flash flood 

 

Figure 6.8 shows the comparison between the empirically derived and the physically 

based and experimentally calibrated method flood hazard assessment method for the 

2004 Boscastle flash flood event. Step-by-step presentation of the assessed flood 

hazard shows that the results from the two selected methods differ from the 

beginning of the flood simulation. In Figure 6.8, it can be seen that the physically 

based and experimentally calibrated method predicted higher flood hazard indices at 

every stage of the simulation when compared to the results obtained with the 

empirically derived method. These results were expected, as the physically based and 

experimentally calibrated method is much more influenced by higher velocities and 

momentum, associated with higher Froude number flows and which occur more 

frequently with flash floods. This can be clearly seen in Figure 6.9, which shows the 

predicted Froude number values for the 2004 Boscastle flash flood simulation. In 

Figure 6.9, it can be seen that Froude numbers are relatively high, with Froude 

number values reaching up to 1 from early stages of the 2004 Boscastle flash flood 

simulation. On the other hand, the empirically derived method is rather a simple 

approach for flash flood events, or other extreme flood events where the Froude 

number is relatively high, with the method being a function of the velocity only, vis-

à-vis the square of the velocity for the physics based method. All in all, these results 

agree well with the results obtained for the Kostanjevica na Krki extreme river flood 

event, and further indicate that the flood hazard assessment methods based on a 

physics-based analysis, such as the physically based and experimentally calibrated 

method considered in this study, should be used for flood hazard assessment of 

extreme flood events. 
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Figure 6.8: Flood hazard rating at different stages of the 2004 Boscastle flash flood 

simulation according to the empirically derived method (left) and the physically 

based experimentally calibrated method (right) 
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Figure 6.9: Maximum Froude number values for the 2004 Boscastle flash flood 

simulation 
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The 2007 Železniki flash flood 

 

Figure 6.10 and Figure 6.11 show a comparison between the empirically derived, and 

the physically based and experimentally calibrated flood hazard assessment method 

for the 2007 Železniki flash flood event. A step-by-step presentation of the assessed 

flood hazard shows the same course of events as can be seen for the 2004 Boscastle 

flash flood simulation scenario, i.e. the physically based and experimentally 

calibrated method predicted a higher degree of flood hazard at every stage of the 

simulation when compared to the results obtained with the empirically derived 

method. This is not surprising, as the 2007 Železniki flash flood was characterised 

with high Froude number flows, which often occur with extreme flooding. This can 

be clearly seen in Figure 6.12, which shows the predicted Froude number values for 

the 2007 Železniki flash flood simulation. In Figure 6.12 it can be seen that Froude 

numbers are relatively high, with Froude number values reaching up to 1 from early 

stages of the 2007 Železniki flash flood simulation. Overall, the results obtained for 

the 2007 Železniki flash flood event agree well with the results obtained for the 2004 

Boscastle flash flood event. These results again indicate that flood hazard assessment 

methods based on a physics-based analysis, such as the physically based and 

experimentally calibrated method considered in this study, should be used for flood 

hazard assessment in areas prone to occurrence of extreme flood events. 
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Figure 6.10: Flood hazard rating at 20, 40 and 60 minutes after the start of the 2007 

Železniki flash flood simulation according to the empirically derived method (left) 

and the physically based method and experimentally calibrated method (right) 
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Figure 6.11: Flood hazard rating at 80, 100 and 120 minutes after the start of the 

2007 Železniki flash flood simulation according to the empirically derived method 

(left) and the physically based experimentally calibrated method (right) 
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Figure 6.12: Maximum Froude number values for the 2007 Železniki flash flood 

simulation 
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It should be noted that the empirically derived flood hazard assessment method 

considered in this study is well established in the UK, and that flood hazard maps 

issued by the governing authorities in the UK (i.e. DEFRA) are based on this 

criterion. The formulae based on empirical or quasi-theoretical studies, such as the 

empirically derived method considered in this study, are suitable and accurate for 

low land floods, with a low Froude number. However, for flood events where the 

velocity conditions change rapidly and the Froude numbers are relatively large, such 

as during flash floods or extreme river floods (see Figure 6.7, Figure 6.9 and Figure 

6.12) then these methods fail to accurately predict flood hazard indices. Instead, a 

flood hazard assessment in areas prone to flash flooding, or in areas known for large 

scale and violent river flooding, should be undertaken using flood hazard assessment 

methods based on a physics-based analysis, because these methods are able to 

efficiently take into account rapid changes in the flow regime and enable a rapid 

assessment of the degree of flood hazard risk in a short time period. 

 

Although the differences between the tested two flood hazard assessment methods 

might seem insignificant for some cases, the difference in the accuracy could be a 

crucial factor when it comes to real life rescue actions and the need to decide on the 

priority areas for the emergency services etc.  The rescue services can acquire much 

more accurate and meaningful information from the step-by-step presentation of the 

development of a potential flood event, or from a video simulation of flood 

propagation, using the physics-based approach for flood hazard prediction, as 

compared to standard flood hazard maps. This is particularly important in the case of 

violent flood events, such as flash flooding, as it allows such flood hazards to be 

more accurately determined and for the emergency services etc. to determine how 

much time they have for a rescue operation, as well as determining the optimum 

rescue routes from a flood prone region. Therefore, flood hazard assessment methods 

based on a physics-based analysis, such as the physically based and experimentally 

calibrated method considered in this thesis, could provide an additional response 

time and more efficient deployment of the rescue services, particularly during the 

most critical stages of flooding.  

 

Even though the use of more sophisticated flood hazard assessment methods can 

improve the prediction of flood hazard indices, the precondition for an adequate 
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flood hazard assessment is still an accurate flood inundation modelling. Firstly, there 

is a need to use appropriate flood inundation models and flood risk assessment 

techniques when modelling specific flood events, such as flash flooding (see Chapter 

4). Secondly, an important factor in flood inundation modelling, and thus flood 

hazard assessment processes, is also the selected grid size. In the study conducted by 

Smith and Wasko (2012), it was shown that model resolutions of up to 10 m were 

adequate for representing peak flood levels, whereas model resolutions of 2m or less 

were required to represent the complex flow patterns in urban areas. This being the 

case, a change in the grid resolution can have a significant effect on the predicted 

flow velocities, flow directions, flow discharge distributions and ultimately on the 

prediction of flood hazard indices (Smith and Wasko, 2012). Therefore, any flood 

hazard assessment should not be focused exclusively on the selection of an 

appropriate flood hazard assessment method, but it should also take into account the 

complexity of the modelling area and the nature of the considered flood flow (e.g. 

the expected hydraulic characteristics of the considered flood flow). 

 

6.4 Summary 

 

The third key research objective was addressed in this chapter, i.e. what type of flood 

hazard assessment methods should be used for assessing the flood hazard to people 

caused by extreme flooding has been considered. Two flood hazard assessment 

methods were tested, including: (i) a widely used, empirically derived method 

developed for DEFRA by Ramsbottom et al. (2006), and (ii) a recently introduced, 

physically based and experimentally calibrated method proposed by Xia et al. (2014). 

These two flood hazard assessment methods were first evaluated against three 

different experimental datasets, including two datasets based on testing real human 

subjects and one dataset based on experiments using model human bodies, and later 

used to assess the flood hazard rating for three extreme flood events, i.e. the 2010 

Kostanjevica na Krki extreme river flood, the 2004 Boscastle flash flood and the 

2007 Železniki flash flood. The obtained  results show that in areas prone to extreme 

flooding, the flood hazard indices should be predicted with methods derived from a 

physics-based analysis, such as the physically based and experimentally calibrated 

method considered in this study. Such methods have a number of benefits since they: 
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(i) consider all of the physical forces acting on a human body in floodwaters, (ii) are 

able to efficiently take into account rapid changes in the flow (or velocity) regime, 

something that usually occurs during flash flooding or extreme river flooding, and 

(iii) enable a rapid assessment of the degree of flood hazard risk in a short time 

period, a feature particularly important when assessing flood hazard indices for high 

Froude numbers flows, such as for the three extreme flood events considered in this 

study. This being the case, flood hazard assessment methods based on a physics-

based analysis, such as the physically based and experimentally calibrated method 

considered in this study, could significantly improve the flood response and rescue 

plans currently in use for areas susceptible to occurrence of extreme flood events. 
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CHAPTER   7 
 

Conclusions and future research 

 

7.1 General conclusions 

 

The research presented in this thesis has been directed towards improving flood risk 

assessment tools for modelling in areas susceptible to the occurrence of extreme 

flood events, and thus laying the foundation for production of more accurate flood 

inundation extent and flood hazard risk maps for areas prone to extreme flooding. 

 

Namely, climate change will have a key role in the intensification and acceleration of 

the hydrological cycle, which in turn is expected to result into more frequent 

occurrence of extreme flood events, such as flash flooding and large scale river 

flooding. These flood events are often associated with trans and super-critical flows, 

and abrupt changes in the flow regime, such as emergence of hydraulic jumps. 

However, standard flood risk tools do not adequately represent such complex 

hydrodynamic processes, which can result in misleading predictions of flood depths, 

velocities and inundation extent and therefore in inadequate flood risk design. In 

addition, there is also a constant growth in the world’s population, with more and 

more urban communities being developed in high-frequency flood zones and areas 

susceptible to occurrence of extreme flood events. This being the case, there is a 

need for more accurate flood risk assessment designs in areas prone to extreme 

flooding, which can be achieved by the implementation of appropriate flood 

inundation modelling tools and suitable flood hazard assessment techniques. 

 

The first research objective of this study was to determine what type of flood 

inundation models should be used for predicting the flood elevations, velocities and 

inundation extent for extreme flood events. In order to reach this research objective, 

the well documented 2004 Boscastle flash flood was simulated using of two different 

types of flood inundation models, i.e. the ADI-type DIVAST model and the shock-

capturing DIVAST-TVD model. Three different model structures were considered in 
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this study, including: (i) a shock-capturing flood inundation model (i.e. the TVD 

simulation case), (ii) a regular ADI-type flood inundation model (i.e. the ADI 

simulation case), and (iii) a flood inundation model based on the “simplified inertial” 

approach (i.e. the SI simulation case). Simulation results from these three different 

model structures were compared to post-flood measurements, which were based 

mainly on observed wrack marks.  

 

Direct comparisons between the predicted flood levels and observed wrack marks 

showed that the shock-capturing model structure (i.e. the TVD simulation case) was 

more accurate in terms of numerical model predictions of the flood peak elevations, 

as compared to the water elevations predicted using the two other model structures 

considered in this study (i.e. the ADI and the SI simulation cases). The ADI and SI 

model configurations lacked the shock-capturing ability and thus inaccurately 

predicted the main hydrodynamic parameters due to the spurious numerical 

oscillations caused by abrupt changes in the flow regime. This being the case, the 

numerical oscillations have swamped the flood wave prediction, and consequently 

resulted in erroneous flood level and inundation extent prediction. In addition, the 

Nash-Sutcliffe model efficiency coefficient was used to measure the predictive 

capability of the TVD, ADI and SI simulation cases, and was calculated using 30 

pairs of observed-simulated values. The calculation of the NSE coefficients further 

confirmed that the TVD simulation case significantly outperformed the ADI and SI 

simulation cases, with an NSE coefficient of 0.9863, as compared to values of 0.8530 

and 0.8684 respectively. The NSE coefficient close to 1 indicated that the TVD 

simulation case results matched almost perfectly to the observed data, whereas the 

ADI and SI simulation cases were less numerically accurate.  

 

The second research objective of this study was to  investigate the appropriateness 

of the “simplification strategy” when used as a flood risk assessment modelling tool 

for areas susceptible to extreme flooding. In order to reach this research objective, 

attempts have been made within this study to improve on the simulation results for 

the ADI simulation case by increasing the value of the Manning’s coefficient. More 

than 30 additional simulations were conducted with the ADI model structure, where 

the value of the Manning’s coefficient was gradually increased until the modelled 

elevations and inundation extent were similar to those of the TVD simulation case. 
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However, the improvements were based on using an artificially high Manning’s 

coefficient to give an acceptable level of accuracy, i.e. the ADI simulation case 

produced similar results to the TVD simulation case when the value of the 

Manning’s coefficient was set to 0.6. As only unrealistically high roughness 

coefficients improved simulation results to an acceptable level, these improvements 

should not stand as proof of appropriateness of ADI-type models for simulating 

rapidly varying flood events. Instead, these improvements should stand as a caution 

against using this undesirable practice, since setting blindly unrealistically high 

values of Manning’s coefficients to improve the results could have a devastating 

consequence in predicting the real extreme flood elevations and inundation extent, 

particularly when designing flood defence structures. 

 

The third and final research objective of this study was to determine what type of 

flood hazard assessment methods should be used for assessing the flood hazard to 

people caused by extreme flooding. In order to achieve this research objective, two 

flood hazard assessment methods were tested, i.e. a widely used, empirically derived 

method introduced by Ramsbottom et al. (2006), and a recently introduced, 

physically based and experimentally calibrated method developed by Xia et al. 

(2014). The two selected flood hazard assessment methods were: (i) validated against 

experimental data, including two datasets based on testing real human subjects and 

one dataset based on experiments using model human bodies, and (ii) used to assess 

flood hazard indices for three different extreme flood events, namely: the 2010 

Kostanjevica na Krki extreme river flood (Slovenia), the 2004 Boscastle flash flood 

(England, UK) and the 2007 Železniki flash flood (Slovenia).  

 

The obtained results show that in areas prone to extreme flooding, the flood hazard 

indices should be predicted based on methods derived from a physics-based analysis, 

such as the physically based and experimentally calibrated method considered in this 

study. These formulations: (i) consider all of the physical forces acting on a human 

body in floodwaters, e.g. drag force, frictional force, gravitational force, buoyancy 

force and normal reaction force, (ii) take into account the rapid changes in the flow 

(or velocity) regime, which often occur for extreme flood events, and  (iii) enable a 

rapid assessment of the degree of flood hazard risk in a short time period, a feature 

particularly important when assessing flood hazard indices for high Froude numbers 
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flows. Furthermore, the recently introduced flood hazard assessment methodologies 

derived from a physics-based analysis, such as the method presented by Xia et al. 

(2014) considered in this study, or the methodology proposed by Milanesi et al. 

(2015), can be adjusted to: (i) a specific body type, such as Asian, Caucasian or 

African-American, (ii) a specific region, such as Europe, USA or China, and (iii) a 

specific sub-population group, such as men, women or children. This being the case, 

the criterion derived from a physics-based analysis, such as the physically based and 

experimentally calibrated method considered in this study, can provide valuable 

information on the response time and enable more efficient rescue operations. 

Namely, these criteria are highly adaptable to extreme flood conditions and human 

body characteristics, and can therefore provide an accurate real-time assessment of 

the risk to people caused by real-time extreme flooding. 

 

All in all, the main finding of this research can be summarised as following: 

 

• shock-capturing flood inundation models should be used for predicting flood 

elevations, velocities and inundation extent for extreme flood event scenarios 

that are characterised with high Froude number flows (i.e. Froude number 

near or above 1) and/or abrupt changes in the flow regime, such as hydraulic 

jumps; shock-capturing models apply artificial diffusion terms in the solution 

procedure, which ensure the stability of the computational process and enable 

the computation of any shock waves or discontinuities as part of the 

numerical solution; these model features enable more reliable predictions of 

flood depths, velocities and inundation extent for rapidly varying flood events 

(e.g. flash floods) when compared to the ADI-type models, which are prone 

to the generation of spurious numerical oscillation in the model solution for 

such modelling scenarios; namely, ADI-type models usually need additional 

modification of the modelling domain in order to obtain stable solution when 

modelling high Froude number flows or flood scenarios with abrupt changes 

in the flow regime (e.g. hydraulic jumps), such as applying of patches of high 

roughness  in order to decrease the velocity of the flow and thus dissipate the 

energy of the flow, which in turn can dampen out the numerical oscillations; 

however, this can be highly dangerous practice (see the next bullet point) 
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• the application of the “simplification strategy” considered in this study (i.e. 

increasing the roughness coefficient in order to improve oscillatory results) is 

inappropriate and potentially extremely dangerous, as there is no known 

procedure in determining the value of the Manning’s coefficient which will 

improve on the accuracy of the simulations results to an acceptable level; 

therefore, such practices should not be used as a flood risk assessment 

modelling tool when analysing flood events with rapid changes in the flow 

regime or modelling high Froude number flows, as the corresponding flood 

simulation results have no scientific or engineering basis; moreover, this is 

particularly dangerous when modelling in the areas where there is no or 

limited validation and/or calibration data, which is usually the case when 

modelling in the areas prone to flash flooding 

 

• in the areas prone to occurrence of extreme flood events, the predictions of 

flood hazard risk indices should be conducted using criteria derived from a 

physics-based analysis, such as the physically based and experimentally 

calibrated method considered in this research; these formulations consider all 

of the physical forces acting on a human body in floodwaters, take into 

account the rapid changes in the flow regime, which often occur for extreme 

flood events, and enable a rapid assessment of the degree of flood hazard risk 

in a short time period, a feature particularly important when assessing flood 

hazard indices for high Froude numbers flows; furthermore, these criteria can 

be adjusted to a specific body type, a specific region, or a specific sub-

population group 

 

7.2 Research impact 

 

The research presented in this thesis could have significant impact in the near future 

on the flood risk assessment procedures currently used in areas prone to occurrence 

of extreme flood events. For example, the research outcomes have already attracted 

great interest from Natural Resources Wales (previously Environment Agency 

Wales), as the majority of Wales is highly prone to flash flooding. The Natural 

Resources Wales is the governing body in Wales for issuing flood inundation extent 
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and flood hazard maps, and commissioning flood risk assessment studies for urban 

communities within Wales. Their interest is to test the findings presented in this 

study on sites in Wales, and afterwards decide whether the modelling and flood 

hazard assessment methodologies proposed in this thesis significantly improve on the 

accuracy of the results when compared to standard modelling techniques (i.e. ADI-

type flood inundation models and empirically based flood hazard assessment 

criteria). This being the case, in collaboration with the Natural Resources Wales the 

main findings presented in this thesis are currently being tested on two locations in 

Wales. The modelling of the first site (i.e. Borth, West Wales) has already been 

completed, and the modelling results are very similar to results obtained for 

Boscastle and Železniki case studies presented in this thesis. The modelling of the 

second site (i.e. Ebbw Valley) will commence in due time. If the results for the 

second site do not differ significantly from the previously obtained results, then the 

Natural Resources Wales will most likely start wider debate on improving flood risk 

modelling techniques for areas prone to flash flooding. Consequently, this might 

change the flood risk modelling procedures currently in use by flood risk 

practitioners in Wales, and thus lead to implementation of the main research finding 

presented in this thesis as the standard modelling procedures when modelling in 

areas prone to the occurrence of flash flooding. 

 

The research presented in this thesis could also have a relatively significant 

economic impact. In the UK, millions of pounds are spent annually for insurance 

claims and damage repair. Furthermore, once the property gets flooded its value can 

drop quite significantly and flood insurance premiums can increase drastically. Also, 

it can be difficult to sell or secure a mortgage for a property that was flooded or is 

close to previously flooded areas. All this is particularly problematic in areas prone 

to occurrence of extreme flood events due to lack of adequate flood risk assessment 

schemes. Therefore, production of high-resolution flood inundation extent maps for 

urban communities vulnerable to extreme flooding could better equip Government 

and the insurance industry in the development of more detailed flood insurance 

schemes.  Such schemes could more accurately define the financial burden due to 

flood risk, and thus reduce the amount of insecurity that is currently present with 

people living in, or near, high-risk flood zones. In addition, more accurate flood risk 

tools could lead to revaluation of property prices, as more detailed flood maps could 
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show higher degree of flood risk for many existing properties. Even though this 

could lead to dissatisfaction among general population due to decrease in the values 

of their property, it would also allow people to become more aware of potential risks 

when buying a particular property. Furthermore, as high-risk flood zones could be 

identified more accurately, new homes could be built in areas less endangered from 

flooding. This being the case, less money would be spent on flood protection design 

and flood insurances, and such homes would be more attractive for buyers and 

therefore reach higher prices. 

 

Finally, the research presented in this thesis could also have significant impact on the 

general population and society. Namely, more accurate flood risk management 

schemes would lead to a more detailed flood protection design. Furthermore, new 

housing communities could be developed in such a way that they are completely 

removed from high-frequency flood zones, as these would be more precisely defined 

and recognised. All this, in turn, should enhance the quality of life, as it would 

provide a safer living environment for people living in urban communities in areas 

prone to occurrence of extreme flood events.  

 

7.3 Recommendations for further study 

 

Even though this thesis addressed several topics, it was not possible to investigate all 

potential areas of interest due to software and data unavailability, and time 

constraint. Therefore, a number of considerations are recommended for further 

research. 

 

Extreme flood events are very poorly monitored events due to their relatively rare 

and usually sudden occurrence, and extremely violent nature. This makes these flood 

events very difficult to predict and even harder to model, particularly since there are 

limited data available to test various models. Due to rapid occurrence and the violent 

nature of extreme floods, there is little time to respond and acquire data for 

subsequent model verification. During extreme floods government agencies and 

emergency services understandably have to concentrate on saving human lives and 

limiting structural damage, rather than collecting data for future studies. This means 
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that limited attention can be paid to collecting data for extreme floods, which would 

be ideal for setting up numerical models and improving flood protections for the 

future. Therefore, future studies are encouraged to further expand (i) the 

development of more advance and more enduring measuring equipment (such as 

stream-gauges), which could survive the devastating force of extreme flooding, and 

(ii) the development of remote sensing techniques for post-flood surveillance, such 

as the use of LiDAR or drones for mapping flood inundation extent. In addition, it 

would be also interesting to develop detailed extreme flooding databases, where 

there would be collected post-flood measurements and observations for specific 

flood events. 

 

However, the lack of data for extreme flood events will most likely remain a 

challenge for flood modellers for the foreseeable future due to the aforementioned 

limitations and practical difficulties in collecting data for such flood events. 

Therefore, there is an urgent need to improve our knowledge of extreme flood 

processes and drivers. This being the case, further research is needed to determine 

the precise hydrological and topographical conditions as to when shock-capturing 

algorithms are needed. This should focus on determining the topographical and 

hydrological indexes in the areas prone to extreme flooding, which would stand as a 

guide as to when to use regular type flood-modelling (e.g. ADI-type models) or 

extreme flood event modelling (e.g. shock-capturing models). Determination of these 

indexes, coupled with the correct flood modelling scheme, would lead to a more 

realistic flood modelling in river basins prone to occurrence of extreme flood events, 

and thus better equip flood risk practitioners in their planning and decision making. 

 

Heavy precipitation is generally the main cause of flooding. Even though numerical 

weather prediction has progressed immensely in last decades, there are still 

difficulties in predicting local weather extremes and further translating these to 

model inflows. Therefore, further researchers are also encouraged to improve our 

knowledge of predicting extreme weather events, which can results into extreme 

precipitation, rapid runoff and consequently to extreme flooding. Furthermore, once 

our knowledge of predicting extreme weather events is improved, future research 

could also concentrate on linking meteorological, hydrological and hydraulic 

modelling, and thus try to develop an advanced extreme flood alert system, similar to 
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the European Flood Awareness System for large European watercourses. Such 

system would aim to predict local weather extremes, estimate potential runoff and 

finally produce flood elevations and inundation maps for the endangered areas before 

the actual flooding would even take place. This would then provide the emergency 

services with enough time to develop efficient flood response and rescue plans, and 

prepare the general public for the danger of the potential extreme flooding.  

 

There is also need to further improve flood hazard assessment methodologies for 

areas prone to extreme flooding. The switch from the use of conventional methods to 

recently introduced physics-based methods should only be considered as the first 

step. Further studies are encouraged to develop even more accurate methods by 

including more detailed representations of human body characteristics and more 

complex flow conditions, such as considering local turbulences in the flow. 

Furthermore, future research should also concentrate on how to qualitatively include 

the effect of the floating debris into the flood hazard assessment criteria, as this area 

of research has been practically unexploited so far. Finally, future experimental 

studies are encouraged to develop more realistic testing conditions, which would try 

to exclude the experiment limitations currently present (e.g. training, over-use of 

safety equipment etc.), and thus provide the researchers with the experimental data 

that would be more comparable to the real-life situations. Such data could then be 

used for further development of new and even more sophisticated flood hazard 

assessment methodologies. 
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