CARDIFF

UNIVERSITY
PRIFYSGOL

CARDYB

This is an Open Access document downloaded from @RCardiff University's
institutional repository:https://orca.cardiff.ac.fud/eprint/102384/

This is the author’s version of a work that was sutted to / accepted for
publication.

Citation for final published version:

Oliff, Harley and Liu, Ying 2017. Towards industey.0 utilizing data-mining
techniques: a case study on quality improvementucedia CIRP 63, p. 167.
10.1016/j.procir.2017.03.311

Publishers page: http://dx.doi.org/10.1016/j.pro20317.03.311

Please note:
Changes made as a result of publishing processe$ su$ copy-editing, formatting
and page numbers may not be reflected in this varsFor the definitive version of
this publication, please refer to the published sma1 You are advised to consult the
publisher’'s version if you wish to cite this paper.

This version is being made available in accordamdth publisher policies. See
http://orca.cf.ac.uk/policies.html for usage pobsi. Copyright and moral rights for
publications made available in ORCA are retainedthg copyright holders.




I"HSYHEY' () %S (/S 0S1 '/ +-1)2 (

1"#$%"$E&H#'$) (

Procedia CIRP 00 (20/) 00GE000
www.elsevier.com/locate/procedia

The 50th CIRP Conference on Manufacturing Systems
Towards Industry 4.0tili zing DataMining Techniques: a Caséusly on Quality Improvement
Harley OIliff*, Ying Liu®.
8\iechanical andManufacturing Engineering, Cardiff University, CafffiUK, CF22 3AA

* Corresponding author. Tek44(0)7446 10398(E-mail addres: OliffH@cardiff.ac.uk

Abstract

The use of datanining as an analytical tool has been increasigdéent years; and tlemergence of new manufacturing paradigms such as the
Industry 4.0 initidive have led many smaller manufacturrdook at utilizing these powerful techniques; howeyeactical applications are
still in their infancy, and remain out of reach for manytlafse smalmanufacturing enterprises (SMEG#)is paper focuses on methods to
integrate these emerging paradigms into existing manufacturowegses, specifically, how dataning principles may be used to begin to
explore the concept of Intelligentaviufacturing under Industry 4.0; with a focus on improyingduct and process quality.

In collaboratiorwith an industrial partnea respected manufacturer of household electronic appiialechniques were developed using epen
source and freehpvailable software, running oreadily availablehardware and using only existimatacollection points, that were able to
provide actionable feedback which could be used to make improvementsianbécturing operations; and to increase produalityuThis
paper serves as evidence that the ability to utilise these techrigjuew within reach ofiumerous smallemanufacturing operations, and
provides a further understanding of how moves towards fully Industry 4.0 rezidyida may be made in the yetoome.

© 2017 The Authors. Published by Elsevier B.V.
Peetrreview under responsibility dhe scientific committee of The 50th CIRP Conference on Manufacturistgi8g

Keywords:Industry 4.0; DataMining; Intelligent Manufacturing.

1.lIntroduction networks of distributed cordl, and to seladjust and self
correct should problems arise.
The principles of data and text mining are long lesthed The objectives have been prompted, in part, by themting

and well understoadHowever, the resurgence in popularity of pressures and challenges facing manufacturing industries in the
the field -due to recent successes in the field of machin@ew era. There is a massively increased demand for high
learning algorithmg31] has paved the way for this posied  quality, bespoke productg33], developed using sustainia
new tool to be adopted bydustry. This forward thinking, and efficient methodologies.olmeet this demand, intelligent,
combined with the developmenf the relevant technologies reconfigurable systemseed to be developed.stmates by
[28] and the ety into the age of Obitatad [27has shifted the government agencies put the potential gains in efficiericy o
ability to make use of these powerful methodologies beyonduch processes as high396.
the bounds of academic institutions. Initial steps have been taken in the implementatdn
The Olndustry 4.00 methodology laid out at 2B&3 intelligent systems, and many companies with large
Hamburg world fair [42]has developed into a focused and manufacturing requirements have begun to explore the
unique objectiveThe &rm, coined by the German government potential of this aref], however, the vast investments needed
to describe their ongoing vision for manufacturingilst this  [26] both in capital andkélls present a significant obstacle.
concept is multfaceted and often open to interpretation, thereThrough this research, we outline a methodologydimpathe
exigs a clear theme afitelligent manufacturingwhich makes  principles of datanining andutilize them to support decision

use of advanced computational technologies, and thgaking with respect to quality, at both the componeamd
advancements in digital systems and machine learninggntrol levels.

processes to support decision making, runsefficiently via

22128271© 2017 The Authors. Published by Elsevier B.V.
Peerreview under responsibility dhe scientific committee of The 50th CIRP Conferencéanufacturing Systems
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2 ILiterature Review ofO Industry 4,0and both Theoretical and Technological
advancements are being seen at an ever increasingvaite
2.11Big Data & Industry 4.0 research focuses includeovel automationcontrd systems,

with  a focus on, decentralization, virtualization,
Since itsintroduction, the Industry 4.(itiative has been reconfiguration, and adaptabilityf29, 9, 18 35]; the
widely discussed and in the authoopision has migrated into  development andpgication of machine learning arattificial
the role of a popular science buzzword to simply relatentelligences [32] andvirtual and agmented realitpystems
emerging digital and advanced manufacturing techne®gi \hich are beig used to bridge gaps in geography, knowledge
The initiative is broad, and a significant volumefotused  anq skill level[24]. In addition, other enabling technologies
research remains until such a paradigm caedkzedf indeed 554 associated fields of research have also seen renewe
it is possible to develop a system in line with the Industry 4.0 arest and novel ideaslgorithm developmenand sftware

initiative in its current form at all. : : :
) , engineering [36] have bothseen a variety of successful
Much of the shift toweds Industry 4.0 has been driven by _ o cin previous years.

the emergence of OHataO, and the issues associated with the . . .
. ; ; ; : Current implementations have demonstrated adaptive
way industrial operations collect, manage and imtgrfheir : . ) ..
scheduling, realime modelling of processes, and Decision

data_remain prevalenf]. The concept ofbig data and a§|upport Systemghat have been used to refine processes and

considerations of how to deal with such large datasets is dosi deedasifi dies in thi h
intrinsic challenge of any system operating in an Industry 4.§omponent design. Indeedgaificant studies in this area have

environment as it typically renders traditional statisticalf®Sulted in a variety of frameworks by which to classifyl a
processing methods useless due to its complexity and she@faluate such emerging systef88]. The 5COs architecture,
size. proposed by Lefl7], outlines the different intelligence levels

Hilbert [13] outlines five main characteristics with which to achievable, and their associateghnologies and capabilities.
describebig data Volume the quantity of generated and stored This architecture is illustrated in Figure.1.
data. Variety, the type, and nature of the dat&/elocity, the
speed at which the data is generated and procesaedbility,

The consistency of the data/eracity, the quality of the
captured data, which can vary massively between devices or
even individual sensors. These five features ofdaita present
sutstantial challenges [5, 39jut are the source of its massive
potential.

It is well known that the rate of data generation, eapand
storage is continually increasifit], and soorthe volume of
data generation in this field will require the consideration of
potentially unbound datasets and continuous data stif@dis
However, despite the vast amounts of information that is being
generated, relatively few companies involved in the
manufacturing sector are utilizing this d§ta].

Current research effor{®, 26] have attempted to provide
comprehensive definitions of thecessary chiteriaf) that need Many of the aforementioned technologies still reguir
to be met, across all areas of the busin&bers have
attempted to illustrate how the paradigmlwié implemented
in the future [4123]. However, Industry 4.0 is a mulféaceted
problem, and it is unlikely that all asgecof it will be
applicable to all businesses.

Figure.1. The 5COs architecture. Figure reproduced g

significant development before they become realistigse on

an industrial scale, and as such are of limited use to those
without the funding to conduct their own researchdekd,
many obstacles to the revolution will become appacety
once the resech reaches a commercial levisisues such as
standardization[37] and validation [10] of such novel
architectures are likely to further impede

) ) ) . progress for those manufacturing facilitiesithout the
Intelligent Manufacturing describes any manUfaCt”””gnecessary resources: as athical concerns and giitical
processes which involve a degree of computational,iarentions [40].

intelligence. This can be via the use of embedded sensors as \ypjist the area of Intelligent Manufaging is itself a multi
the case of Id technologie$3], and cover the use of analytical t5ceted problem, the recurring element that underpingiratic

techniques on historical process data to provide Knowledggis reyolution is the collection, utilization and understanding
Discovery and support decision making within manuféio ot gata or the study of Olnformatics”; almost all of the areas
systems [15, 19] or, ultimately, the development and ji\keq with the intelligent manufactugrresearch area rely on
implementation of full CybePhysicaiSystems [20], @  he capture and analysis of data in some way. To this end the
synthesis of physical and digitsichnologies across the entire \,qq of advanced data analytics and machine learning is a ke:
manufacturing system; and necessary associated 16gl#®  o.hnojogy to develop to further these other technologies; and
and frameworks. the next step in this chain lies inilizing the vast reserves of

Intelligent manufacturig itself encompasses Many yaia through data mining and knowledge discovery, to better
emergingtechnologies and processést are considered Opart | \4arstand these manufacturing processes.

2.2lIntelligent Manufacturing
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2.3lIndustry 4.0 in SMEOs applicable and implementable to many manufacturing
processes.
Initial steps have been taken in the implatagon of

inteIIigent systems [12]5\nd their appearance in marmtaing Table 1. Attribute descriptions for the providededett.

operations globally is ever increasing. Attribute Data Type Description

Smallscale implementations have achievadccess but Line Nominal The production line used fo
tend to focus on specific tasks, such as control of motais a manufacture
actuators to maintain process parameters. With a lack ofvodel Nominal Theidentifying model code
underStandmg atthe proceSS|eca Date Date Datestamp of each instance

The reality is that few companies have the necessaryFauItGroup

L . Text The Group of faults into which the
systems and capital in place to make leaps such as thidsseri P

specific fault falls, typical values

operational processes, arithd themselves presented with scratch/damage, electrical, fit, etc.
substantial barrlgrs with respect to access. Due tcHﬂ,Tesxz.ope Fault Text Details of the specific nature of th
of the echnologies and methodologies, and substantial costs fault

involved andlack of understanding and competence with goneqy Text Details of corrective action/disposa

advanced manufacturing techniques, at the emplieyed{1].

The current literature highlights a gap in the aggiion of
these technologies. The rate of technological advancement i
this area is outpacing its adoption in the manufacturing sector,
as the challenges associated with practical use prevent many of-"ame
thesmaller operations fromtilizing these advancements. With
this in mind, the following process was developed and
validated using a case study, to seek to overcome many of the The process focuses on building an analytic model to

Remedy Detail Text Additional notes on corrective actio

r?erial Number Nominal The unique serial number of th
affected product

Nominal The surname of the quality engine
entering the data

common barriers to access. produce a set of rules to be used as a decision support systen
thus targeting th€ognitionlevel in LeeOs 5COs architecture. A
3.Process Development flowchart illustrating the steps of the proposed processbe

seen in Kjure.2.

This section outlines the apprch taken by the authots
develop a system within the confines of the existing system to
implement datanining to focus on the discovery of patterns
and knowledge with which to provide a decision support
system to the production engineers, with a foausngproved
quality. A system model that provides insights to support
decision making meets the necessary criteria ottgmnition
level of the 5COs architecture, demonstrating a level of
intelligence.The research was conducted with the support of
an indwtrial partner, a small manufacturing enterprise that
produces washing machines and turdiigers, in a range of
models.Discussions with our Industrial partner led to a dist
criteria to meet as followsthe process must be builtcaind
the use of arcled dataas automated digital collection of the
data would require significant investmghhe process must be
developed taitilize readily available toolsThe process must
run without interference on established computing harewa
within the facility.

Following discussions, a dataset was provided whic ) ) .
consisted oé collection ofe-work records consisting of brief, The process will use the WEKA (Waikato Environment for

textual descriptions of observed faults, and the actions taken Wowledge Acquisition) dat.mining software. WEKAis _a .
correct these faults. This was supported by supplen)entarpowerfm’lava based, analytical tool focused on the application

nominal attibutes; such as the model number, the date etc. Rf datgmining techniques  to . F"FMIS- Whilst  many
full list of the attributes can be seenTiable.1. professional and supported datening software~ packages
Each instance in the dataset was representativesinfgte exist, WEKA offers distinct advantages to SMEOs in that it

fault, and the data could be provided at a daily mateny quick and easy to implement and access; easy to use; an

specified combination thereof, édiwith significant historical requires zero financial investment.
archived data to support and train. Based on the nature of the

available dataset, a process was hypothesised that would enapit!Case Sidy

the necessary preparation and knowledge extraction oéthe d
Once validated through the castedy, the process would be

Figure.2. Flowchart illustrating the proposed system.

The manual dataollection methods resulted in data
delivery in a discrete time period, typically daily. As such,
software with which to perform this analysis was chosethe
basis of its albity to handle datasets rather than continuous data
pstreams.

Preprocessing of collected data is frequently necessary to
improve accuracy and reliability of predictions. No standard
datacollection methodologies exist, and the approach was
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necessarily heuristic. It was decided after careful examimati considered preliminarily for this research, due to their ease of
of the daaset thatas the dataset was only concerned withconstruction and interpretation.
failures and problems that had occurred, there was little Two main variations were testettie PART algorithm, a
variation in the sentiment and style of the textual information.imp|ementation whin WEKA of the C4.5 algorithni25]

_ The vast majority of instances all described sommfof  \yhich uses alivide-and-conquerapproach tduild a decision
failure, the variance being the cause, and they werieally  tree, before Opruning® the unnecessary structures thihi

written by the same operators describing the sasuess and  ee: andtie JRip or RIPPERRepeated Incremental Pruning
hence were syntactically and stylistically similar. To overcomg, produce Error Reductigralgorithm(8].

this, itwas decided to treat each instance of textual inddion An initial sample of the dataset containing 100Qdnses

nominally; that is, instead of separating each instance out ang qajity control entries had been used to validate the pre
using abag of wordsapproach, the text contained would act in 4 cessing techniques, however, it was necessary to determin
the same way as any other nominal value. The-baked  he optimum dataset size, as both too many instances and to
learning algothms would then be able to build a classificationte\, couid led to inaccurate models. A 6000 instance dataset
model based on the frequency OT the attnbutg val@mbute was prepared using the relevant-precessing techniques, the
values that occur frequently within the same instandeeate  pART and JRip algorithms were then run and evaluasint

a relationship betweethe attributes. a 10fold-crossvalidation, and the number of instances
The Fault Groupattributewas selectedotact as our class. reduced between iterations. &hpercentage of correctly

attribute, and describes the category of fault recorded. Typic@|,ssified instances, when evaluated, is plotted for both
values include: OfitO, for faults involving assembly failures, a'?ﬂjgorithms in Figure.3a.
Oscratch/damageO, where components are damaged aNdrne regylits of this preliminary assessment indicttiatia

unusable. Multiple factors may contribute to the omere of o456t size exceeding 5000 instances leads to negligible gain
these faults, andnaaccurate model would produce a set ofiy model accuracy foboth algorithms. This corresponds to

rules, indicating how the diffe_rent atFribute valuestiefice the approximately 10 days; an approximate working fortnight's
faults observed to be occurring. This rule set can bieeased  \1th of records.

as a decision support system, supplying information & th
processenginees about the observed procesdbsough the
construction of an Ishikawa diagraam established quality and
process control technique. The presentation of the analysis in
this waywill enable multiple rules to be visualized as thesal
factors of each category branch the diagram.

It was necessary to convert the textual data to the
lowercase and remove all spaces, to prevent the algorithm
distinguishing between different capitalizations or descriptions
of thesame problem. fie WEKA software considers the same
value written in theippercasea different value.

Consideration must also be given to outlier detectio
infrequently occurring events that may lead to inaccuracies in
the model. Using th&emoveFrequentValudiiter, instances
with unique attribute values that occur only oncéhim dataset
can be removed. THaterquartileRangdilter was then applied

to isolate and remove any other mfrequent Instances. Figure.3. Percentage of correctly classified instaregainst the number of

Feature Selection in this instance was deemed urseges
- ; L inst : luated using *old- lidation b) Evaluged usi
due to the limited number of attributes within the dataset. - apvaluated using crossvalidation b) Evaluted using

However, consideration was given to the attributesald Isolated Test Set.
be used to extract information. Several attributes exhibited little
variation, and others, it was clear, had little informatmaoffer

in terms of assembly faults. As such these attributes should i
removed to minimise noise.

By logically partitioningthe dataset into a decided time
ep, both shortterm and long term patterns may be
iscovered, by considerirthe duration over which the data to
be analysed was collectethe process also aims be self
validating: As rules are uncovered and used to make decisions
and take corrective actions, where the source of failure is
resolved, the rules will change to reflect different pageas

Ext.enswe literature ex's_t,s covering a wide rang_etha‘ the prevalence of the resolved fault will decrease in dtaset.
techniques that may be utilised as a part ofda® mining | orger for this to remain true, each subsequent set e rul

processA major family of dgorithms are those which focus on produced via the method outlined must be considered to
Rule Based learning\s explained by22], thesealgorithms  sypersede the previous set in terms of validity; the necsnt
are the oldest; some of the simplest; and work by usinget js the most accurate analysis of the current state.
mathematical relationships to determine a set of Orlje One potatial issue with using arossfold-validation
which to classify the data. As the computimgwer available technique for model evaluation is that ofedfitting, models
continues to increase, these algorithms are becomingsted on the data used to train them often learn the pattern
increasingly complex These types of algorithm were within that dataset, but perform worse when testecHata
collected at a different instance in time. To remove this factor,

3.21Algorithms
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and isolatedrestSetconsisting of 1000 instances was ¢egh patterns contained in any future datasets produced. To
and used to evaluate the PART and JRip algorithms in the sardemonstrate this, a further dathsentaining the entries from
manner as before. The results are shown in Figure.3b 3 days of runtire, a Set of Rules was produc&tiose with the
The results of the TeSet evaluation supported the highestcoverage(a metric which expresses the number of

conclusion that increases in accuracy are negligible when therrectly classified instances in comparison te trumber
dataset size begirte exceed 5000 instances. The accuracy ofncorrectly classifiefiare shown in Table.Rules with a high

the JRip and PART algorithms for the 5000 instance tests weggyerage, are not only prevalent in the dataset (and hence occt
94.5% and 96.0% respectively. frequently), but are also those which the generated hisde

] able to predict with the highest degree of accuracy.
3.3!improving Model Accuracy

Table 3. Rules Generated by the final model

Two method®f improving classifier accuracy are bagging and g Class (ult Group) __ Coverage
boosting which are both methods tlfelt into the category of . _
. - . . Fault = Plinth Fit 15.7/0.0
ensemble learningstandard classifiers build simple models of  AnD Model = 85969
the data, yvhereas, in ensemble learning, multiple base modeIsFauIt:Timer knob AND it 31.3/0.0
are combined to produce an amalgamated model. Model = 74628
ngglng InVOIV.eS the creation of new datasets fd.nme Fault = Door Assy Fault ~ Scratch/Damage 45.5/0.0
classifiers. In bagging, a dataset\instances (wherl is the AND Remedy = Change Par
size of the original dataset) is created by randoméwihg Fault = Drum Fit 175.0/9.0
with replacement. The replacement means that inssaftom AND Model = 74628
the original dataset may occur more than once, or not at all. Remedy = Retestuto Auto Test 213.0/0.0
Thesemodels then utilise goting system to fully develop the _
’ s Remedy = Fit Part Missing Part 13.2/0.0
final classifier. a
Co . . . AND Date = 13/11/2015
Boosting involves the creation ofseriesof classifiers, - o
where each in the series is given a different tngjrsiet that is ANRDelgnestgy:_lg;a.igélS Missing Part 9.0/0.0
based on the performance of the preceding classifiatstheir _
Fault = Worktop Fit 34.9/0.0

prediction errors. Instances that were incorrectly predicted in
previous models are given a greater weighting than those
classifiedcorrectlyand are more likely to be chosen for future o )
datasets. In this way, the classifier becomes iterativetier, Fom Table.3, several insights can be found dirgetlshout
by focusing more heavily on the weaker areas of its learning &f€Use of additional quality tools. For instance, the model
successive stageBo implement these two ideas into WEKA, highlights that thélinth component on the 85969 model
algorithms exist in the WEKA toolkit, theAdaBoostM1 Produced by the company is a frequent source of failure,
algorithm to boost a classifier, and thegging algorithm specifically relatilg to the fit of the component to the product.
[6,25]. _

The 5000 instance datasess tested using bagged and 4! CaseStudy Insights
boosted versions of the algorithms. Whilst running the
computations, the AdaBoostM1 algorithm, when used with the ~ The aim of this case studyas toestablish how best to
PART algorithm, would cause WEKA to run out of heaputilise data mining to improve assembly and quality control
memory. Whilst it is possible to woraround this issue, the Processes; to allow them to be implemented into existing
concept of this case study was to produce a simplified angystems, with aninimal impact.
eas”y imp]ementab]e procedure, and the necessary Validatedresultshave been prOdUCBd whiclan be eaSily
understanding of Computation was Judged to be excessive. Tﬁ)@interpreted and become actionable pieceS of information. To
results of the bagging and boosting and their effectshen this end, the proposed system can be said to demonstrate a

accuracy of the developed models can be seen in Table.2. effective Decision Support System and qualifies at the
cognitionlevel in the 5COs architecture; demonstrating a level

Table 2. Accuracies of the Bagging and AdaBoostMiarakgorithms. of intelligence in-line with the Industry 4.0 initiativeln
addition, he casestudyaimswere fully met:the final system

AND Remedy = Refit

Algorithm Bagging Accuracy AdaBoostM1 Accuracy o . .

: is implementable, works with archived data, and has a low
JRip 95.4% 97.3% computatioml requirement by designThe approach is
PART 96.9% - adaptable, ands long as suitableare is taken to correctly

partition the data and understand the effect that this partitioning
3.4!Decision Support Generation will have, the method can be used to determine aruasber

of different patterns depending on how the dataset is divided
A validated process now exists by which to produceodet;  initially. Additional study of outlierdetection ancadvanced
consisting of a set of rules, that can be used to supposiaiesi algorithmscould further refine the results, howewée global
regarding product quality issues. The JRip algorithm tne ~ Model accuracy and high coverage of the drawn ceiwis
Boosting technique (to improve accuracy), can bed use lead to considerable confidence that the results suppoft real
produce anaccurate model, with a sufficient degree ofWorld trends.
confidence. The model is trained using a 5000 instance dataset. Whilst  the - methods  developed derstmted the

This model can then be used to make predictions tatheu possibility of using datanining in this way, they are by no
means ideal, and several challenges remain to beawer
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The process is very much a demonstrationsopervised
learning, and whilst valid, it requires significantman input,
in terms ofboth processingand interpretatianThe next logical

step in the evolution of this process Wwbile an automated

[15]( Lee, J., Bagheri, B. and Jin, @Q16. Introduction to cyber
manufacturingManufacturing Letterss, pp.1115.

[16](Lee, J., Kao, H.A. and Yang, S., 2014. Service inriomaand smart
analytics for industry 4.0 and big data environm&nbcedia CIRP16,
pp.38.

system, whiclwould perform the necessary corrective actionsji7j(Lee, J., Bagheri, B. arigao, H.A., 2015. A cybephysical systems

or notify quailty and process engineers of emerging trends.

5. Concluding Remarks

architecture for industry 4-Based manufacturingystems.
Manufacturing Letters3, pp.1823.

[18]( Leit«o, P., 2009. Agenbased distributed manufacturing control: A
stateof-the-art survey Engineering Applications dirtificial
Intelligence 22(7), pp.979991.

As explored previously, many manufacturing entegsis [19]( Mi, M. and Zolotov, |., 2016, February. Comparisoveen multi

are keen to adopt principles witelligent manufacturingbut

are presented with a barrier to doing so. This work prese
evidencethat some of these barriers preventing such adoptio

class classifiers and deep learning with focus on industry 42016
Cybernetics & Informatics (K&Ifpp. 15). IEEE.

rﬁ%O]( Monostori, L., 2014. Cyhephysical production systems: roots,

expectations and R&D challeng&socedia CIRR17, pp.913.

may be overcome with considered use of freely aviailab [21]( Moran, K. 2012Data analytics for manufacturingxdvanced

software and existing datd@he industry 4.0 initiative places

significant emphasis on the utilisation data to fortelligent

systems and prosses, and by exploring the ways in which

Manufacturing Technologyvol.5.

[22]( Nosofsky, R.Metal. 1994. Comparingnodesof rule-based
classification learning: A replication and extension of Shepard,
Hovland, and Jenkins (196 Nlemory & cognitionVol 22. pp.352369.

companies may utilise their existing records, such an intetligen23j( pan, M., Sikorski, J., Kastner, C.A., Akroyd, J., Mash, S., Lau, R.

system has been presentet/hilst in this instance, the

methodology proved useful, countless variations
manufacturing processes mean that sucioblem is difficult

to generalize to all processes, and significant further work is

required in this field to realise the full potential ofdlligent
manufacturing.
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