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ABSTRACT: We present a potential model that has been
parametrized to reproduce accurately metal−metal oxide
interactions of Cu clusters supported on ZnO. Copper
deposited on the nonpolar (101 ̅0) ZnO surface is investigated
using the new pairwise Cu−ZnO interatomic potentials
including repulsive Born−Mayer Cu−O and attractive Morse
Cu−Zn potentials. Parameters of these interactions have been
determined by fitting to periodic supercell DFT data using
different surface terminations and Cu cluster sizes. Results of
interatomic potential-based simulations show a good agree-
ment both structurally and energetically with DFT data, and
thus provide an efficient filter of configurations during a search
for low DFT energy structures. Upon examining the low
energy configurations of Cu clusters on ZnO nonpolar surfaces for a range of cluster sizes, we discovered why Cu islands are
commonly observed on step edges on the (101 ̅0) surface but are rarely seen on terraces.

■ INTRODUCTION

The Cu/ZnO system is of great interest in the chemical
industry due to its wide use in the synthesis of methanol,1−9

methanol steam reforming,10 and water−gas shift reaction.11

The production of methanol was estimated to be 65 million
tonnes per year in 2013.12 Moreover, the number of
applications and uses for ZnO ranges from electronics to
catalysis,42−45 and, recently, solar radiation absorption
applications have been suggested through SiC sodalite cages
inside a ZnO cage.46 Because of its commercial use, this system
has been widely studied both experimentally1,7,8,10,11,13−25 and
theoretically,26−38 with an emphasis on copper deposition on
the ZnO polar surfaces, which show high catalytic activity in the
methanol synthesis process. However, the nonpolar ZnO
surfaces make up ca. 80% of the total surface area,39 and are
easier to model as they do not present a dipole moment across
the slab nor show strong atomic reconstructions,40,41 which
makes them ideal to study the growth of Cu on ZnO surfaces.
In this study, we develop and apply a new interatomic potential
(IP)-based model for the Cu/ZnO system that matches
experimental observations and is proposed for future modelling
work on its complex physicochemical properties.

Experimentally, STM studies by Dulub et al.21 and Patterson
et al.22 have revealed the morphology of Cu supported on the
(101 ̅0) ZnO surface. In agreement with earlier work,21,47,48

clean ZnO surfaces were found to exhibit a high density of
steps, running mostly along the [001] and [12 ̅0] directions. In
the following discussion, we identify steps by their normals in
the surface plane, that is, normal to the direction in which the
step runs. The stability of these features has been demonstrated
in our recent work40 using a combination of IP and density
functional theory (DFT) based methods. Upon deposition on
the (101 ̅0) ZnO surface, Cu nucleates (at low coverages of
0.025−1 monolayer (ML)) in three-dimensional (3D)
structures.21 Dulub et al.21 report the relative stability of
these supported Cu clusters as follows: the [12̅0] steps > the
terraces > the [001] steps. The observed Cu clusters have a
round shape with a 6−9 Å height (2−3 Cu atomic layers) and a
15−40 Å diameter. For medium Cu coverages (0.05−0.5 ML),
the concentration of clusters increases faster than their average
size. Didziulis et al.24 observed Cu wetting (laminar growth) of
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the polar (0001 ̅) ZnO surface up to 1 ML using X-ray
photoelectron spectroscopy; they also concluded that similar
behavior would probably be shown by the (101 ̅0) and (0001)
ZnO surfaces. For low Cu concentrations, isolated atoms or
small islands have been seen on all surfaces. In an early study
using high-resolution transmission electron microscopy,49 a
number of defects in the ZnO bulk were observed, which were
attributed to clusters of Cu atoms in the ZnO structure that
adopt an octahedral shape and are stabilized by residual
carbonate groups.
Photoelectron experiments show that at low Cu coverages,

there is a downward ZnO electronic band bending, which is
attributed to electronic transfer from Cu to ZnO,23,24 whereas
at high Cu coverages, the ZnO band bending disappears. DFT
calculations35,50 indicate that Cu atoms interact strongly with
the ZnO surface, becoming positively charged. This charge
transfer was also corroborated by a hybrid DFT study by
Hellström et al.32 of small Cun clusters (n ≤ 9) on the (101̅0)
ZnO surface. In this study it was concluded that even-
numbered clusters are always charge-neutral, while odd-
numbered clusters can become positively charged by donation
of an electron to the ZnO conduction band. Cheng et al.
reported that Cu atoms become slightly positive on the ZnO
(101 ̅0) surface using COMB2 potentials,33 with values no
higher than 0.11e, whereas the application of revised COMB3
potentials51 yielded values between 0.55e and 0.63e. The latter
is in better agreement with their DFT calculations (values
between 0.32e and 0.55e). As mentioned, charge transfer from
Cu cluster to the surface, in the electronic theory, implies an
electron transfer from Cu to the conduction band of ZnO.
Subsequently, a small radius electron polaron is stabilized by
the positively charged Cu adsorbate on the ZnO surface. We
note that both hybrid DFT and COMB2 and -3 methods
encounter major difficulties in dealing with essentially one-
electron charge-transfer processes, and an accurate description
of this is still a major challenge. Whereas the former would
typically have insufficient cancellation of self-interaction errors,
the latter are not designed to deal with quasi-free electrons.
Thus, both methods meet fundamental challenges in the
description of charge transfer processes in this system. In this
study, we neglect the possibility of such charge transfer, which
deserves to be a topic of a separate investigation.
We note that Cu+ and Cu2

+ species are formed during the
synthesis of Cu/ZnO catalysts, and may dissolve into and be
stabilized within the ZnO bulk.6,52−56 On ZnO polar surfaces, a
number of studies by Jansen, Batyrev, and co-workers57−59 have
reported a Cu structure covered by ZnO for Cu/ZnO-based
catalysts. The best match to experimental data suggested by
Jansen et al.57 for the active sites of the Cu/ZnO/SiO2 catalyst
would result from migration of ZnO species to the top of Cu
nanoclusters with a formation of (partly) oxidized Cu in a
Cu(I)/ZnO surfaces and O vacancies present.
Generally, nanoclusters studies focus on their stability in the

gas phase; whereas in industrial applications (in particular,
heterogeneous catalysis), such materials are stabilized either on
or in a supporting macroscopic material (e.g., a surface). High
activity of supported nanocluster calculations is commonly
attributed to nanocluster−surface interactions. Accurate models
of such structures are crucial for the development and
understanding of new catalytic materials and mechanisms of
heterogeneous catalysis. In theoretical modeling, the most
common approach to study these systems is by placing the gas-
phase clusters in their ground states (global minima, GM, on a

predefined energy landscape) on the surface and allowing all of
their ions to relax. Recently, however, it has been shown60−62

that this approach might not result in the most thermodynami-
cally stable supported structures due to the key role of cluster−
support interactions, even when the number of atoms in the
cluster is small. Global optimization techniques provide a more
reliable way to identify the GM of interest (see, for example, ref
63) and, therefore, are employed in our study.
Although our ideal method of choice, global optimization, is

very powerful, it is also very expensive, as it requires evaluation
of energy of numerous structures, which, at high levels of
theory, such as DFT methods, becomes unfeasible. For
example, in surface science, the number of possible relatively
low energy configurations even of a medium sized nanocluster
(10−30 atoms) on a surface usually exceeds 103−104 (roughly
a product of the number of gas-phase local minima and the
number of symmetry unique accessible surface sites), whose
geometry it would be impossible to optimize at a hybrid DFT
level on a current routine basis. Accurate IP methods can,
however, provide a very good first approximation to the
structure and energetics of a material. Moreover, recently, these
methods together with ab initio approaches have been used to
calculate bulk ionization potentials and band alignments of
oxides from 3D periodic calculations.64,65 These techniques
have a low computational cost, and allow us to sample a
substantial representative portion of the potential energy
landscape in a reasonable amount of time. The lowest energy
structures on the IP landscape can be selected as candidates for
refinement with an ab initio method. IP are also useful in the
study of large systems (>1000 atoms), which are required for
modeling Cu growth on nonpolar ZnO surfaces. We note that,
previously, the search for the thermodynamically most stable
supported metal nanoparticles has been a target of a number of
global optimization studies,60,61,66 which take into account the
cluster−surface interaction during the global optimization
search. These techniques are, however, often limited either by
the computationally feasible model size or by the level of
accuracy that can be achieved, leaving substantial room for
improvement. Previous attempts include the study of gold
clusters on MgO(100) using genetic algorithms along with a
two-stage DFT optimization,60 modeling of metal clusters on
MgO surfaces using a combination of ab initio and semi-
empirical methods,61 and simulations of Cu nanoparticles on
SiO2, TiO2, and ZnO surfaces using charge-optimized many-
body potentials coupled with a GA.66 The latter study that is
most pertinent to our work has also investigated an interaction
between Cu55 and ZnO, but their results are difficult to assess
and compare to, as their authors have chosen an idealized bulk-
terminated model of a polar surface of ZnO, which cannot be
realized in nature and has several artifacts.
Prior to this work, interatomic potentials have also been

developed to study the Cu/ZnO system and to our knowledge,
there are only three Cu/ZnO IPs reported previously. The first
was created to study large Cu nanoclusters using a newly
developed neural network potential.67 However, the authors
stated that the published potentials were not expected to work
well for all Cu/ZnO applications, with open challenges for the
neural network method, and further improvement was in
progress. Next, Cheng et al.33 have reported second-generation
charge-optimized many-body potentials (COMB2) to model
the Cu/ZnO system, which, however, provided erroneous ZnO
“cleavage” energies, predicting the polar surfaces to be the most
stable. Using a revised set of potentials (COMB3),51 the
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authors found the nonpolar (101 ̅0) ZnO surface to be the most
stable, and the polar surface to have the largest cleavage energy,
with a favorable comparison to earlier DFT work. We note,
however, that the surface model (an ideal clean termination)
employed to calculate the cleavage energies for the polar ZnO
surfaces is inappropriate, because it necessitates electron
transfer between the opposite polar surfaces as the stabilization
mechanism for these ZnO polar surfaces, for which there is no
experimental evidence68,69 and calculations yield higher surface
energies as compared to the ionic reconstruction.70,71 This new
generation of potentials has been also used in other systems
including TiN,72 TiO2 and Ti,73 Si/HfO2,

74 and Cu/SiO2.
75

Furthermore, methodologically close, reactive force fields
(ReaxFF) potentials have been suggested to study multi-
component systems with applications to metal-based hetero-
geneous systems, such as Cu/ZnO.76 ReaxFF potentials have
been applied to date in the study of ZnO/water77,78 and Cu/
Cu2O/water systems.79 To our knowledge, however, a ReaxFF
IP has not been yet used to study the Cu/ZnO system.
In this Article, we report new Cu−ZnO IP that are validated

via a comparison with DFT/GGA surface calculations, and
applied to study the morphology of Cu clusters on (101 ̅0) ZnO
surfaces. Our new Cu/ZnO IP demonstrate consistently good
performance in a robust prediction of low energy structures
when compared to DFT. We show that a commonly employed
technique of dropping clusters onto the surface does not always
provide the lowest energy structure, where symmetrical
restrictions for the wetting are present. We also present the
first theoretical proof of the higher stability of Cu nanoclusters
occupying preferentially a position over the step edge on the
nonpolar ZnO (101 ̅0) surface.
Following this introduction, our Article describes the

following: first, the methodology including an outline of the
IP fitting and of the methods used throughout this work;
second, our results, where we highlight the main differences
between IP and DFT GM Cun clusters (3 < n < 13) generated
by an evolutionary algorithm (EA), a genetic algorithm with
phenotype move class operators, in particular;80 and third, we
introduce global optimization techniques applied to the growth
of Cu on (101 ̅0) ZnO surface, after which the stability of large
nanoparticles on (101 ̅0) step edges is explored.

■ METHODS AND COMPUTATIONAL DETAILS

This work is based mainly on IP methods, which, however,
have been calibrated against data from standard ab initio
calculations. Hence, details of these latter calculations are
outlined briefly below, while the molecular mechanical methods
employed are subsequently discussed in detail.
Periodic Ab Initio Calculations. All of the electronic

structure calculations were performed using the periodic plane-
wave Vienna Ab-initio Simulation Package (VASP)81,82

employing a generalized gradient approximation (GGA)
PBEsol functional.83 The interactions between core (Zn:[Ar],
O:[He], and Cu:[Ar]) and valence electrons were described
with the projector augmented wave (PAW) approach.84,85 The
ZnO surface models employed were those of the nonpolar
(101 ̅0) and (112 ̅0) surfaces. A kinetic energy cutoff of 700 eV
was sufficient to converge the bulk lattice energy (four atoms
unit cell) to less than 1 meV. Surface supercell sizes of (4 × 4)
(320 atoms) and (4 × 3) (240 atoms) with a vacuum gap of
18 Å were found to be large enough to avoid the effects of
spurious interactions between periodic images. For the (101 ̅0)
ZnO surface, a 2 × 1 × 1 Γ centered k-point mesh was used for

the (4 × 4) supercells and 2 × 2 × 1 for the (4 × 3),
respectively. When an atomic relaxation was performed, the
forces on all ions were converged to less than 0.02 eV Å−1. DFT
calculations were used to (i) generate the data, to which the IP
are fitted, and (ii) refine the Cu8 and Cu13/ZnO structures
obtained with global optimization techniques using IP as a
measure of structure stability.

Choice of IP. The IP calculations were carried out using the
General Utility Lattice Program (GULP)86,87 with the polar-
izable shell model potentials for ZnO developed by Whitmore
et al.,88 and an embedded-atom model IP for Cu by Cleri and
Rosato89 (Table 1).

The IP parameters representing the Cu−O and Cu−Zn
interactions were fitted to a set of data comprising a series of
geometries and energies obtained with periodic single-point
(SP) DFT calculations of Cu4 and Cu8 clusters interacting with
the bulk terminated nonpolar (101 ̅0) and (112 ̅0) ZnO surfaces.
Adsorption energies were validated using a higher quality
hybrid DFT test on the Cu4/(112 ̅0)−ZnO system.
The schematic model used to generate the training set is

shown in Figures 1 and 2. For Cu4, one adsorption site on each
ZnO surface was employed (Figure 1), whereas for Cu8, three
different sites were chosen: two on the (101 ̅0) and one on the
(112 ̅0) ZnO surface (Figure 2). A set of 18 SP DFT
calculations for each site were used in the fitting procedure
(90 SP DFT points in total). In these 18 SP calculations, only
the z coordinate of the Cu atomic positions varies; see side
views of Figures 1 and 2. The distances between the topmost
ZnO surface atom and the closest Cu atom were varied in steps
of 0.1 Å from 1.5 to 2.0 Å, of 0.2 Å from 2.0 to 3.0 Å, and of 0.5
Å from 3.0 to 6.0 Å. Additionally, one SP calculation was made
at 9.0 Å (at the middle of the vacuum slab), which represents
the Cu cluster being in the gas phase having no interaction with
the ZnO slab and where the adsorption energy is set to zero,
and the remaining data points are referred to this value. This
methodology takes into account not only different surface
atomic terminations, but also different Cu cluster morpholo-
gies: planar (Cu4) and 3D (Cu8).
Buckingham and Morse potentials (Table 2) were used to

describe the Cu−O and Cu−Zn short-range interactions,
respectively. The forms of the IP are:

= −

= − −

ρ−

− −

E A C R

E D

e /

((1 e ) 1)

R

a R r

Buckingham
/ 6

Morse e
( ) 20

Table 1. Parameters of the IP Used for the Cu−Cu
interactionsa

Buckingham

A (eV) ρ (Å) C (eV Å6)

9837.021759 0.233229 0.0

Embedded Atom Model

EAM functional EAM density

type A type A β r0

square root 1.0 Baskes 1.498176 4.556 2.556191
aPotentials taken from ref 89. The values presented in this table are a
conversion from the Gupta potentials, where the repulsive part was
adapted to the Buckingham potential and the many-body term to the
embedded atom model. A radial cutoff of 12 Å was used for all IP.
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where R represents the distance between the ions in question.
The Buckingham potential has an intrinsic problem at short
interatomic distances: the Cr−6 term diverges when the
interatomic distance r tends to zero. To avoid this problem
and noting that the C term in the Cu−O IP does not improve
substantially our fit, the Cr−6 was excluded from the potential.
Thus, the attractive Cu−Zn interaction (coordination bonding
of electron-rich Cu atoms to electron-poor Zn cations) has
been described using the Morse potential and the repulsive
Cu−O interactions (Pauli repulsion) by the Born−Mayer term.
Further details of the fitting procedure are given below.

Interatomic Potential Fitting. The number of atomic
arrangements even for small systems such as Cun/ZnO (n ≤

13) can be huge and unfeasible to study at the DFT level. On
the other hand, a good IP can provide a reasonably accurate
atomic structure and energy at a much cheaper computational
cost: for example, one single periodic 200-atom structure can
be optimized in ca. 1 h using one computer processor, whereas
a calculation for the same system at the DFT/GGA level
(within the VASP code) can take up to 1 day (depending on
how far the initial structure is from the local minimum) using
hundreds of processors. The creation of Cu/ZnO IP will help
to explore the potential energy surface of this system in depth
at a reasonable computational cost. The process developed to
create the Cu/ZnO potentials is outlined below.
First, parameters of the Cu/ZnO potentials were fitted using

relaxed (101 ̅0) and (112 ̅0) ZnO surfaces with a Cu8 cluster on
three adsorption sites, which are shown in Figure 2 (54 data
points); however, this procedure resulted in the Cu−Zn
potential parameters dropping to zero. This behavior has been
attributed to the termination of the surface slab: as shown in
our recent publication,40 both nonpolar ZnO surfaces show an
anionic termination with strong cationic relaxation toward the
bulk. Thus, it should be expected that on adsorption Cu
clusters will be well separated from Zn ions and, therefore,
experience only a weak interaction. Hence, relaxed ZnO atomic
surface structures are not optimum to probe the interactions
between Cu and Zn atoms at the DFT level. We have resolved
instead to use bulk-like nonpolar ZnO surface terminations that
expose the surface Zn ions to an unhindered interaction with
Cu atoms.
Using a revised setup, we have retained the original 54 data

points, which correspond to adsorption over the groove
separating two adjacent bands of dimers on the (101 ̅0) surface
(model 1) and on top of ZnO dimers on both surfaces (models
2 and 3); see Figure 2. A further 36 data points were added to
the data including those for a planar Cu4 cluster (Figure 1), also
adsorbed on top of ZnO dimers on each nonpolar ZnO surface.
This refinement achieved a good balance between planar and
nonplanar configurations and Cu clusters of different sizes.
Figure 3 shows the adsorption potential energy profiles as

calculated with DFT and the new Cu−ZnO potentials
(Table 2). Good agreement between the IP and DFT
calculations is clearly achieved. When compared to DFT, our
IP matched the equilibrium bond length in three of the five
cases with an error of <0.1 Å for the other two sites: (101 ̅0) +
Cu8 model 2 and (112̅0) + Cu4. Moreover, a good match of the
energy depth is achieved in all cases.

Global Optimization of Cu/ZnO Structures. The new
Cu−ZnO IP were used in an unbiased Monte Carlo exploration
of the energy landscape for Cun (n = 8, 13) on the (101 ̅0) ZnO
surface with the Knowledge Led Master Controller (KLMC)
code,80,90,91 leading to the discovery of the best candidates for

Figure 1. Top and side views of the Cu4−ZnO structural model
employed in fitting parameters of interatomic potentials to DFT data.
The (101 ̅0) (black) and the (112 ̅0) (blue) (2 × 2) supercell are
shown. In the side views, different blue shades were used to represent
the heights of the SP calculations. Blue circles are reserved for copper
atoms.

Figure 2. Top and side views of the Cu8−ZnO structural model
employed in fitting parameters of interatomic potentials to DFT data.
The (101 ̅0), in black, the (112 ̅0), in blue, (4 × 4) supercell, and the
GM Cu8 cluster are shown. In the side views, different blue shades
were used to represent the heights of the SP calculations. Blue circles
represent copper atoms.

Table 2. Parameters of the IP Used for the Cu-ZnO Systema

Morse De (eV) a0 (Å
−1) r0 (Å)

Cu−Zn 1.148402 1.7393 2.23494

Buckingham A (eV) ρ (Å) C (eV Å6)

Cu−O 46.34077 0.593419 0.0
aA radial cutoff of 12 Å was used for all potentials.
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GM. The Monte Carlo routine was used to perform this task,
which created 10 000 different Cun/ZnO structures by
swapping Cu ions over a given lattice mesh. A ZnO slab of
size (4 × 3) and a depth of 5 double atomic layers (240 atoms)
was employed with the restriction that only Cu atoms are fully
relaxed. The Cu mesh used was 3 atomic layers (41 atoms) in a
(4 × 4) supercell of the (110) Cu surface, where the closest Cu
atoms is at ca. 2.5 Å above the topmost ZnO surface atom
(Figure 4). The five lowest energy Cu8/ZnO and twenty Cu13/
ZnO configurations were refined with a DFT approach. An
analysis of the difference in structure and stability between
DFT and IP (for Cu8/ZnO) is presented below. Furthermore,
we show the reliability of predicting low energy structures by
making a comparison between the lowest energy Cu13/ZnO
energy configurations as predicted with IP and refined by DFT.
Having tested the reliability of our Cu/ZnO IP, we proceed to
search for the lowest energy Cu3−7/(101 ̅0)−ZnO structures at
the IP level, and the settings are presented in Table 3.

To speed up the energy minimizations during the global
optimization calculations, we have studied different aspects that
could modify the Cu/ZnO atomic structure: (i) the effect of
the ZnO slab relaxation on the structure of the Cu cluster; (ii)
the reduction of the ZnO supercell from (4 × 4) to (4 × 3);
and (iii) the Cu/ZnO optimized structure when two different
initial configurations are used.
In Figure 5 we compare a fully optimized atomic structure of

Cu8/ZnO with the structure of the same cluster adsorbed on a
frozen bulk terminated ZnO surface. The two configurations
differ little, with only noticeable changes in the ZnO slab where
Zn ions undergo strong inward relaxation as in ref 40. The
effect of the ZnO slab relaxation on the Cu8 atomic structure is
small, thus allowing us to reduce substantially the computa-

Figure 3. Potential fitting curves. Blue and green lines show the
adsorption energy data points using DFT and IP, respectively. From 5
to 9 Å, all of the curves remain flat to the naked eye.

Figure 4. Graphical representation of the global optimization process
used within KLMC. Part (a) shows the 5 double-layer (4 × 3) ZnO
surface with 3 atomic layers of a (4 × 4) supercell of the (110) Cu
surface on top of it. This picture shows 41 Cu lattice positions from
which 8 will be occupied. (b) A structure example created by KLMC
after the swapping process with 8 Cu occupied lattice positions.

Table 3. Global Optimization Settingsa

Cun atomic Cu layers number of lattice positions number of samples

3 1 16 1000

4 2 25 1000

5 2 25 2000

6 3 41 3000

7 3 41 3000

8 3 41 10000
aHeadings are the number of Cu atoms deposited on the ZnO surface,
atomic Cu layers and number of lattice positions belonging to the
(110) Cu surface mesh, and number of the global optimization
samples. See Figure 4.
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tional cost in our subsequent calculations by keeping the ZnO
substrate fixed.
Figure 6 displays a reduced (4 × 3) supercell of the (101̅0)

ZnO surface model with a Cu8 cluster sited on top in two

different positions (see top views), which will allow us to
investigate points (ii) and (iii) above. Upon optimization, both
clusters adopt the same atomic structure. Because the (101̅0)
ZnO slab does not have many morphologically different sites,
and the Cu8 is big enough to cover most of them, we would

expect that this optimized structure or its symmetry equivalent
will always be found using different starting points. We notice,
moreover, that the difference in adsorption energy per Cu atom
between the (4 × 4) and (4 × 3) supercells, for the Cu8 cluster
shown in Figure 5, is 0.0075 eV and the optimized structure is
the same. Therefore, neither the reduction of the ZnO supercell
to (4 × 3) nor the use of different initial configurations affects
the DFT results. Consequently, in our global optimization
calculations, we use a (4 × 3) supercell with the ZnO slab fixed.

Cu
n
(3 ≤ n ≤ 13) Global Minima Gas-Phase Clusters As

Predicted with EA. The global minimum structures of the
gas-phase Cu clusters on the IP energy landscape was predicted
using an improved Lamarckian evolutionary algorithm within
the KLMC software suite.80 The new algorithmic features in
the software include topology-based prescreening and the new
mutation classes, which makes it more robust as compared to
the classical approach. It has proven to be a powerful and
reliable tool for structure prediction of nanoclusters and their
analysis. The main parameters for the simulations in this work,
including the population size, number of iterations, and
simulation box size, are given in Table 4, whereas other
settings were kept the same as in the original publication.80

Cu Growth on Step Edges of the (101̅0) Surface. As
noted earlier, copper deposition, at room temperature, on clean
nonpolar (101 ̅0) surfaces has been studied by Dulub et al.21

using STM techniques. Cu nucleates in 3D structures with a
very well-defined stability order: along the (12 ̅10) steps (step
edges perpendicular to the [12̅0] atomic row direction) > on
the terraces > along the (0001) steps. The average Cu cluster
morphology observed is a 3D shape with 6−9 Å in height (2−3
Cu layers) and 15−40 Å in diameter.21 To account for such
dimensions, copper clusters with more than 100 atoms are
needed, and as the cluster size increases so does the difficulty in
finding the GM. Moreover, modeling accurately a system for
those Cu dimensions would need a ZnO slab model with more
than 10 000 atoms. As pointed out by Patterson et al.,22

examining Cu clusters of the size seen in experiment21,22 is not
practical at the DFT level. However, IP methods can provide a
basis for understanding the Cu features observed on the (101 ̅0)
surface.
For practical purposes, we have used the EA technique used

above for small Cu clusters to search for the Cu55 GM at the IP
level. We have found the same structure as Darby and co-
workers;92 this cluster has a two-shell centered icosahedral
structure; see top left-hand side in Figure 7. The Cu55 GM
structure resembles a sphere ca. 8.5 Å in diameter, which we

Figure 5. Top and side views of the initial and optimized Cu8/ZnO
structures. The border lines represent the (4 × 4) supercell. All ions
were allowed to relax in the figures at the center, whereas in the figures
on the right the ZnO atoms were held fixed.

Figure 6. Top and side views of two different initial Cu8/ZnO
structures. The black lines represent the (4 × 3) supercell. Both
structures optimized in the same final structure shown at the bottom
of the figure.

Table 4. Evolutionary Algorithm Settings for the Search of
Gas-Phase GM Cu

n
(3 ≤ n ≤ 13)

n population iterations box size (Å)

3 20 50 3

4 50 100 3

5 50 100 3

6 50 150 3

7 50 150 3.5

8 50 150 3.5

9 50 200 4

10 50 200 4

11 50 200 4

12 75 300 4.5

13 75 350 4.5
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consider to be a good first approximation to the clusters
observed by Dulub et al.21

To model accurately cluster-support interactions, we built a
one-sided 2D periodic surface model using a two region
approach.40,86,87 This method allows relaxation of the atoms in
the region exposed to the vacuum, whereas the second
substrate region is held fixed representing the bulk crystal. To
give a good representation of the scale of the STM observations
by Dulub et al.,21 we constructed a (12 × 8 101 ̅0) ZnO surface
model, with a supercell size of 39.02 Å × 41.58 Å (see Figure
7). Four ZnO layers (∼10.4 Å) were used in both region one
and region two (more than 4000 atoms in our simulations). A
graphical representation of our model is shown in Figure 7.

■ RESULTS AND DISCUSSION

Gas-Phase Global Minima Cu Clusters. Employing high-
quality IP, we can efficiently obtain a good approximation to
the atomic structure of a material. Given the vast number of
possible configurations to assess, a pure DFT approach is not
tractable. For the Cu−Cu interatomic interactions, we have
chosen to use the Gupta many-body potentials by Cleri and
Rosato,89 which have been widely used in a study of cluster
structures, their growth and dynamics,92−95 and, in particular, in
the structure prediction of Cun clusters (n ≤ 56) using a genetic
algorithm (GA).92

Here, global minima (GM) structures for gas-phase Cun
clusters have been obtained using a highly efficient EA
algorithm80 on the IP energy landscape for sizes n = 3−13,
respectively. The tentative GM structures are shown in Figure
8, along with their respective total energies and point
symmetries. All IP global minima structures have triangular
faces, and are found to have high symmetry geometries (an
effect of attractive long-range forces in the Gupta potential) and
are mainly based on icosahedral structures.92 The larger global
minima Cu structures for the Gupta potentials compare well
with those obtained using different techniques.93,96−98 The
main difference between small Cu clusters found on the IP and
DFT energy landscapes is the preference for planar structures
for the latter energy landscape. Calculations show planar Cun (n

< 7) structures being favored at the GGA level, whereas the
smallest nonplanar GM at the LDA level is found for Cu6,
although only slightly lower in energy than the planar
configuration found to be the GGA GM.99

Global Optimization of Supported Clusters. If there
were negligible wetting, then we would only need to consider
how best to place on the surface the GM clusters found in the
gas phase. Ignoring the trivial case of one Cu atom, the gas-
phase GM for Cu2 is also the stable configuration on the
support, as opposed to two isolated Cu atoms on the support.
As wetting becomes more significant, other low energy
configurations found in the gas phase may find a better
match to the surface than the gas-phase GM cluster, resulting in
a lower total energy. The problem of mismatch between the
order of stability found in the gas phase and supported clusters
exacerbated when the number of Cu atoms increases as there is
typically a higher number of density of states density of other
possible cluster configurations with energy similar to that of the
gas-phase GM. For even stronger wetting, unstable gas-phase
clusters may become stable on the support. Thus, as well as
scanning for the best fit location for the gas-phase clusters, it is
important also to search for other Cu configurations in the
presence of the support.
Global optimization techniques were used in the search of

the global minimum for each system, with a set of 10 000
different Cun/ZnO (n = 8 and 13) structures found to be
enough to find the plausible tentative global minimum. These
structures were relaxed to a local IP minimum, with IP
parameters taken from Whitmore et al.88 (ZnO), Cleri and
Rosato89 (Cu), and those here (Cu/ZnO, Table 2). For Cu8
(Figure 9), five of the twenty lowest energy structures were
chosen for further refinement, to obtain a DFT local minima,
and a more detailed analysis. For Cu13 (Figure 10), the twenty
lowest IP energy structures were similarly refined and analyzed.
We consider that analyzing the differences between IP and
DFT results for these two cases is enough to probe the accuracy
of our IP models. In general, when compared to DFT, the Cu/
ZnO IP results show a good agreement both structurally and

Figure 7. Top view of Cu adsorption sites, as suggested by Dulub et
al.,21 on the (101 ̅0) ZnO surface. Zn and O ions forming the terrace
are shown with darker colors. Simulation unit cell, (12 × 8), is
represented by the black square. Cu55 GM cluster used in the
simulations is shown in the top left-hand side.

Figure 8. Global minima Cun clusters (3 ≤ n ≤ 13) as calculated with
the Gupta interatomic potentials.89 Total energies per Cu atom and
symmetry are given below each global minima found.
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energetically and thus proved to be a good filter for finding low
DFT energy structures.
Cu8/ZnO: A Structural and Energy Comparison between

IP and DFT. The Cu8/ZnO case has been chosen to study the
structural and energetic differences between IP and DFT; the
reliability of our new set of Cu/ZnO potentials will be
discussed in this section. Structurally, similarities between IP
and DFT calculations are clear, and only a few significant
atomic displacements are observed. The lowest DFT energy
structure was found with two different IP structures. We note a
preference for planar Cu structures over nonplanar. The
optimized structures were found in less than 40 ionic steps in
60% of the cases, whereas placing a GM Cu8 cluster at 3 Å can
take over 200 ionic steps, thus reducing the computational cost
by ca. 80%. Copper atoms supported on ZnO tend to form
triangular configurations, like those in gas-phase copper
clusters.

Energetically, when refined by DFT, the lowest energy
structure is 0.32 eV lower in energy than the configuration
obtained by relaxation of a gas-phase global minimum Cu8
cluster placed on top of the ZnO surface at ca. 3 Å (Figure 6);
the atomic structures are different as seen in Figures 6 and 9. At
the DFT level, only the second structure shown in Figure 9 is
higher in energy than the one in Figure 6. Here, structurally,
there is no substantial difference between IP and DFT
(suggesting that this structure is either situated close to a
local minima or it is very difficult to break its high symmetry);
however, the energetic difference is 2.093 eV for DFT (when
compared to the DFT GM); whereas for IP it is only 0.097 eV
(Figure 9). The DFT optimized structures (Figure 9) reveal
different atomic arrangements from those calculated with IP
(not the case for the second structure), which makes direct
comparison difficult between IP and DFT energies. The
structural modification suggests that electrons play a significant
role during the DFT refinement. We suggest a direct
comparison by taking the relative IP energies of the optimized
structures and those calculated with DFT, where the DFT
energies are taken from a SP calculation on the optimized IP
structures. The shifted SP DFT energies are 0.000, −0.430,
0.016, −0.289, and −0.500 eV. The second structure is very
stable in comparison with the others, showing that the large
mismatch is related to its positioning on the DFT landscape: it
is very close to the bottom of the local minima, whereas the
other four structures are further, thus allowing an additional
energy gain of stabilisation.
Furthermore, we have investigated how well DFT

determined structured map back onto the IP energy landscape.
The Cun structures that we have obtained as minima on the
DFT total energy landscape were used as starting points for a
reoptimization with IP. Reassuringly, IP reoptimization has
always resulted in one of already known local IP energy
minima; that is, the search returned either to the global IP
minimum or to a slightly higher energy state (Figure 9).
Structural and energetic discrepancies between the IP and

DFT landscapes can be expected not only from our Cu−ZnO
fit but also from parametrizations of the ZnO and/or Cu−Cu
IP. Because the ZnO slab is held fixed and an excellent

Figure 9. Top and side views of the five lowest energy Cu8/ZnO
structures from global optimization. On the left, the structures
predicted by our new Cu/ZnO set of potentials. On the right, the
structures refined by DFT. Energies are with respect to the lowest
energy structure on the respective energy landscapes. The (4 × 3)
supercell is shown in the first structure.

Figure 10. Relative Cu13/ZnO energies of the lowest 20 IP structures
as found by global optimization methods. Single-point and optimized
DFT energies of the IP structures are shown as a comparison.
Horizontal lines represent the relative energy of the Cu/ZnO systems
when the gas-phase GM Cu13 cluster is dropped onto the surface and
all ions are relaxed.
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agreement between the respective IP and DFT results has been
proved earlier,40,62,88,100,101 any mismatch should be linked to
either the Cu−Cu or Cu−ZnO potentials. To rationalize
further the behavior of the Cu/ZnO IP, we have calculated the
self-energy of the five lowest energy IP structures shown in
Figure 9, with the ZnO slab removed, using both IP and DFT.
IP (DFT) self-energies, with respect to the first structure, are as
follows: 0.000 eV (0.000 eV), 0.062 eV (0.345 eV), −1.387 eV
(−0.942 eV), −0.261 eV (0.049 eV), and 0.442 eV (0.725 eV).
On average, there is an energetic difference of ca. 0.3 eV
between IP and DFT calculations. We note that the gas-phase
Cu8 IP and DFT energy landscapes show a preference for 3D
clusters, whereas on the ZnO slab, the Cu clusters wet the
surface, adopting flat configurations.
Next, we have assessed the self-energies of the corresponding

gas-phase clusters obtained in our global optimization on the IP
energy landscape of Cu8, using the periodic supercell model
setup. The key concern has been whether the interaction of the
clusters with their periodic images would significantly modify
the energy landscape.
The results somewhat differ from the self-energies obtained

for the supported clusters. IP (DFT) self-energies, with respect
to the first structure, are as follows: 0.000 eV (0.000 eV), 0.534
eV (0.558 eV), −2.187 eV (−2.385 eV), −1.044 eV (−1.350
eV), and 0.506 eV (0.678 eV). Thus, as compared to the
supported Cu8 clusters, the gas-phase 3D clusters proved to be
even more stable than the linear structures, which may be
related to a further reduction in the coordination number.
Again, there is a good agreement between IP and DFT energies
with the greatest difference being ca. 0.3 eV (fourth structure,
Figure 9) between the two approaches.
Another factor, which could cause a mismatch between IP

and DFT calculations, is the innacuracies of the fit between our
Cu−ZnO potentials (Morse and Buckingham) and the
calculated DFT data presented in Figure 3. Considering Figure
3, there are still small differences between the set of DFT data
and our fit, which could be related to an insufficient flexibility of
the Morse and Born−Mayer potentials employed (with only
five variables in the parametric space).
Cu13/ZnO: An Energy Ranking Comparison between IP

and DFT. To analyze further the performance of our IP
predicting low energy structures, we have refined the twenty
lowest Cu13/ZnO IP structures using a DFT approach. Three
different energies are analyzed: (i) IP energies of optimized
structures, (ii) DFT SP energies from (i) structures, and (iii)
DFT optimized energies from (ii). As discussed in the previous
section, to compare DFT and IP energy landscape, the energy
coming from the same atomic structure has to be used (i and
ii).
Figure 10 shows energies (i−iii) for the Cu13/ZnO system.

There are at leasts 14 structures, which are energetically more
stable than the gas phase Cu13 cluster interacting with the ZnO
surface. The energetic difference between the gas-phase
structure and those as predicted from global optimization
techniques is up to 1.66 eV. The latter emphasizes the stronger
need for the search of lower energy structures than those based
on gas-phase GM clusters and also the power of global
optimization techniques to perform this task.
Generally, our approach and potentials have proved to be

very effective in predicting low energy Cu/ZnO with high
accuracy and in performing global optimization calculations,
which are unfeasible at the DFT level. Our calculations suggest
that a small IP-DFT mismatch, caused by the landscape

difference and the combination of simplifications in the Cu−Cu
and Cu−ZnO potentials, must be expected. However, our
potentials can filter low energy Cu/ZnO structures, suitable for
a subsequent DFT refinement.

Cu1−8/ZnO: An IP Analysis on the Structure and
Energy. In this section, we study growth of Cun clusters (1 ≤ n
≤ 8) on the (101 ̅0) surface at the IP level. Figure 11 shows the

GM structures and energies after global optimization for Cun/
ZnO. As copper and oxygen atoms are electron rich and zinc
ions are poor, we expect a Cu−Zn attraction and a Cu−O
repulsion. The latter behavior is observed in our calculations:
Cu configurations tend to avoid oxygen atoms. Moreover, Cu
triangular-based structures are predominant with a preference
for planar Cu clusters. We calculated a decrease of the
adsorption energy per Cu atom as the coverage increases,
indicating a higher stability for bigger Cu clusters over the
smaller ones. The higher stability for planar Cu clusters at low
coverages is in agreement with STM studies by Dulub et al.102

on the Zn-terminated (0001) ZnO surface, complemented by
LEED, UPS, and LEIS. In general, a 2D copper growth is
observed at low coverages (0.001−0.05 equiv ML), whereas at
coverages greater than 0.01 ML, 3D clusters start to appear. As
suggested earlier by STM images and quantum and molecular
mechanical (QM/MM) calculations,26,37,102 the ZnO substrate
shows a strong influence on the Cu growth, as the 3D shape of
the most stable gas-phase Cu clusters disappears when in
contact with the ZnO surface. The preference for planar Cu

Figure 11. Top and side views of the global minima found of Cun
clusters (1 ≤ n ≤ 8) deposited on the (4 × 3) (101 ̅0) surface from
global optimization. The formation energy (using Cumetal as a source of
Cu) per Cu atom is displayed. n is displayed on the left of each figure.
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clusters at low coverages has been also found in a molecular
dynamic study using COMB3 potentials.34

Cu Growth on Step Edges of the (101̅0) Surface.
Following STM images by Dulub et al.21 on the room-
temperature growth of Cu on the (101 ̅0) ZnO surface, we have
studied these features using our Cu/ZnO IP. Experimentally,
Cu nucleates in 3D structures with a prominent preference for
the step edges perpendicular to the [12 ̅0] atomic row direction.
According to Dulub et al.,21 the preferential Cu nucleation
order on the (101 ̅0) ZnO surface is along the (12 ̅10) steps →
on the terraces → along the (0001) steps.
The three different Cu55 adsorption sites are displayed in

Figure 7: site A (on a step edge perpendicular to the [12̅0]
direction), site B (on a step edge perpendicular to the [001]
direction), and on a terrace. We note that step B has two
different atomic configurations, Zn and O terminated. Figure
12 shows the relaxed atomic structures for Cu55 adsorbed on
the different sites. Adsorption energies per area are given as a
comparison to previous energies reported experimentally103,104

and theoretically37 on Cu adsorption on ZnO polar surfaces.
STM images21 of pristine ZnO (101 ̅0) surfaces show a high
density of well-defined steps along the [12̅0] and [001]
direction. However, after Cu deposition, steps seem to go
through strong atomic reconstructions, especially the one
perpendicular to the polar [001] direction, which makes it
difficult to simulate accurately. The adsorption energy per Cu
atom on step edges is as follows: step B (44 kJ/mol, on the Zn
terminated side), step A (40 kJ/mol), step B (38 kJ/mol, on
the O terminated side), all of which are much higher than on a
terrace (23 kJ/mol). We see that for the most stable case, Cu
clusters tend to expand across the step and wet the surface,
whereas the rest conserve a more 3D structure. The wetting
increases the adsorption energy due to the higher number of
Cu atoms interacting with the surface. However, adsorption on
all sites is seen in experiment.
STM and HRTEM studies103,104 of well-defined and clearly

separated Cu clusters on the (0001) ZnO surface measured an
adhesion work of Cu to the surface of 3.4 ± 0.1 J/m2. Our IP
calculated adsorption energies range from 1.80 to 2.65 J/m2,

implying that the adhesion work of Cu clusters on (101 ̅0) ZnO
surfaces is weaker than that on the Zn terminated (0001) ZnO
surface.
To characterize the mode of adsorption, we have determined

the coordination of Cu atoms to the surface, with coordination
numbers (within a cutoff radius of 3 Å) shown in Figure 12. For
the four different adsorption sites, the number of Cu−Zn bonds
is greater, representing up to 58% of the total number of bonds.
The average Cu coordination number (of the atoms in contact
to the surface) to a Zn (O) atom is as follows: 2.25 (2.10) for
site A, 2.19 (1.90) for site B (O), 1.93 (2.0) for terrace, and
2.21 (1.88) for site B (Zn). A radial distribution function is
shown in Figure 13. The interaction between Cu atoms and
surface Zn ions is characterized by a single strong peak at
shorter distances and one or more weak satelites at significantly
greater interatomic separations, that could be attributed to the
high strength of the interaction, which is also the case for the
interaction between Cu atoms in the cluster. For all adsorption
sites, the nearest neighbor Cu−Zn interatomic distances are

Figure 12. Relaxed Cu55/ZnO structures for the different adsorption sites. Adsorption energies are given per Cu atom (kJ/mol) and per area (J/m2)
at the bottom of each structure. Cu coverage in our simulation cell is given in Å2 and in percentage. The number of Zn(O) nearest Cu neighbors
with a cutoff distance of 3 Å is shown. Step B has two different terminations, Zn and O terminated, which are represented in parentheses.
Dimensions of the Cu cluster, ZnO step, and simulation cell are given in Figure 7.

Figure 13. Radial distribution function plots for the four Cu
adsorption sites comprising site A, site B (O), terrace, and site B (Zn).
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shorter than the Cu−Cu distances, with the lowest Cu−Zn
distance seen at the terrace. There is an anticorrelation between
the Cu−Cu and Cu−Zn radial distributions. On the other
hand, Cu−O interactions show multiple features. Sites A and B
that expose oxygen to the interaction with adsorbates have a
greater fraction of Cu−O interactions at shorter distances, as
seen from the strong leading peak, which is accompanied by a
set of shoulders and a weaker peak at about 2.9 Å. At the
terrace and site B, the distribution inverts to a significantly
weaker short distance and a much stronger mid-long distance
with strong peaks. There is a clear differentiation among all
sites. In general, at the base of the Cu cluster, inner atoms are
bonded to three Zn ions, whereas the atoms in the
circumference are bonded to two or one Zn ion. For the
Cu−O interactions, the pattern is not as clear. For all of the
adsorption sites, there are four characteristic peaks at ca. 2.25,
2.5, 2.65, and 2.9 Å. We recall that the Cu−O interaction is
purely repulsive and any proximity of these species we observe
should be due to the mediation role of the attractive Cu−Zn
interaction, which could explain the greater spread of Cu−O
distribution.

■ SUMMARY AND CONCLUSIONS

We have parametrized IP that describe the interactions between
copper clusters and zinc oxide surfaces. To obtain good quality
Cu/ZnO IP, we have constructed a simulation model that
enhances different aspects of Cu−ZnO interactions, including
(i) bulk-like nonpolar ZnO surface terminations, which
maximize the accessibility of surface ions of both kinds; (ii)
planar Cu4 and 3D Cu8 clusters with closed-shell electronic
configuration; and (iii) Born−Mayer and Morse potentials,
which gave a good description of the repulsive Cu−O and
attractive Cu−Zn interactions, respectively.
We have achieved a good fit of the IP to DFT SP

calculations, which is the basis for reliable modeling of the Cu/
ZnO system. Optimizing this procedure, we have found that
the relaxation of the ZnO has no substantial effect on the Cu8
structures, which can be exploited to speed up global
optimization searches or similar stochastic calculations.
Our global optimization calculations of Cu8 directly on the

ZnO surface found three structures lower in energy than the
structure obtained by adsorbing on the (101 ̅0) surface the gas-
phase GM Cu8 cluster, with the largest difference of 0.32 eV.
Considering the atomic structure, a close similarity between

IP and DFT results was achieved with the IP showing some
preference for planar Cu structures. In most cases, the DFT
optimized structures were found in less than 40 ionic steps
starting from preoptimized IP configurations, whereas calcu-
lations using the same computational resources and the gas-
phase GM Cu8 cluster 3 Å above the ZnO surface as a starting
point can take over 200 ionic steps. Overall, the new Cu/ZnO
IP proved to give a good structural agreement with DFT
calculations.
Cu adsorption energies, in general, are in a good agreement

between IP and DFT levels of theory. However, we observed a
strong disagreement for the second lowest energy supported
Cu8 structure. This result is related to the difference between
energy IP and DFT landscapes: it is very close to a local
minimum on the DFT energy landscape, which is why its
atomic arrangement does not change substantially, whereas the
other four structures relax further. There is a small energy IP-
DFT mismatch, which is produced by the combination of
inaccuracies in the Cu−Cu and Cu−ZnO potentials. We note

that the Cu−ZnO potentials were fitted using only five
parameters, which might produce a relatively simple IP that is
not sufficient to describe well such a complex system.
In agreement with previous experimental and theoretical

work on the polar ZnO surfaces, global optimizations of Cun
clusters (1 ≤ n ≤ 7) deposited on the (101̅0) surface show a
preference for planar Cu clusters, with a strong attraction
between the Cu and Zn species, which determines the
morphology of supported clusters.
We have provided the first theoretical study on the

stabilization of Cu nanoparticles on the step edges of the
nonpolar ZnO (101 ̅0) surface. The Cu wetting on the step
edges increases the adsorption energy due to the higher
number of Cu atoms interacting with the substrate. However,
adsorption on all sites is seen in experiment.
The methodology presented here provides a very good

approximation to the structure and energy of the Cu/ZnO
system and allows us to sample a substantial representative
portion of the potential energy landscape in a reasonable
amount of time. From this process, the lowest energy IP
structures can be selected as candidates for refinement with an
ab initio method. Our methodology can be easily transferred to
study any supported nanocluster systems in the search of the
thermodynamically most stable nanocluster/substrate structure
and to study large systems, which are usually required for
modeling nanocluster growth on substrates. Obtaining the
lowest energy structure for such systems is, usually, a difficult
task due to the large number of possible configurations (on the
order of thousands), a task that, until now, goes beyond the
DFT capabilities. The methodology shown in this Article
provides a successful and unbiased way to find these low energy
structures without any precondition.
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