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Abstract 20

One influential view of language acquisition is that children master structural generalizatio ns 21

by making and learning from structure-informed predictions. Previous work has shown that 22

from 3 years of age children can use semantic associations to generate predictions. However, 23

it is unknown whether they can generate predictions by combining these associations with 24

knowledge of linguistic structure. We recorded the eye movements of pre-schoolers while 25

they listened to sentences such as Pingu will ride the horse. Upon hearing ride, children 26

predictively looked at a horse (a strongly associated and plausible patient of ride), and mostly 27

ignored a cowboy (equally strongly associated, but an implausible patient). In a separate 28

experiment, children did not rapidly look at the horse when they heard You can show Pingu 29

… “riding”, showing that they do not quickly activate strongly associated patients when there 30

are no structural constraints. Our findings demonstrate that young children’s predictions are 31

sensitive to structure, providing support for predictive- learning models of language 32

acquisition.  33

34
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Beyond Associations:  37

Sensitivity to structure in pre-schoolers’ linguistic predictions38

39

Introduction40

A growing consensus in cognitive science is that our expertise in a variety of domains, 41

from low-level action and perception to high-level cognition, is underlain by prediction 42

(Clark, 2013). For example, the ability to generate expectations about others’ actions, 43

thoughts and words may underlie smooth turn-taking in social interaction (Magyari, 44

Bastiaansen, de Ruiter, & Levinson, 2014), and could contribute to expert (i.e., adult) 45

language processing (Pickering & Garrod, 2013). But is prediction just a tool deployed by 46

expert systems, or rather the driving force behind the development of such systems? A 47

number of computational models have proposed that prediction is critically important for 48

acquiring language in the first place. For example, the connectionist models described in 49

Elman (1990) and Chang, Dell, and Bock (2006) not only use prediction to process sentences, 50

but also to master structural (i.e., syntactic and semantic) generalizations. Prediction, then, 51

might serve as the unifying principle for processing and learning (Chang, Kidd, & Rowland, 52

2013; Dell & Chang, 2014). 53

If prediction drives language acquisition, then children must be able to generate the 54

right kinds of predictions from early on. But while there is strong evidence that adults 55

generate sophisticated predictions, the evidence that children make (and learn from) equally 56

sophisticated predictions is much weaker (Rabagliati, Gambi, & Pickering, 2015). As one 57

example, in order to learn structural generalizations, children need to be able to make 58

predictions using their knowledge of linguistic structure, rather than solely relying on more 59



Running head: BEYOND ASSOCIATIONS 

4 

basic knowledge such as semantic associations. Semantic associations comprise both world 60

knowledge (e.g., that the event of “arresting” typically involves both policemen and robbers) 61

and word co-occurrences (e.g., that policeman and robber are often mentioned close to the 62

word arrest), and they play an important role in the language processing of both adults (e.g., 63

Ferretti, McRae, & Hatherell, 2001) and children (Arias-Trejo & Plunkett, 2009, 2013; Mani, 64

Johnson, McQueen, & Huettig, 2013). This includes an important role in prediction, as 65

highly-associated words are often highly predictable. However, associations alone (even 66

sophisticated ones) can be fallible guides to prediction. For example, the verb arrest has 67

semantic associations to both policeman (a likely agent) and robber (a likely patient), but 68

only the latter is structurally predictable in an active sentence, such as Toby arrests the… 69

(Kukona, Fang, Aicher, Chen, & Magnuson, 2011). That is to say, semantic associations are 70

poor guides to prediction unless they can be combined with knowledge of linguistic structure. 71

To illustrate why structure-based predictions are so important for learning structural 72

generalizations, consider the example of a child who has already learned the active transitive 73

construction, and is now acquiring the passive. This child could, in principle, use their 74

knowledge of the active voice to predict, on hearing the verb arrests, that a potential patient 75

(e.g., a robber) will be mentioned next. If so, then their prediction will be dramatically 76

disconfirmed when they hear a passive, which could gradually cause them to learn that agents 77

(e.g., policeman) can also follow the verb. By contrast to this, if the child only predicted on 78

the basis of associations, then upon hearing arrests they would expect to hear either 79

policeman or robber or both, and would therefore not learn any useful structural 80

generalization from encountering policeman after the verb in a passive sentence.  81

In this study, we test whether young children are able to combine knowledge of both 82

semantic associations and linguistic structure in order to generate predictions that can be 83

learned from. Previous work has shown that adults’ predictions make use of linguistic 84
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structure in this way. Kukona and colleagues (2011) demonstrated that, after hearing Toby 85

arrests the…, adults quickly direct their attention to a picture of a robber, but after hearing 86

Toby was arrested by the…, they look at a policeman. Similarly, in earlier studies by Kamide 87

and colleagues (Kamide, Altmann, & Haywood, 2003; Kamide, Scheepers, & Altmann, 88

2003) adults’ predictive looks were driven by the meanings of words in combination with the 89

words’ case marking, which signalled their structural role in the sentence. Therefore, there is 90

clear evidence that adults make use of structural knowledge when predicting upcoming 91

words. 92

But this does not mean that semantic associations have no role in adults’ predictions: 93

In Kukona et al.’s (2011) study, after hearing Toby arrests the…, adults looked more at the 94

associated but structurally unpredictable policeman than at the completely unrelated surfer. 95

Similarly, in Kamide, Altmann, and Haywood (2003), participants who heard The man will 96

ride… looked at a motorbike (which is strongly associated to both man and ride) the most, 97

and those who heard The girl will ride looked at the motorbike more than those who heard 98

The girl will taste. Thus, looks to the motorbike increased with the number of words 99

associated with it in the preceding sentence. In sum, there is clear evidence that adults make 100

use of associations as well as structure when predicting upcoming words. Importantly, they 101

are able to combine their knowledge of associations with their knowledge of structure, so that 102

when associations support multiple alternatives to an equal extent, they usually entertain 103

structurally unpredictable alternatives to a lesser extent than structurally predictable ones 104

(Kukona et al., 2011).  105

Whether preschool-aged children can generate predictions based on linguistic 106

structure is less clear. Visual-world studies have shown that children generate predictions 107

about upcoming words by 2 years of age (Borovsky & Creel, 2014; Borovsky, Elman, & 108

Fernald, 2012; Borovsky, Sweeney, Elman, & Fernald, 2014; Mani & Huettig, 2012; Fernald, 109
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2004, as reviewed in Fernald, Zangl, Portillo, & Marchman, 2008), but the mechanisms 110

underlying those predictions have not been well established. In fact, work by Borovsky and 111

colleagues suggests that children’s predictive eye movements may be based on semantic 112

associations, rather than structural knowledge. For example, on hearing The pirate chases 113

the… children as young as three tended to look towards a depicted ship, which is associated 114

with both pirate and chases (Borovsky et al., 2012), and is a plausible patient of chases. 115

However, they also looked to treasure (associated with pirate) and to a cat (associated with 116

chases) more than to unrelated distractors (e.g., a bone), even though these were not plausible 117

patients. That is to say, their predictive looks could be explained as the result of a simple 118

summation of the associations between the pictures on the screen and the words heard so far.  119

Other work suggests that these associations may be more complex than simple word-120

to-picture associations. For example, on hearing I want to hold the… spoken by a character 121

who previously introduced himself as a pirate, children as young as three look towards a 122

depicted sword, suggesting that they can generate predictions based on a speaker’s identity. 123

However, these predictions still appeared to be driven by associations of some form: The 124

children also looked towards a ship (associated with the character but not holdable), and a 125

wand (associated with hold and not with a pirate) more than to unrelated distractors 126

(Borovsky & Creel, 2014). That is to say, the children in this study did not appear to be ruling 127

out associated but unpredictable continuations. 128

In sharp contrast with the extensive evidence for association-based predictions, there 129

is only more limited evidence for structural predictions in young children. Older children, 130

such as 5- to-6-year-olds, appear to process active and passive constructions (Arai & Mazuka, 131

2014; Huang, Zheng, Meng, & Snedeker, 2013) by predicting upcoming arguments based on 132

their structural knowledge of these constructions. Most interestingly, a recent study 133

(Lukyanenko & Fisher, 2016) found that 3-year-olds will predictively look to a plural subject 134



Running head: BEYOND ASSOCIATIONS 

7 

when they hear Where are the ...1. This shows that they can use the number feature of the 135

verb (a syntactic feature) to predict the number of an upcoming subject noun, and therefore 136

suggests that they use a syntactic relation (i.e., agreement) to guide their predictions (see also 137

Melançon & Shi, 2015). However, this study was not set up to examine whether young 138

children are able to combine association-based with structure-based predictions. Rather, 139

structure-based predictions were the only type of predictions afforded by the sentence 140

preambles used in this study, because none of the words preceding the structurally predictable 141

subjects were semantically associated to these subjects. 142

Here, we pit structure against associations directly. We ask whether young (3-to-5 143

year olds), language- learning children are able to combine their knowledge of associations 144

and linguistic structure to generate predictions in the same way as adults do. For example, are 145

they able to predict that the verb arrests in an active sentence is more likely to be followed by 146

robber than by policeman? From previous studies (e.g., Borovsky et al., 2012) we know that 147

children aged 3 and older have acquired knowledge about the typical participants in common 148

events, and are able to deploy such knowledge predictively. However, these studies have only 149

tested whether children predict strongly or weakly associated patients, and have shown that 150

they predict proportionally to the strength of the association (see also Mani, Daum, & 151

Huettig, in press). But because in these studies the most associated patient was also the most 152

associated word tout court, it remains unclear whether children were simply predicting on the 153

1 Lukyanenko and Fisher also found that 2.5-year-olds were faster to orient to a plural noun 

when it was heard in an informative context, a result that could also potentially be driven by 

prediction. However it is also explicable by facilitated integration (see also Lew-Williams & 

Fernald, 2007). Unambiguously predictive effects (i.e., registered before or at noun onset) 

were not fully reliable in 2.5-year-olds.
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basis of the strongest association, or were combining associations and linguistic structure to 154

predict the most strongly associated patient.  155

Experiment 1 156

In order to test if young children predict using a combination of linguistic structure 157

and associations, Experiment 1 used a task inspired by the visual-world study of Kukona et 158

al. (2011): A large sample of preschool-aged children, and adults, listened to sentences such 159

as Pingu will ride/pull the horse, while looking at the subject of the sentence (Pingu), an 160

associated patient (e.g., horse), an associated agent (e.g., cowboy), and a distractor. We 161

compared children’s predictive looks to patients when they were associated with the verb 162

(ride) and when they were unrelated (pull); similarly, we also tested whether children’s 163

predictive looks to agents were affected by the presence of an associative link between these 164

and the verb. Crucially, while both agents and patients were associated, only patients were 165

structurally predictable. Since children’s predictions lag behind adults’ (Borovsky et al., 166

2012), we included both short and long sentences (e.g., Pingu will ride/pull the very tired 167

horse) to give children more time to generate predictions. Listeners whose predictions are 168

solely driven by associations should launch predictive eye-movements towards patients and 169

agents alike when they are associated with the verb. But listeners who make use of linguistic 170

structure to generate predictions should predominantly look at patients. 171

172

Method 173

Participants. We assumed an effect size slightly lower than in Mani and Huettig (2012), and 174

planned to recruit 80 children to achieve 80% power. Due to the ending of the school year, 175

we recruited seventy-seven English-speaking children from nurseries in and around 176
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Edinburgh. Five children’s data were discarded for not following instructions (2), language 177

impairment (2) or bilingualism (1), leaving 72 children in the final sample (mean age: 49.3 178

months, range [34,66] months, 33 males). We also tested twenty-four English-speaking 179

students from the University of Edinburgh (mean age: 21.8 yrs, range [19, 33], 8 males); 180

sample size was set based on previous studies in this case (e.g., Kukona et al., 2011). 181

Materials. Transitive sentences containing predictive or non-predictive verbs were paired 182

with sets of four toys: Pingu (a well-known British penguin), an associated agent of the 183

predictive verb, an associated patient, and a distractor (see Tables 1 and S1 online). Sentences 184

varied in the distance between verb and direct object noun; long sentences contained pre-185

nominal modifiers (4-5 syllables) that were absent in short sentences. Different pre-nominal 186

modifiers were used for each item (i.e., each target noun), but the same modifiers were used 187

across predictive and non-predictive versions of each sentence as shown in Table 1. Verb 188

Type (non-predictive vs. predictive) and Length (short vs. long) were fully crossed in a 189

within- items, within-subjects design. Items were assigned to four lists using a Latin Square, 190

with two random orders per list. 191

192

193

194

195

196

197

198
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Table 1.  199

Example materials; bracketed words were used only in long sentences. The critical verb is 200

highlighted in bold. 201

Verb Type Patient Agent Distractor

Predictive In this one, Pingu will ride the (very tired) horse. Horse Cowboy Nurse

Now, Pingu will milk the (incredibly fast) cow. Cow Farmer Pony

Non-

predictive

In this one, Pingu will pull the (very tired) horse. Horse Cowboy Nurse

Now, Pingu will listen to the (incredibly fast) 

cow.

Cow Farmer Pony

202

Importantly, each predictive verb was strongly associated with both an agent and a 203

patient (e.g., ride had Agent: cowboy, Patient: horse). The association strength from verb to 204

agent was matched to the association strength from verb to patient. In addition, the agents 205

were highly plausible as agents but implausible as patients, and vice versa, while the 206

plausibility of agents as agents was equal to the plausibility of patients as patients. Each 207

predictive verb was yoked to a non-predictive verb (e.g., pull had Agent: cowboy, Patient: 208

horse), which had no strong association to either the agent or the patient, and for which both 209

objects were equally plausible as agent or patient.  210

To develop these stimuli we conducted two norming studies. First, following Kukona 211

et al. (2011), adults rated whether characters were plausible agents or patients of the verbs. 212

Then, critically, we asked a separate group of children to select two pictured characters from 213

a set of eight (the agent, the patient, and two distractors, each represented by two easily 214
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distinguishable exemplars) and use them to act out the meaning of each verb in front of a 215

puppet. We calculated the proportion of children who selected each character as agent (agent-216

hood rating) or patient (patient-hood rating). Eight pictures were used to ensure the 217

association between agent and verb could be measured independently of the association 218

between patient and verb (i.e., participants could potentially choose the same character as 219

both agent and patient). After norming, we selected 12 sets of materials, whose characteristic 220

agent-hood and patient-hood ratings and association scores can be seen in Table 2. 221

Distractors were unrelated to both predictive and non-predictive verbs. Further details and 222

statistical analyses can be found in the Supplemental material online. 223

224

Table 2.  225

Latent Semantic Analysis (LSA) association scores, agent-hood, and patient-hood ratings for 226

the agents and patients used in this study; means over 12 items (standard deviations in 227

brackets). 228

Association 

strength

Children norming studyb Adult norming studyc

Verb Type Entity LSA score a Agent-hood Patient-hood Agent-hood Patient-hood

Predictive Agent .156 (.147) .70(.20) .07(.12) 6.42 (0.37) 3.53 (1.30)

Patient .176 (.149) .056(.11) .72(.32) 3.50 (1.29) 6.54 (0.52)

Non-predictive Agent .084(.065) .20(.15) .24(.20) 6.00 (0.88) 5.28 (1.11)

Patient .093(.083) .23(.24) .22(.17) 5.31 (1.12) 5.20 (1.77)

a Based on the following corpus: general reading up to 3rd grade (http://lsa.colorado.edu/). 229

http://lsa.colorado.edu/
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b Proportion of children (N=15, 7 males; M=52.7 months, range=[38;66]) who selected the 230

entity as agent or patient (respectively) when asked to act out the verb. 231

c Average rating assigned by adults (N=31) on a 7-point Likert scale. Higher values indicate 232

higher plausibility. 233

234

Sentences were spoken in child-directed Scottish English by a female speaker. Verb 235

duration was similar across the four versions of each sentence (predictive: short 734 ms, long 236

706 ms; non-predictive: short 671 ms, long 670 ms; Length F(1,11) = 2.09, p = .176, r = 0.40; 237

Verb Type F(1,11) = 2.16, p = .160, r = 0.41; Length:Verb Type F(1,11) = 0.16, p>.250, r = 238

0.12). The direct object noun’s onset was on average 1.7 seconds after the verb’s offset in 239

short sentences and 3.7 seconds after the verb’s offset in long sentences.240

Procedure. We followed Snedeker and Trueswell (2004): Participants sat in front of an 241

inclined wooden stage containing four shelves. A camera housed in the center of the stage 242

recorded participant’s eye-movements at 25 frames per second. Children's actions were 243

recorded by a second camera behind their shoulder. Sentences were played through 244

loudspeakers. Participants were told they would act out short stories about Pingu using the 245

toys, and completed one practice trial. Before each trial, the experimenter laid out and named 246

the toys. The toys’ positions on the stage were counterbalanced across items. Adults were 247

tested in the lab, children at their nursery in 10-to-20 minute sessions. Children’s productive 248

vocabulary was assessed using the Expressive Vocabulary (EV) sub-test of the Clinical 249

Evaluation of Language Fundamentals (CELF-Preschool-2, UK Edition; Wiig, Secord, & 250

Semel, 2006). 251

Coding. Trials (non-predictive verbs: 7.87% in short, 8.33% in long sentences; predictive 252

verbs: 9.72% in short, 13.43% in long sentences) were excluded because of experimenter 253

error, or because the child was distracted or performed the wrong action (adults’ actions were 254
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always correct). The first author and three trained research assistants determined the 255

participant’s direction of gaze for every frame from sentence onset to either the onset of an 256

action or 2 seconds after sentence offset, whichever was earlier. Gaze was coded as being 257

directed at one of the four shelves, at the center, off-stage, or missing (blinks, track loss). The 258

first author independently recoded 25% of participants coded by each of the other coders. 259

Inter-coder agreement was high and similar across coders, based both on the percentage of 260

agreed-upon total frames and on the percentage of agreed-upon shift frames (the latter is 261

reported between square brackets): 92%[96%] (Coder 1), 94%[97%] (Coder 2) for adult data 262

and 91%[92%] (Coder 1), 90%[90%] (Coder 3) for child data.   263

264

Results 265

We analysed whether the likelihood of participants looking to the agent and patient varied 266

depending on the predictive power of the verb (Verb Type) and the amount of time available 267

for prediction before the onset of the noun (Length). We did this in two ways. Our first 268

analysis (Figure 1) provided a snapshot of participants’ predictions just before the onset of 269

the noun, during a 300ms window ending 100ms after noun onset (to account for delays in 270

launching saccades; Trueswell, 2008); in separate mixed-effects logistic regressions we tested 271

how Verb Type, Length, and their interaction affected the likelihood of looks to the patient 272

and the likelihood of looks to the agent. We chose a short time window defined with respect 273

to target noun onset for these analyses because they included the factor Length, and Long and 274

Short sentences differed up until the target noun. Our second analysis, following Kukona et 275

al. (2011), used growth curve modelling (Mirman, 2014; Mirman, Dixon, & Magnuson, 276

2008) to provide an exploratory assessment of how looks to each character changed over time 277

during a 2200ms window beginning 500ms before the offset of the critical verb and ending 278
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1700ms after (Figure 2). Separate mixed-effects linear regressions tested how Verb Type 279

affected the change in proportion of looks to the agent and the patient over time; data were 280

averaged over items to obtain more robust estimates of the curves. Since this analysis was 281

time-locked to the verb rather than the noun, Length was not included in these models. All 282

analyses used the lme4 package (Bates, Maechler, & Dai, 2014) in R (R, Version 3.1.3). 283

Fixed effects were contrast coded and centered. Random effects structure was maximal (Barr, 284

Levy, Scheepers, & Tily, 2013), but correlations between random effects were sometimes set 285

to zero to aid convergence (Bates, Kliegl, Vasishth, & Baayen, 2015). All p values are from 286

log-likelihood ratio tests; 95% confidence intervals for model estimates are from the confint287

function (method=“Wald”). 288

Figure 1. 289

Snapshot analysis. Mean proportion of predictive looks to the patient and the agent after 290

predictive and non-predictive verbs. See text for details of the time window used in this 291

analysis. Error bars represent ± 1 SEM. 292

293
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Adults. Our snapshot analysis (Table 4, top) confirmed that adults’ predictions use structure, 294

and are not just driven by associations. Average fixations proportions to the patient and agent 295

in the four conditions are reported in Table 3. Figure 1 (left-most panel) shows the same data 296

in graphic form, collapsing over short and long sentences. Adults were much more likely to 297

predictively look at the patient upon hearing a predictive than a non-predictive verb (Table 3; 298

log-odds Beta= 1.44, SE= 0.35, CI= [0.74,2.13], z= 4.07; χ2(1)= 11.5, p< .001), and this 299

effect did not vary with Length (log-odds Beta= -0.97, SE= 0.78, CI= [-2.51,0.56], z= -1.24; 300

χ2(1)= 1.49, p=.222). By contrast, participants did not generate more predictive looks to the 301

agent after a predictive than a non-predictive verb; in fact there was a marginal tendency to 302

generate fewer looks (log-odds Beta=  -0.94, SE= 0.56, CI= [-2.04,0.16], z= -1.67; χ2(1)= 303

3.50, p= .061), an effect that did not depend on Length (log-odds Beta= 0.60, SE= 1.04, CI= 304

[-1.44,2.63], z= 0.58; χ2(1)= 0.33, p>.250). In fact, Length did not affect looks to either the 305

patient or agent (see Table 4, top). 306

Table 3. 307

Proportion of looks to the patient and agent in the snapshot analysis (Adults). Means over 308

subjects (SE). 309

Verb Type Length Patient Agent

Non-predictive Long .40 (.07) .22 (.06)

Predictive Long .57 (.07) .13 (.03)

Non-predictive Short .18 (.04) .31 (.05)

Predictive Short .51 (.07) .14 (.04)

310

The growth curve analysis confirmed these results (Table 4, bottom). In lme4 syntax, 311

we used the following structure: 1 + Verb Type + Time + Time2 + Verb Type:Time + Verb 312
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Type:Time2, plus random effects. The intercept term represents the mean proportion of looks 313

over the entire window. The first order effect of Verb Type captures variation in the intercept 314

term. The interaction between Verb Type and the linear time term captures variation in how 315

rapidly looks to a character rise over time, while the interaction with the quadratic time term 316

captures variation in the curvature of the line representing looks to each character. As in the 317

snapshot analysis, adults looked to patients more after predictive than non-predictive verbs 318

(Verb Type, Beta= 0.14, SE= 0.04, CI= [0.06,0.22], t= 3.55; χ2(1)= 10.14, p= .001) and, in 319

addition, they looked faster to the patient after predictive than non-predictive verbs, as shown 320

by a significant interaction between Verb Type and the linear time term (Beta= 0.58, SE= 321

0.14, CI= [0.30, 0.86], t= 4.10; χ2(1)= 12.72, p< .001). Verb Type did not affect the quadratic 322

time term (Beta= -0.08, SE= 0.14, CI= [-0.37,0.20], t= -0.59; χ2(1)= 0.34, p>.250). By 323

contrast, there was no overall effect of Verb Type on looks to the agent (Beta= -0.02, SE= 324

0.02, CI= [-0.06,0.03], t= -0.72; χ2(1)= 0.51, p>.250), and instead participants were slower to 325

gaze at the agent after predictive than non-predictive verbs (Verb Type: Time, Beta= -0.35, 326

SE= 0.14, CI= [-0.62, -0.07], t= -2.46; χ2(1)= 5.71, p= .017). Again, Verb Type did not affect 327

the quadratic time term (Beta= -0.09, SE= 0.09, CI= [-0.26,0.08], t= -1.08; χ2(1)= 1.15, 328

p>.250). See Figure 2. 329

330

331

332

333

334
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Figure 2. 335

Growth curve analysis (Experiment 1). Proportion of looks to the patient (bottom panels) and 336

agent (top panels) over time in the non-predictive (solid line) and predictive (dashed line) 337

conditions; 0 is at verb offset. Error bars represent 95% confidence intervals computed over 338

1000 bootstrapped samples. 339

340

341

342

343

344

345

346

347

348
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Table 4. Snapshot (top) and growth curve models (bottom) for adults in Exp. 1. 349

Snapshot analyses

Predictor Object Estimate (SE) z CI χ2 and p value

Verb Type Patient 1.44 (0.35) 4.07 [0.74,2.13] χ2(1)= 11.5, p< .001

Agent -0.94 (0.56) -1.67 [-2.04,0.16] χ2(1)= 3.50, p= .061

Length Patient 0.76 (0.39) 1.95 [-1.14,0.09] χ2(1)= 2.47, p= .116

Agent -0.46 (0.59) -0.79 [-1.62,0.69] χ2(1)= 1.09, p>.250

Verb Type: Length Patient -0.97 (0.78) 1.24 [-2.51,0.56] χ2(1)= 1.49, p=.222

Agent 0.60 (1.04) 0.58 [-1.44,2.63] χ2(1)= 0.33, p>.250

Growth Curve Analyses

Predictor Object Estimate (SE) t CI χ2 and p value

Verb Type Patient 0.14 (0.04) 3.55 [0.06,0.22] χ2(1)= 10.14, p= .001

Agent -0.02 (0.02) -0.72 [-0.06,0.03] χ2(1)= 0.51, p>.250

Verb Type: Time Patient 0.58 (0.14) 4.10 [0.30, 0.86] χ2(1)= 12.72, p< .001

Agent -0.35 (0.14) -2.46 [-0.62, -0.07] χ2(1)= 5.71, p= .017

Verb Type: Time2 Patient -0.08 (0.14) -0.59 [-0.37,0.20] χ2(1)= 0.34, p>.250

Agent -0.09 (0.09) -1.08 [-0.26,0.08] χ2(1)= 1.15, p>.250

350
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Children.  As with adults, our snapshot analysis (Table 6, top) indicated that 351

children’s predictions are driven by linguistic structure, and not just associations. Average 352

fixations proportions to the patient and agent in the four conditions are reported in Table 5. 353

Figure 1 (middle panel) shows the same data in graphic form, collapsing over short and long 354

sentences.  Children were more likely to predictively look at the patient upon hearing a 355

predictive than a non-predictive verb (log-odds Beta= 0.78, SE= 0.25, CI= [0.30,1.26], z= 356

3.19; χ2(1)= 8.59, p= .003), and this did not vary with Length (log-odds Beta= -0.22, SE= 357

0.52, CI= [-1.25,0.81], z= -0.42; χ2(1)= 0.18, p>.250). In contrast, hearing predictive verbs 358

did not cause more predictive looks to the agent compared to hearing non-predictive verbs 359

(log-odds Beta= -0.22, SE= 0.21, CI= [-0.64,0.19], z= -1.06; χ2(1)= 1.33, p>.250, and again 360

this effect of Verb Type did not vary with Length (log-odds Beta= -0.10, SE= 0.48, CI= [-361

1.04,0.85], z= -0.20; χ2(1)= 0.04, p>.250). As with adults, Length did not affect looks to 362

patient or agent (see Table 6, top). Unlike adults, however, children did not show a tendency 363

to look at agents less after hearing predictive than non-predictive verbs2.  364

365

366

367

2 In additional snapshot analyses, we checked for potential order effects, which might 

have occurred if adults and children were able to identify likely agents and patients, and learn 

that patients would always be mentioned. There was no evidence for this: Order did not affect 

the likelihood of looking at the patient or agent, nor the magnitude of the Verb Type effect 

(all |z|’s < 1.45). 
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Table 5.  368

Proportion of looks to the patient and agent in our snapshot analysis (Children). Means over 369

subjects (SE in brackets). 370

Verb Type Length Patient Agent

Non-predictive Long .28 (.03) .28 (.03)

Predictive Long .43 (.04) .23 (.03)

Non-predictive Short .24 (.04) .24 (.03)

Predictive Short .35 (.04) .22 (.03)

371

Next we asked if these effects varied with age or linguistic knowledge.  In fact, there 372

was no evidence that children in this study processed the sentences differently depending on 373

their age or vocabulary. When expressive vocabulary (centered raw scores) or age (centered 374

age in months) were entered into separate regression analyses, neither factor interacted with 375

either Verb Type or Length (all p’s >.05).3 The absence of age differences is also evident in 376

the two panels of Figure 3, which show prediction summary scores for each child plotted 377

against their age or vocabulary. These summary scores were computed with reference to the 378

same time window used in the snapshot analyses: for each child, the proportion of fixations to 379

the patient (top panel) or agent (bottom panel) after a non-predictive verb was subtracted 380

from the proportion of fixations to the patient or agent after a predictive verb. The sizes of 381

these prediction effects did not vary with age: The slopes of the regression lines do not differ 382

from zero (Patient: t=0.03, CI=[-0.01, 0.01], p>.250; Agent: t=-1.50, CI=[-0.01,0],  p=.138). 383

3 Age and productive vocabulary were entered into separate regressions as they were 

strongly correlated (r(70) = 0.64, p<.001).  
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They also did not vary with vocabulary size (Patient: t=-0.44, CI=[-0.01, 0.01], p>.250; 384

Agent: t=-0.04, CI=[-0.01, 0.01], p>.250). 385

Figure 3. (top panels) Patient Prediction difference scores (gaze in predictive minus non-386

prediction conditions) plotted against age in months (A) and productive vocabulary (B); 387

(bottom panels) Agent Prediction difference scores plotted against age in months (C) and 388

productive vocabulary (D).  389

390

391

392
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The growth curve analysis (Table 6, bottom) confirmed the importance of linguistic 393

structure in children’s predictions. Like adults, children were overall more likely to look at 394

the patient after a predictive verb (Verb Type, Beta= 0.07, SE= 0.02, CI= [0.03,0.10], t= 3.65; 395

χ2(1)= 12.24, p< .001), and in addition looked faster to the patient upon hearing a predictive 396

than a non-predictive verb (Verb Type: Time, Beta= 0.24, SE= 0.09, CI= [0.07,0.42], t= 2.68; 397

χ2(1)= 7.01, p= .008). Verb Type did not interact with the quadratic time term (Beta= 0.08, 398

SE= 0.08, CI= [-0.08,0.24],  t= 1.03; χ2(1)= 1.05, p>.250). Also like adults, there was no 399

overall effect of Verb Type on looks to the agent (Beta= -0.02, SE= 0.02, CI= [-0.05,0.02], t= 400

-0.98; χ2(1)= 0.96, p>.250), confirming the snapshot analysis. Verb Type did not affect the 401

speed with which children looked at the agent (Verb Type: Time, Beta= -0.05, SE= 0.09, CI= 402

[-0.23,0.12], t= -0.58; χ2(1)= 0.34, p>.250). There was an effect of Verb Type on the 403

quadratic time term (Verb Type:Time2, Beta= -0.18, SE= 0.07, CI= [0.32,-0.03], t= -2.44; 404

χ2(1)= 5.73, p= .017); an examination of the fitted curves (see Figure S1 online) suggests that 405

this was driven by a graded tendency to look away from the agent more quickly after a 406

predictive than a non-predictive verb. Again, these effects did not seem to vary as a function 407

of age or expressive vocabulary, and neither factor interacted with Verb Type (all p’s >.05). 408

Figure S2 in the online Supplemental Material shows that the patterns depicted in Figure 2, 409

right panel, were highly comparable in younger (<48 months, according to a median split of 410

age) and older children.  411

412

413

414

415
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Table 6. Snapshot (top) and growth curve models (bottom) for children in Exp. 1 416

Snapshot analyses

Predictor Object Estimate (SE) z CI χ2 and p value

Verb Type Patient 0.78 (0.25) 3.19 [0.30,1.26] χ2(1)= 8.59, p= .003

Agent -0.22 (0.21) -1.06 [-0.64,0.19] χ2(1)= 1.33, p>.250

Length Patient 0.42 (0.23) 1.81 [-0.04,0.88] χ2(1)= 3.35, p= .067

Agent 0.12 (0.22) 0.57 [-0.30,0.55] χ2(1)= 0.29, p>.250

Verb Type: Length Patient -0.22 (0.52) -0.42 [-1.25,0.81] χ2(1)= 0.18, p>.250

Agent -0.10 (0.48) -0.20 [-1.04,0.85] χ2(1)= 0.04, p>.250

Growth Curve Analyses

Predictor Object Estimate (SE) t CI χ2 and p value

Verb Type Patient 0.07 (0.02) 3.65 [0.03,0.10] χ2(1)= 12.24, p< .001

Agent -0.02 (0.02) -0.98 [-0.05,0.02] χ2(1)= 0.96, p>.250

Verb Type: Time Patient 0.24 (0.09) 2.68 [0.07,0.42] χ2(1)= 7.01, p= .008

Agent -0.05 (0.09) -0.58 [-0.23,0.12] χ2(1)= 0.34, p>.250

Verb Type: Time2 Patient 0.08 (0.08) 1.03 [-0.08,0.24] χ2(1)= 1.05, p>.250

Agent -0.18 (0.07) -2.44 [0.32,-0.03] χ2(1)= 5.73, p= .017

417
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Comparison between children and adults. Finally, we pooled the child and adult 418

data and compared the two groups using growth curve analysis. Overall, children looked at 419

agents more than adults did (Beta= -0.05, SE= 0.02, CI= [-0.09,-0.01], t= -2.23; χ2(1)= 4.72, 420

p= .030), and they looked to patients less quickly than adults (Age Group: Time, Beta= 0.31, 421

SE= 0.10, CI= [0.13,0.50], t= 3.22; χ2(1)= 10.87, p< .001), but neither effect varied with 422

Verb Type (all p’s >0.5). That is to say, children’s predictive eye movements were both 423

qualitatively and quantitatively similar to the adults’ eye movements.424

Discussion 425

Experiment 1 found that pre-school children are savvy predictors. Like adults, they 426

looked more to associated and structurally predictable patients after hearing predictive than 427

non-predictive verbs, and they also looked at these patients more quickly in the former than 428

the latter case. In contrast, both children and adults failed to pay more attention to strongly 429

associated but structurally implausible agents. This suggests that children use what they 430

already know about linguistic structure to guide their predictions. Surprisingly, the magnitude 431

and time course of prediction effects did not differ between children and adults, nor did they 432

vary with the children’s age or expressive vocabulary. 433

434
Experiment 2 435

 We have argued that Experiment 1 shows language- learning children use structural 436

information to inform their predictions. However, this conclusion rests on the assumption 437

that, upon hearing predictive verbs, children rapidly activate both strongly associated agents 438

and strongly associated patients, but disregard agents because they do not fit with the 439

sentence structurally. Another possibility, though, is that, for children, verbs are differentially 440
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associated with their agents and patients, either through different types of association, or 441

through different strengths of association (despite our best efforts in the pre-test).  442

For example, children might represent agent-verb associations in semantic memory 443

(as other forms of world knowledge) but represent patient-verb associations as part of a 444

verbs’ meaning, and so would be slower to retrieve the agent information than to retrieve the 445

patient information. Priming studies have shown that adults immediately activate associated 446

agents when they hear a verb (e.g., Ferretti et al., 2001), but there is no comparable evidence 447

for children. Alternatively, children might have a general bias towards gazing at associated 448

patients more than towards associated agents, because they have learned associations that are 449

ordered. For example, children may have learned an association that when they hear the verb 450

arrest, then they tend to hear robber soon after, and this temporally ordered association could 451

drive their predictive looks to the patient; the ordered association between arrest and 452

policeman would instead be much weaker. Crucially, both of these alternative explanations 453

predict that children should launch rapid predictive looks towards associated patients 454

regardless of which structural cues are present in the sentence.   455

We tested these alternative explanations in Experiment 2. Children listened to 456

structurally neutral instructions (e.g., children heard Now, you can show Pingu … 457

riding/pulling) while viewing the same visual displays used in Experiment 1. If children 458

activate patients more strongly than agents regardless of structure, then we should again see 459

rapid looks to patients but not to agents after hearing predictive verbs like arrest, just as in 460

Experiment 1. But if children’s predictive looks to patients in Experiment 1 were instead due 461

to their use of structure to constrain prediction, then we would expect much reduced looks to 462

patients when cues to structure are removed, along with, perhaps, more looks to agents.  463

464
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Method 465

Participants. We recruited twenty-five additional English-speaking children from nurseries 466

and a database of families in the Edinburgh area. We discarded the data from one child who 467

did not follow instructions, leaving 24 children (mean age: 50.3 months, range [39, 68] 468

months, 12 males).  469

Materials. The same verbs from Experiment 1 were spoken by a different female speaker 470

using child-directed British English in structurally neutral sentences, such as Now, you can 471

show Pingu … riding/pulling. Verb duration was similar between predictive (1078 ms) and 472

non-predictive verbs (1121 ms; F(1,11) = 0.28, p >.250, r = 0.16). Items were assigned to one 473

of two lists in a Latin Square, with two random orders per list.474

Procedure. Children were asked to demonstrate a word to Pingu using two toys of their 475

choice; if they did not spontaneously do so, the experimenter prompted them to act out the 476

word. After the task, children received the same vocabulary test used in Experiment 1. 477

Sessions lasted 20 minutes, and took place at nurseries or the Developmental Lab at the 478

University of Edinburgh.479

Coding. Trials (non-predictive: 5.56%, predictive: 11.11%) were excluded and eye-480

movements coded (by the first author and a trained assistant) as in Experiment 1, except that 481

gaze was only coded up to 1 second after sentence offset (or the onset of an action, if earlier). 482

Inter-coder agreement was 92% (94% based on shift frames only). For details of performance 483

in the act-out task, see the Supplemental material online. 484

Results and Discussion 485

Results. Eye-movement data were analysed as in Experiment 1, except that because 486

there was no noun following the verb, the window used in the snapshot analysis began 200ms 487
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before verb offset; to avoid overlap with actions, the growth curve analysis used a 700ms 488

time window starting 500ms before verb offset. Children’s raw vocabulary scores ranged 489

from 15 to 36, and correlated with their age (r(22) = 0.59, p=.002).490

 The snapshot analysis (Figure 1, right-most panel and Table 7, top) showed that 491

children’s looks to the agent were unaffected by the predictive power of the verb, and the 492

same was true of their looks to the patient (Agent: predictive, M= .32, SE= .05, non-493

predictive, M= .27, SE= .04, log-odds Beta= 0.14, SE= 0.56, CI= [-0.96,1.24], z= 0.24; 494

χ2(1)= 0.06, p>.250; Patient: predictive, M= .20, SE= .03, non-predictive, M= .25, SE= .05, 495

log-odds Beta= -0.09, SE= 0.43, CI= [-0.93,0.76], z= -0.20; χ2(1)= 0.03, p>.250). Confirming 496

the snapshot analysis, the growth curve analysis (Table 7, bottom) found that children did not 497

look more to the agent overall (Verb Type, Beta= 0.02, SE= 0.05, CI=  [-0.08,0.13], t= 0.47; 498

χ2(1)= 0.22, p>.250) after a predictive verb than a non-predictive verb. However, the growth 499

curve analysis also revealed that children rapidly associate agents to verbs (Figure 4): 500

Children’s looks to the agent rose faster (Verb Type: Time, Beta= 0.23, SE= 0.07, CI= 501

[0.09,0.37], t= 3.21; χ2(1)= 8.64, p= .003) after a predictive than a non-predictive verb. In 502

addition, the curvature of the line representing looks to the agent tended to be more 503

pronounced after a predictive verb (Verb Type: Time2, Beta= -0.08, SE= 0.04, CI= [-0.16,-504

0.003], t= -2.04; χ2(1)= 3.84, p= .050), but this effect was driven by children with larger 505

vocabularies (Verb Type: Time2: Vocabulary, Beta= -0.02, SE= 0.006, CI= [-0.03,-0.01], t= -506

3.61; χ2(1)= 10.39, p= .001). There were no effects for patients (see Table 7, bottom), nor 507

other effects of vocabulary or age (all p’s> .05).508

509

510
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Figure 4. 511

Growth curve analysis (Experiment 2). Proportion of looks to the patient (bottom panel) and 512

agent (top panel) over time in the non-predictive (solid line) and predictive (dashed line) 513

conditions; 0 is at verb offset. Error bars represent 95% confidence intervals computed over 514

1000 bootstrapped samples. 515

516

517

518

519

520

521

522

523
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Table 7. Snapshot (top) and growth curve models (bottom) for children in Exp. 2 524

Snapshot analyses

Predictor Object Estimate (SE) z CI χ2 and p value

Verb Type Patient -0.09 (0.43) -0.20 [-0.93,0.76] χ2(1)= 0.03, p>.250

Agent 0.14 (0.56) 0.24 [-0.96,1.24] χ2(1)= 0.06, p>.250

Growth Curve Analyses

Predictor Object Estimate (SE) t CI χ2 and p value

Verb Type Patient -0.05 (0.03) -1.57 [-0.10,0.01] χ2(1)= 2.34, p= .126

Agent 0.02 (0.05) 0.47 [-0.08,0.13] χ2(1)= 0.22, p>.250

Verb Type: Time Patient -0.04 (0.07) -0.61 [-0.19,0.10] χ2(1)= 0.37, p>.250

Agent 0.23 (0.07) 3.21 [0.09,0.37] χ2(1)= 8.64, p= .003

Verb Type: Time2 Patient 0.01 (0.03) 0.52 [-0.04,0.07] χ2(1)= 0.27, p>.250

Agent -0.08 (0.04) -2.04 [-0.16,-0.003] χ2(1)= 3.84, p= .050

525

Discussion. Experiment 2 found no evidence that, in the absence of structural constraints, 526

children look more, or more quickly, at strongly associated patients after hearing predictive 527

than non-predictive verbs. In addition, although children did not show an overall preference 528

for strongly associated agents, we did find that their looks to agents rose more quickly after 529

hearing a predictive than a non-predictive verb, which suggests that children can indeed 530
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activate associated agents on hearing verbs, albeit weakly4. Importantly, these findings fail to 531

support the possibility that children’s predictive looks in Experiment 1 were driven by 532

knowledge of simple, ordered associations between verbs and nouns. For that to be the case, 533

we should have uncovered strong evidence that children gaze to the patient upon hearing a 534

predictive verb, but we did not.5 Instead, the findings of Experiment 2 are most consistent 535

with the hypothesis that children generate predictions based on their knowledge of linguistic 536

structure.  537

538

General Discussion 539

Influential models of the acquisition of grammar, such as Chang et al. (2006), propose 540

that children compare their predictions about upcoming words to the words they actually 541

hear, and use the discrepancy (prediction error) to learn linguistic generalizations. But for this 542

4 It is possible that presenting verbs outside of a structural frame and in an unusual sentence 

final position is responsible for the weakness of the effects observed in Experiment 2.

5 Bayes factor calculations also suggested that, in Experiment 2, hearing a predictive verb did 

not cause participants to gaze to the patient. We assessed whether the relevant regression 

terms in our analyses were more consistent with a null effect, or a positive effect. Following 

Dienes (2014), we compared the null with a range of potential positive effects, between 0 and 

twice the effect sizes observed in Experiment 1. The resulting Bayes factors were consistently 

less than 0.33, indicating strong evidence in favor of the null hypothesis. In the snapshot 

analysis, the Bayes Factor for the effect of Verb Type was 0.25; in the growth curve analysis 

the Bayes Factors for the effect of Verb Type, and for the interaction of Verb Type with the 

linear time term were both less than 0.1.
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to be possible, children’s predictions must incorporate information at the linguistic level to 543

which the generalization pertains. So, for example, to learn a structural generalization, such 544

as the passive construction, children must be able to make sophisticated structure-based 545

predictions, such as “the next word will be a patient”. 546

Here we have demonstrated that pre-schoolers predictively direct their attention 547

towards strongly associated and structurally predictable patients, while they largely ignore 548

equally strongly associated but structurally unpredictable agents (Experiment 1). Importantly, 549

when they hear sentences that provide no cues to structure, they do not look at those same 550

patients, and instead rapidly orient their attention towards the agents (Experiment 2).  551

Although our findings do not show that children learn structural generalizations by making 552

structure-informed predictions, they demonstrate that language- learning children make 553

predictions that are critical for learning such generalizations. Quite strikingly, children’s 554

sensitivity to structure was not reduced compared to adults’, and did not depend on their age 555

(or vocabulary). This indicates that even the youngest children (3 year olds) can make correct 556

predictions informed by structure while processing active sentences. If they make the same 557

kind of predictions while processing other constructions, such as passive sentences, then they 558

could use them to compute suitable prediction errors, which they could in turn use to learn 559

the relevant structural generalization.  560

Importantly, while our data shows a critical role for structure in children’s predictions, 561

we do not claim that associations play no role. Previous studies have shown that children’s 562

predictive looks increase with associative strength (Borovsky et al., 2012; Mani et al., in 563

press), and, in our own study (Experiment 2), we found some indication that children 564

launched rapid looks to associated agents in structurally neutral contexts. Moreover, 565

associations can be useful for prediction and for learning. In fact, words that co-occur with a 566

larger number of words in parental input (and have more associative links in adult semantic 567
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networks) tend to be acquired earlier by children (Hills, Maouene, Riordan, & Smith, 2010). 568

This, combined with the evidence that children use associations to generate predictions from 569

early on, is strong evidence for a role of associations in learning, alongside structure.  570

Prediction and learning: age and vocabulary effects. 571

One of our more striking findings was that children’s predictions (as indexed by the 572

difference in the speed of looks to patients after predictive versus non-predictive verbs) did 573

not differ from adults’ in the degree to which they relied on structure, nor did children’s 574

predictions vary as a function of their age or vocabulary knowledge. This contrasts with 575

previous findings showing that 2 year olds with larger production vocabularies are more 576

likely to predictively look at a cake upon hearing The boy will eat the… (Mani & Huettig, 577

2012), and that 3-10 year olds direct their attention to a ship more quickly upon hearing The 578

pirate chases… the larger their comprehension vocabularies (Borovsky et al., 2012). 579

Interestingly, in these studies children could make predictions on the basis of 580

associations alone. This suggests that the previously-found developmental changes in 581

prediction ability may be driven by changes in lexical associations. As they learn more and 582

more words, children’s lexicons change dramatically, and newly learnt words might change 583

the strength of the associations between words already in the lexicon (Hills et al., 2010). For 584

example, learning the verb pet might strengthen the existing association between stroke and, 585

say, cat, because pet links to stroke (of which it is a synonym) and to cat (with which it often 586

co-occurs). In addition, vocabulary size or age might simply be good proxies for children’s 587

world knowledge: The greater the number and type of events they experience, the more likely 588

children are to know many words, but also the more likely they are to associate events with 589

their typical participants.  590
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In contrast to this, the ability to make structure-based predictions might vary less 591

gradually with vocabulary or age. For example, once a child has acquired knowledge of the 592

active transitive construction, and has begun to use it predictively, he or she may do so quite 593

consistently across verbs. Incidentally, we chose to test this construction (and not, for 594

example, the passive construction) precisely because we expected all children in our target 595

age range would have consolidated their knowledge of it. Nonetheless, it is possible that 596

children who are in the early stages of acquiring a new construction would make structure-597

based predictions only when they encounter familiar verbs. If this is the case, then one should 598

observe a relationship between vocabulary size and structure-based prediction abilities. 599

Future longitudinal studies might be able to uncover such a relationship by tracking, for 600

example, a child’s developing knowledge of the passive construction (e.g., in off-line 601

interpretation tasks), and their predictive looks while they listen to passive sentences. 602

How are structure and associations combined in prediction? 603

Children’s and adults’ dual sensitivity to structure and associations raises the 604

question: How are associations and structure combined in real-time to predict the most likely 605

upcoming word? This question is particularly important because of some discrepancies 606

between our work and previous studies. Most notably, Kukona et al. (2011) found that adults’ 607

predictive looks were sometimes directed to strongly associated agents that were structurally 608

unpredictable. Instead, we found that, when associations favour two words equally, structural 609

knowledge determines which one adults predict.  610

The discrepancy between our results and Kukona et al.’s (2011) could be explained by 611

differences in the experimental set-up of the two studies. First, all our sentence materials had 612

very similar structure. In addition, in order to make the task comparable for adults and 613

children, we had adults listen to sentences spoken at a rate much slower than the one used by 614
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Kukona et al, perhaps allowing more time for structure-based prediction. Interestingly, even 615

in that study, participants were strongly influenced by associations only in Experiment 1, 616

which used active sentences; looks to associated but structurally unpredictable agents were 617

much weaker in Experiment 2, which used passive sentences instead. As the authors discuss, 618

the presence of clear cues to structure and the additional time available for prediction during 619

the beginning of the post-verbal by-phrase might have enhanced the role of structure in their 620

participants’ predictions. Similarly, it is possible that the high rate of structural repetition and 621

the slow speech rate made the role played by structure more prominent in our study compared 622

to theirs. 623

On the basis of their findings, Kukona et al. (2011) argued in favour of models of 624

sentence interpretation that consider structure and semantics as parallel, separate, but 625

constantly interacting processing streams (Kuperberg, 2007; MacDonald, Pearlmutter, & 626

Seidenberg, 1994; Snedeker & Trueswell, 2004; Trueswell & Gleitman, 2004). Also 627

consistent with this idea, Chang et al.’s (2006) model implements a dual architecture, in 628

which one processing system learns sequences of thematic roles (e.g., agent - patient), and is 629

largely independent of a second system, which learns relations between concepts (e.g., 630

cowboy, ride and horse). 631

The existence of separate semantic and structural streams is also supported by recent 632

evidence that, under some conditions, adults might compute predictions mostly or solely on 633

the basis of associations. Chow, Smith, Lau, and Phillips (2015) showed that readers have 634

difficulty processing verbs that are atypical given the participants mentioned in the sentence 635

(e.g., The superintendent overheard which realtor the landlord had ev icted…, compared to 636

The superintendent overheard which tenant the landlord had evicted…), but not verbs that are 637

atypical because the participants’ roles have been reversed (e.g., The superintendent 638

overheard which landlord the tenant had evicted compared to The superintendent overheard 639
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which tenant the landlord had evicted). While these findings do not demonstrate that readers 640

predicted typical verbs (as difficulty was measured at the encountered verb evicted), they 641

suggest that associations might sometimes trump structural relations during on-line 642

interpretation (though see Kim, Oines, & Sikos, 2015). This could be especially likely in 643

cases where structural relations are complex (such as in object-extracted questions), causing 644

structure-building to be slow. 645

In contrast to this, our findings –- an effect of structure but no effect of association —646

suggest that models in which structure and semantics are independent contributors to 647

interpretation might not be fully adequate. Instead, we propose they are most compatible with 648

the idea that undirected spreading activation at the semantic level generates a wide range of 649

candidates for prediction, while a structure-based mechanism funnels processing resources 650

and attention towards the more focussed set of candidates that fit with the unfolding structure 651

(i.e., semantics proposes, structure disposes; cf. Crain & Steedman, 1985).  652

This account is inspired by the idea that prediction during language comprehension 653

can make use of the production system (Pickering & Garrod, 2007, 2013). If this is true, then 654

prediction during language comprehension should sometimes follow the stages involved in 655

production, and there is consensus on the fact that semantics largely precedes syntax in 656

production (Bock & Levelt, 1994; Dell, 1986; Levelt, Roelofs, & Meyer, 1999). Such an 657

account suggests an architecture that allows for interactions between structural analysis and 658

semantic interpretation, but assumes an ordered set of processes, with semantic predictions 659

being computed before structural predictions. In this regard, it also differs from the proposal 660

that structural (thematic) knowledge is directly encoded in the lexico-semantic network, 661

which amounts to a blurring of the distinction between semantics and structure (McRae, 662

Ferretti, & Amyote, 1997). Our account is compatible with findings that semantics can have 663

immediate effects on the structural analysis of sentences (e.g., Taraban & McClelland, 1988), 664
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and can sometimes cause syntactically congruent sentences to be processed as syntactically 665

anomalous (e.g., Kim & Osterhout, 2005).  666

Note that according to a production-based account, predictions must be compatible 667

with the unfolding semantic interpretation of the sentence and will (additionally) be 668

compatible with its unfolding structural interpretation if the comprehender has enough time to 669

compute structural relations. Because structural computations will mostly be completed after 670

semantics, though, there will be situations in which predictions will only be compatible with 671

the unfolding semantic interpretation but not with the structure of the sentence (such as in 672

Kukona et al., 2011, Experiment 1).  673

Structure-based predictions will instead be more likely when the comprehender is 674

given more time to predict (and the time needed may be longer for children than adults). As 675

mentioned above, the rate at which sentences were presented in our study was much slower 676

than in Kukona et al. (2011), which fits well with the fact that structure was more prominent 677

in our adult participants’ predictions. However, accounts that posit separate but interacting 678

processing streams can also accommodate variations in the degree to which one stream 679

guides interpretation or prediction over the other. Such accounts could therefore 680

accommodate the discrepancies between our findings and Kukona et al.’s as well.681

In sum, our findings are clearly incompatible with the idea that language 682

comprehenders, whether adults or young children, merely predict on the basis of associations. 683

They show that language- learning children and adult expert language users are able to use 684

their knowledge of structure in real time to constrain association-based predictions. One 685

possibility, which is compatible with several existing accounts, is that semantic associations 686

and structural relations are computed roughly at the same time and jointly influence the level 687

of activation of candidates for prediction. Another possibility is that semantic associations are 688
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computed before structural relations in a way that resembles the ordered stages of production. 689

Either way, our findings suggest that prediction in language- learning children and adults is 690

supported by a strikingly similar architecture, one in which different sources of knowledge 691

are combined in real time. Determining the precise details of this architecture is an open 692

question for future research. 693

Before concluding, we note that, if prediction is at the heart of language learning, the 694

way in which semantics and structure are combined in young children’s predictions has 695

important implications for how they can learn. For example, in case of a wrong prediction, it 696

will determine at what linguistic level (or levels) the learning triggered by the resulting 697

prediction error will occur. If learning occurs at more than one level, encountering policeman698

after arrests (when robber was expected) might strengthen the associative link between 699

policeman and arrests at the same time as it weakens the expectation that patients should 700

follow verbs, thus potentially hindering the learning of a new structural generalization. But if 701

learning only occurs at the structural level (because it is computed last), then more focussed 702

learning may be possible. Thus, questions about processing and prediction might bear on the 703

issue of how quickly children can learn. 704

705

Conclusion 706

We have shown that adults and pre-schoolers are able to combine their knowledge of 707

structure and of semantic associations to predict only structurally plausible continuations 708

among those that are strongly associated. Therefore, our study demonstrates that children can 709

take advantage of what they already know about linguistic structure to make structure-710

informed predictions, which are the kinds of predictions that they could use to learn more 711

sophisticated structural generalizations. Our findings thus provide support for a key 712
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assumption behind models of language learning that assume a central role for prediction (Dell 713

& Chang, 2014). 714

Supplementary Material 715

The data are available at https://github.com/chiara-gambi/structpred 716
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Supplemental Material 877

Materials and Norming 878

Table S1. 879

Full list of materials used in Experiment 1. Bracketed words were only used in long 880

sentences. 881

Verb Type Patient Agent Distractor

Predictive (1) In this one, Pingu will ride the (very tired) horse. Horse Cowboy Nurse

(2) Now, Pingu will milk the (incredibly fast) cow. Cow Farmer Pony

(3) This time, Pingu will wash the (really dirty) baby. Baby Mum Princess

(4) This time, Pingu will walk the (incredibly fat) dog. Dog Grandpa Mechanic

(5) In this one, Pingu will save the (incredibly tall)

girl.

Girl Fireman Donkey

(6) Now, Pingu will rock the (really happy) baby. Baby Mum Sheep

(7) Now, Pingu will bite the (really small) child. Child Dog Queen

(8) In this story, Pingu will feed the (very hungry) pig. Pig Farmer Builder

(9) In this story, Pingu will catch the (incredibly big)

fish.

Fish Fisherman Old woman

(10) In this story, Pingu will arrest the (noisy and fun)

robber.

Robber Policeman Girl
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(11) In this one, Pingu will scare the (sweet and nice)

child.

Child Witch Man

(12) This time, Pingu will stroke the (sleepy and quiet)

kitty.

Kitty Grandma Bull

Non-

predictive

(1) In this one, Pingu will pull the (very tired) horse. Horse Cowboy Nurse

(2) Now, Pingu will listen to the (incredibly fast) cow. Cow Farmer Pony

(3) This time, Pingu will see the (really dirty) baby. Baby Mum Princess

(4) This time, Pingu will watch the (incredibly fat)

dog.

Dog Grandpa Mechanic

(5) In this one, Pingu will point at the (incredibly tall)

girl.

Girl Fireman Donkey

(6) Now, Pingu will think of the (really happy) baby. Baby Mum Sheep

(7) Now, Pingu will find the (really small) child. Child Dog Queen

(8) In this story, Pingu will meet the (very hungry) pig. Pig Farmer Builder

(9) In this story, Pingu will hear the (incredibly big)

fish.

Fish Fisherman Old woman

(10) In this story, Pingu will touch the (noisy and fun)

robber.

Robber Policeman Girl

(11) In this one, Pingu will speak to the (sweet and 

nice) child.

Child Witch Man
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(12) This time, Pingu will push the (sleepy and quiet)

kitty.

Kitty Grandma Bull

882

Adult pre-test. Adult participants generated agent-hood or patient-hood ratings, following 883

the same procedure used by Kukona et al. (2011). Each participant rated either the predictive 884

or the non-predictive verb in a pair, in combination with 7 different nouns: the associated 885

agent and patient, three nouns that were relatively plausible agents/patients for the predictive 886

verb, and two nouns that were implausible agents/patients for this verb. One group of 887

participants was asked to produce agent-hood ratings and answered the question: “How 888

common is it for a NOUN to VERB somebody/something”? Another group of participants 889

produced patient-hood ratings and answered the question: “How common is it for a NOUN to 890

be VERB-ed by somebody/something?”. Ratings were given on a 7-point Likert scale. For 891

half the lists, 7 corresponded to “extremely common” and 1 to “extremely uncommon”; for 892

the other half, the scale was reversed (averages reported in the article, Table 2, were 893

computed after recoding all data in such a way that higher scores correspond to higher agent-894

hood/patient-hood ratings). Participants completed the questionnaire online. We report 895

statistical analyses for the 12 verb pairs that were included in the experiment (see Table 2 in 896

the main article). With predictive verbs, the associated agents were rated as better agents than 897

associated patients (agents, M = 6.42, SD = 0.37; patients, M = 3.50, SD = 1.29; t(11)=7.15, 898

p<.0001), and the associated patients were rated as better patients than associated agents 899

(patients, M = 6.54, SD = 0.52; agents, M = 3.53, SD = 1.30; t(11)=6.26, p <.0001). 900

Importantly, the difference between the agent-hood scores of agents and the patient-hood 901

scores of patients was similar across non-predictive and predictive verbs (non-predictive, M = 902

0.80, SD = 1.84; predictive, M = -0.12, SD = 0.60; t(21)=1.64, p =.116), and the average 903

difference score for predictive verbs did not differ significantly from zero (t(11)=-0.71, p 904
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=.492). This shows that predictive verbs did not elicit a stronger bias towards their associated 905

patients than towards their associated agents. Finally, for non-predictive verbs, the agent-906

hood of agents did not differ from the agent-hood of patients (agents, M= 6.00, SD = 0.88; 907

patients, M = 5.31, SD = 1.12; t(10)=1.70, p = .119), and the patient-hood of patients did not 908

differ from the patient-hood of agents (patients, M= 5.20, SD = 1.77; agents, M = 5.28, SD = 909

1.11; t(10)=0.16, p = .879). 910

Children pre-test. To obtain agent-hood and patient-hood ratings from children, we 911

developed a new act-out game. Children sat at a table containing a cardboard stage, as did the 912

experimenter and a puppet. In the game, children acted out the meanings of verbs for the 913

puppet on the stage, using pictures. On each trial, the experimenter displayed and named 914

eight pictures for the child: these depicted toy characters or animals. Then, the experimenter 915

said “Now, we have to show [Puppet name] “VERB-ing”!”, and waited for the child to 916

choose two pictures and demonstrate the action to the puppet. If the child did not pick any 917

pictures, or did not use the pictures to act out the action, the experimenter encouraged the 918

child by asking “Can you show [Puppet name] “VERB-ing?”. If the child’s demonstration of 919

the action was unclear, the experimenter asked “Can you tell [Puppet name] what’s 920

happening?” to elicit a verbal description. If needed, the experimenter followed this up with a 921

more specific question (e.g., “Who’s VERB-ing?”). 922

The proportion of children who selected the associated agent as agent (patient) gave 923

the agent-hood (patient-hood) score for the agent, and similar scores were computed for the 924

associated patient. Unlike in the adult pre-test, we used every trial in the computation of both 925

agent-hood and patient-hood scores. To ensure independence of these two sets of scores, each 926

of the eight pictures shown to the child depicted one of only four different characters or 927

animals (the associated agent, the associated patient, and two others); each entity was thus 928

depicted twice. We took care that the two depictions were easily distinguishable from one 929
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another (for example, one picture for dog depicted a brown puppy, while the other depicted a 930

black and white puppy of a different breed). In this way, it was possible for children to pick 931

the same entity as both agent and patient, which they often did (on 30.32% of codable correct 932

trials; see below). 933

Children were tested at their nursery in a quiet room or inside the Developmental Lab 934

at the Department of Psychology, University of Edinburgh. First, the experimenter played the 935

game on one practice trial, and then children played it with 16 verbs (half predictive, half 936

non-predictive). The order in which pictures were displayed on the table was randomised 937

separately for each trial and child. There were 2 lists, so that each child was tested either on 938

the predictive or the non-predictive verb in a pair, and we created two different presentation 939

orders for each list. Children’s actions were recorded on camera for off-line scoring. Before 940

computing the scores, the first author discarded all trials on which the child did not act out 941

any verb meaning, acted out a different verb meaning than the one intended, or produced an 942

ambiguous action whose meaning could not be determined (39.63% of trials in total). In 943

addition, she discarded trials on which the child picked one or more pictures before the 944

experimenter mentioned the verb (a further 4.91% of trials). Finally, she also excluded a 945

small number of cases in which the agent or patient were missing because the child 946

interpreted the verb as intransitive or demonstrated the action on himself/herself or the puppet 947

instead of a second picture.  948

After excluding such cases, the first author coded which of the two pictures selected 949

by the child was the intended agent (the other picture was taken to be the patient). The 950

following criteria were used to identify agents: (a) If the child verbalized the event using a 951

transitive sentence, the agent of this sentence was coded as the agent. (b) If in the child’s 952

demonstration only one picture was moving while the other remained static, then the moving 953

picture was coded as the agent. (c) If the child moved both pictures, the picture that moved 954
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first was coded as the agent. (d) If the child moved both pictures at the same time, the picture 955

that occupied the left-most position in the direction implied by the action was coded as the 956

agent. If none of the above conditions was satisfied, the trial was treated as non-codable. 957

On the basis of this pre-test, we discarded 4 predictive verbs, either because they did 958

not have a clear associated agent/patient (hug, chase, marry), or because most children did 959

not understand them (cure). For the remaining 12 predictive verbs (see Table 2), associated 960

agents were more often selected as agents than associated patients were (agents, M = 0.70, 961

SD = 0.06; patients, M = 0.20, SD = 0.11; t(11)=8.24, p<.0001), and conversely associated 962

patients were more often selected as patients than associated agents (patients, M = 0.72, SD = 963

0.32; agents, M = 0.07, SD = 0.12; t(11)=5.45, p <.0005). One of the non-predictive verbs 964

(look for) had to be replaced (with touch), because it behaved like a predictive verb with the 965

agent and patient we had selected. Therefore, scores are available for only eleven of the 966

twelve non-predictive verbs used in the experiment. Importantly, the difference between the 967

agent-hood of agents and the patient-hood of patients was similar between predictive and 968

non-predictive verbs (non-predictive, M = -0.03, SD = 0.24; predictive, M = -0.02, SD = 969

0.37; t(21)=0.05, p =.955), and the average difference score for predictive verbs did not differ 970

significantly from zero (t(11)=-0.19, p =.854). In sum, we replicated the outcome of the adult 971

pre-test with children, confirming that predictive verbs did not elicit a stronger bias towards 972

their associated patients that towards their associated agents. Finally, for non-predictive 973

verbs, associated agents were no more likely to be selected as agents than associated patients 974

(agents, M= 0.20, SD = 0.15; patients, M = 0.23, SD = 0.24; t(10)=0.34, p = .741), and 975

similarly associated patients were no more likely to be selected as patients than associated 976

agents (patients, M= 0.22, SD = 0.17; agents, M = 0.24, SD = 0.20; t(10)=0.20, p = .847). 977

978
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Experiment 2 Act-out Task979

The act-out task used in Experiment 2 yielded additional data on children’s preferences about 980

agents and patients associated with predictive verbs, which further confirm the outcome of 981

our norming study. Note that agent-hood and patient-hood scores were now not independent 982

of one another, as children saw only one exemplar of each entity, unlike in the pre-test 983

norming study. Children’s actions were analysed using the same criteria as in the child pre-984

test norming study just described. Once again for predictive verbs the agent-hood of agents 985

was higher than the agent-hood of patients (agents, M = 0.85, SD = 0.12; patients, M = 0.05, 986

SD = 0.07; t(11)=17.01, p<.0001), and the patient-hood of patients was higher than the 987

patient-hood of agents (patients, M = 0.85, SD = 0.17; agents, M = 0.02, SD = 0.04; 988

t(11)=15.06, p <.0001). Importantly, the difference between the agent-hood of agents and the 989

patient-hood of patients was similar for predictive and non-predictive verbs (non-predictive, 990

M = 0.02, SD = 0.18; predictive, M = 0.01, SD = 0.15; t(22)=-0.22, p =.828), and the average 991

difference score for predictive verbs did not differ significantly from zero (t(11)=-0.19, p 992

=.854). Finally, for non-predictive verbs the agent-hood of agents did not differ from the 993

agent-hood of patients (agents, M= 0.32, SD = 0.20; patients, M = 0.26, SD = 0.23; 994

t(11)=0.65, p = .530), and the patient-hood of patients did not differ from the patient-hood of 995

agents (patients, M= 0.30, SD = 0.26; agents, M = 0.27, SD = 0.20; t(11)=0.26, p = .796). 996

997
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Experiment 1 Growth Curve Analysis of Children Data 1002

Figure S1. Growth curve analysis (Experiment 1, Children), fitted curves.  1003

1004

This figure plots the same data as shown in the right panel of Figure 1 in the main article: The 1005

proportion of looks children directed to the patient (bottom panel) and agent (top panel) over 1006

time is shown for the non-predictive and predictive conditions, in a time window ranging 1007

from 500 ms before to 1700 ms after verb offset. Note that the observed data are now plotted 1008

as filled circles (non-predictive condition) or triangles (predictive conditions). Fitted curves 1009

derived from our models including linear and quadratic time terms are superimposed on the 1010

observed data as solid (non-predictive) or dotted (predictive) lines. Note how, according to 1011

the fitted model, children’s looks to the agent (top panel) follow an inverted U-shape pattern 1012
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after predictive verbs, suggesting they have a tendency to gradually look away from the agent 1013

more quickly when they hear a predictive than a non-predictive verb.  1014

Figure S2. Growth curve analysis (Experiment 1), separately for older (>48 months, top 1015

panel) and younger children (bottom panel). 1016

1017

1018


