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Abstract—In this paper we describe an automated approach to enriching sentiment analysis with idiom-based features. Specifically, we automated the development of the supporting lexico-semantic resources, which include (1) a set of rules used to identify idioms in text and (2) their sentiment polarity classifications. Our method demonstrates how idiom dictionaries, which are readily available general pedagogical resources, can be adapted into purpose-specific computational resources automatically. These resources were then used to replace the manually engineered counterparts in an existing system, which originally outperformed the baseline sentiment analysis approaches by 17 percentage points on average, taking the F-measure from 40s into 60s. The new fully automated approach outperformed the baselines by 8 percentage points on average taking the F-measure from 40s into 50s. Although the latter improvement is not as high as the one achieved with the manually engineered features, it has got the advantage of being more general in a sense that it can readily utilize an arbitrary list of idioms without the knowledge acquisition overhead previously associated with this task, thereby fully automating the original approach.
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1 INTRODUCTION

Figurative language whose meaning differs from the literal interpretation poses significant challenges to natural language understanding. Idioms are considered to be one of the most prominent types of figurative language. However, there is considerable disagreement about what constitutes an idiom and how idioms might be categorized (for overviews see [1], [2]). From a semantic standpoint, it may be exceptionally difficult to make a conclusive assessment of idiomaticity, because such assessment depends on an often questionable abstraction of word senses away from contexts or on fine judgments of what is literal or metaphorical [3]. Nevertheless, semantic non-compositionality and a degree of fixedness are often taken as key markers of idioms, e.g., [4], [5], [6]. This definition chimes with the popular understanding of the term idiom and works reasonably well for prototypical cases such as fly off the handle. A distinction is often made between idioms of encoding (where idiomatic knowledge is mainly required to produce an idiom, e.g., long time no see) and idioms of decoding (where idiomatic knowledge is required to understand an idiom, e.g., paint the town red) [7], with the latter being of primary interest for natural language understanding.

In a previous study we investigated the role of idioms in sentiment analysis [8], an important subarea of natural language understanding whose aim is to automatically interpret opinions, sentiments, attitudes and emotions expressed in written text [9]. To estimate the degree to which the inclusion of idioms as features could improve the results of traditional sentiment analysis approaches, we compared our results to two such methods, SentiStrength [10], [11] and Stanford CoreNLP’s sentiment annotator [12]. First, to support the use of idioms as features in sentiment analysis we collected a set of 580 emotionally charged idioms, which were then annotated with sentiment polarity using a web-based crowdsourcing approach. In addition, we manually defined a set of lexico-semantic pattern-matching rules to automate the recognition of idiom occurrences in text. Second, to evaluate the results of sentiment analysis enriched with idiom features, we assembled a corpus of sentences in which these idioms were expressed. Each sentence was annotated with sentiment polarity using the same crowdsourcing approach. These annotations formed the basis for the gold standard, which was used to compare our idiom-enriched sentiment analysis approach against the two baseline methods. The performance was evaluated in terms of precision, recall and F-measure. The relative improvement over the baseline results by 20 and 15 percentage points respectively was found to be statistically significant. While the results were improved significantly across all sentiment polarity classes (i.e., positive, negative and other), the most notable improvement was recorded in the classification of positive sentiments, where recall was improved by 45 percentage points in both experiments without compromising the precision.

Given the positive findings of the initial study, we are now looking to fully automate the originally proposed sentiment analysis approach enriched with idioms as features.
The main limitation of the original approach is a significant knowledge-engineering overhead involved in handcrafting lexico-semantic patterns for recognition of idioms and annotation of their polarity. In this study, we describe how we addressed this bottleneck by automating two crucial steps: (1) encoding lexico-semantic patterns that enable idiom recognition in text, and (2) determining idiom polarity. As a result, we fully automated the use of idioms in sentiment analysis and minimized the knowledge engineering bottleneck associated with this task. To demonstrate the effectiveness of the newly proposed approach, we re-ran the experiments described in the original study in order to compare the two cases.

2 RELATED WORK

Fig. 1 provides an overview of the originally proposed system, which incorporates idiom as features into sentiment analysis [8]. We will illustrate its functionality using a set of examples given in Table 1. We will also use this framework to make references to related work where appropriate.

2.1 Extraction of Idiom-Based Features

Given a sentence, the system will look up occurrences of idioms from a predefined list using a pattern-matching approach that accounts for their lexico–syntactic variations.

Table 1: A Sample of Input Sentences

<table>
<thead>
<tr>
<th>ID</th>
<th>Sentence</th>
<th>SentiStrength</th>
<th>Stanford CoreNLP</th>
<th>Sentiment annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>This observation was to bear fruit in later years.</td>
<td>neg: -1 pos: 1 neutral</td>
<td>neg: 22 / !65 pos: 12 neutral</td>
<td>positive</td>
</tr>
<tr>
<td>S2</td>
<td>The noise must have been awful, but it was music to my ears.</td>
<td>neg: -4 pos: 1 negative</td>
<td>neg: 60 / !31 pos: 9 negative</td>
<td>positive</td>
</tr>
<tr>
<td>S3</td>
<td>You have what is called, I believe, a large chip on your shoulder.</td>
<td>neg: -1 pos: 1 neutral</td>
<td>neg: 23 / !53 pos: 24 neutral</td>
<td>negative</td>
</tr>
<tr>
<td>S4</td>
<td>We watch as friendship come apart at the seams.</td>
<td>neg: -1 pos: 2 positive</td>
<td>neg: 49 / !34 pos: 17 negative</td>
<td>negative</td>
</tr>
<tr>
<td>S5</td>
<td>They are not after an olive branch.</td>
<td>neg: -1 pos: 1 neutral</td>
<td>neg: 35 / !38 pos: 4 negative</td>
<td>negative</td>
</tr>
</tbody>
</table>

For example, using the patterns associated with idioms given in Table 2, the system identifies the occurrences of idioms I1–I5 in sentences S1–S5 respectively and interprets them using the crowdsourced sentiment polarity annotations (the last column in Table 2). Based on the negation recognized in sentence S5, the sentiment polarity associated with idiom I5 is inverted from positive to negative.

2.2 Off-the-Shelf Sentiment Analysis

In parallel, the overall sentiment of the given sentences is calculated using an off-the-shelf approach to sentiment analysis. We provide results of two such systems: SentiStrength [10], [11] and Stanford CoreNLP’s sentiment annotator [12]. If we compare the automatically predicted sentiment polarity to manual annotations (see Table 1), we can see that all but two predictions were incorrect. SentiStrength uses a rule-based approach to estimate the sentiment of individual words and combines these values to predict the overall sentiment. This approach is not suitable for analyzing idioms in terms of their sentiment, because their meaning, including the associated sentiment, cannot be entirely predicted from the constituent words considered independently [13]. For example, due to an absence of either positive or negative words in the lexical construction of idioms given in Table 2, all of them were classified as neutral by SentiStrength even though, as multi-word units, they are strongly polarized in terms of the underlying sentiment.

Stanford CoreNLP’s sentiment annotator, however, uses a deep neural network (DNN) approach to build up sentiment representation of a sentence on top of its grammatical structure. In other words, the sentiment is predicted based on the way in which the words are combined into phrases, which is one of the reasons why this method performed better than SentiStrength on a given set of sentences (see Table 1). Nonetheless, it still misclassified the sentiment of 3 out of 5 sentences, the main reason being that the use of idioms is relatively infrequent [14], [15], and, therefore, training data may not contain sufficient representation of idioms for them to be generalized into a sentiment classification model. Focusing on the DNN approach, it has been found that while some features are learnt repeatedly across multiple networks, rare features are not always learnt [16]. Still, it has been shown that rare features generally improve the quality of text classification [17], [18]. With respect to idioms, our previous study on sentiment analysis identified them as being very predictive but comparatively rare features [8]. These three facts combined imply that idioms need to be incorporated as features into sentiment analysis.

Table 2: Lexico-Semantic Information About Idioms

<table>
<thead>
<tr>
<th>ID</th>
<th>Idiom</th>
<th>Pattern</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>to bear fruit</td>
<td>BEAR: fruit</td>
<td>neg: 0.0: pos: 0.1</td>
</tr>
<tr>
<td>I2</td>
<td>music to one’s ears</td>
<td>PRPS: ears</td>
<td>neg: 0.0: pos: 0.1</td>
</tr>
<tr>
<td>I3</td>
<td>a chip on one’s shoulder</td>
<td>PRPS: shoulder</td>
<td>neg: 0.0: pos: 0.1</td>
</tr>
<tr>
<td>I4</td>
<td>to come apart at the seams</td>
<td>COME: seams</td>
<td>neg: 0.0: pos: 0.1</td>
</tr>
<tr>
<td>I5</td>
<td>olive branch</td>
<td>olive branch</td>
<td>neg: 0.0: pos: 0.1</td>
</tr>
</tbody>
</table>

Non-terminal symbols `<BEAR>`, `<COME>` and `<PRPS>` can be replaced by any form of the verb to bear (i.e., bore, born, borne, bears and bearing), any form of the verb to come (i.e. come, came, comes and coming) and a possessive pronoun (i.e. my, your, his, her, its, our, their and one’s) respectively.
TABLE 3
Sentences Represented by Feature Vectors

<table>
<thead>
<tr>
<th>ID</th>
<th>Idiom</th>
<th>Sentence</th>
<th>Sentiment prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>neg</td>
<td>pos</td>
<td>pos</td>
</tr>
<tr>
<td>S1</td>
<td>0</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>S3</td>
<td>100</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>S4</td>
<td>100</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>S5</td>
<td>100</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>

approaches, but that these features would be difficult to learn automatically using machine learning approaches such as DNNs. Therefore, an alternative unsupervised approach is needed in order to systematically incorporate idioms as features into sentiment analysis methods.

2.3 Feature Combination for Supervised Sentiment Classification

Having extracted two types of sentiment polarities, one related to idioms (see Section 2.1) and the other related to the overall sentiment of the sentence (see Section 2.2), the next step is to combine these features in order to re-calculate the overall sentiment of the sentence by taking idioms into account. Having had no prior knowledge of the significance of idioms for the sentiment classification task, we simply concatenated all features into a single vector (see Table 3 for examples). This approach does not guarantee an optimal performance [19], which means that there is further potential for improvement. Nonetheless, the initial results indicated that even this simple approach improved the results of sentiment analysis significantly.

A wide range of supervised learning approaches can be used to perform sentiment analysis over the combined feature vectors. We used Weka [20], a popular suite of machine learning software, to train a sentiment classification model. The trained model was embedded into the system shown in Fig. 1 as a sentiment classifier (see bottom right box), where it is used to classify combined feature vectors in terms of their sentiment polarity.

By this point, we did not refer to specific machine learning algorithms, because the “no free lunch” theorem suggests that there is no universally best learning algorithm [21]. In other words, the choice of an appropriate algorithm should be based on its performance for the particular problem at hand and the properties of data that characterize the problem. We based our choice on the results of cross-validation experiments on the training dataset, in which a Bayesian network classifier outperformed other methods available in Weka.

2.4 Addressing the Resource Bottleneck

The key functionality of the system, i.e., the extraction of idiom-based features, is supported by a set of lexico-semantic resources (see upper box in Fig. 1). Traditionally, such resources would be created manually by dedicated experts, but crowdsourcing emerged as a viable alternative for creating such resources on a much larger scale [22], [23], [24]. In our approach, we used a combination of the two approaches. Idiom formation patterns were hand-crafted by an expert in computational linguistics, whereas their sentiment polarities were crowdsourced from non-experts. The reliability of non-expert annotations has been identified as a risk associated with the use of crowdsourcing [25], [26]. The main strategy for improving the reliability of non-expert annotations appears to be increasing their number [27]. Combined with the overhead associated with handcrafting lexico-semantic patterns, the need to increase the number of manual annotations per each idiom creates a bottleneck in the acquisition of lexico-semantic resources (see dashed lines in Fig. 1).

In particular, lexicon acquisition is a major bottleneck for sentiment analysis. To address this issue, much of the work in sentiment analysis focused on automating the acquisition of sentiment lexicons. The suggested approaches can be divided into two basic categories—corpus-based and thesaurus-based approaches. Corpus-based approaches rely on a hypothesis that words with the same polarity co-occur in a corpus. Therefore, the polarity of words may be determined from their co-occurrence with the “seed” words of known polarity [28], [29], [30], [31]. Most of the corpus-based approaches focus on single words. However, the polarity of a phrase may differ from that of its words [32], [33], which makes these approaches unsuitable for the task of determining the polarity of idioms. To capture non-compositional semantics, a corpus-based approach has been generalized to n-grams [34]. This approach has been effective in modelling the sentiment of modifier-noun pairs and negations. However, it is not suitable for handling idioms due to their variability (in relation to the use of n-grams) and relative rarity (in relation to the use of distributional semantics).

Thesaurus-based methods typically explore the structure of a thesaurus (e.g., WordNet [35]) to determine polarity of unknown words by using their relationships to the “seed” words of known polarity [36], [37], [38], [39], [40]. These approaches rely on hypothesis that synonyms (e.g., excellent and splendid) have the same polarity, whereas antonyms (e.g., excellent and inferior) have the opposite polarity. Starting with the “seed” set of words, the thesaurus network of lexical relationships is crawled to iteratively propagate the polarity in a rule-based approach. We too explored the use of WordNet for the task of determining the polarity of idioms. We randomly selected 10 percent out of our set of 580 idioms. We then searched WordNet for these idioms. Out of 58 idioms only 7 were found. Our finding concurs with a previous study that concluded that WordNet does not systematically include idiomatic expression [41]. Therefore, as it stands, the above approaches cannot be applied to idioms.

In the absence of explicit lexical relationships between some words, further sources of information contained in a thesaurus have been explored. For example, the glosses (i.e., textual definitions) of words have been explored based on a hypothesis that words that have similar glosses have similar polarity [42], [43]. However, these approaches fail to capture contextual polarity of words (e.g., low risk versus low cost). The gloss-based approach has been used in [44] to generalize their previous approach to determining contextual polarity [32], but it still remains limited to adjective-noun pairs. Nonetheless, the general idea of using glosses to determine the polarity of corresponding lexical items is applicable to idioms. We already concluded that we cannot use WordNet for this purpose. Fortunately, a plethora of readily available pedagogical resources dedicated specifically to the study of idioms can be used instead.
In the following section, we describe how we addressed the resource bottleneck by automating two crucial steps: (1) encoding lexico-semantic patterns that enable idiom recognition in text, and (2) determining idiom polarity. As a result, we fully automated the use of idioms in sentiment analysis and minimized the knowledge engineering bottleneck associated with this task. Consequently, this can scale up the semantic coverage of the original system beyond the limited set of 580 manually selected idioms.

3 METHODS

The aim of this study was to determine to what extent we can automate the use of idioms in sentiment analysis. To address this aim we:

1. developed methods to automate resource acquisition (see Fig. 2),
2. applied these methods to generate lexico-semantic resources,
3. incorporated these resources into the sentiment analysis system by replacing the original ones, which were generated manually (see upper box in Fig. 1),
4. repeated the experiments described in the original study [8], and
5. evaluated the performance of the system using the original results as the baseline.

In this section, we provide details associated with the approaches used to support steps 1-3 above. The remaining steps, i.e., the experiments and their results, are reported in Section 4.

3.1 Pattern-Matching Rule Induction

When used in discourse, idioms may occur in different surface forms. Hence their occurrences in text cannot be identified using string matching. Much of the work on idiom recognition focused on distinguishing between literal and figurative meaning of idiomatic expressions [45], [46], [47], [48], [49], [50] using statistical approaches based on a hypothesis of lexical fixedness or lexical cohesion. These studies impose considerable syntactic restrictions, e.g., by focusing solely on verb+noun combinations. On the other side, studies that do not impose such restrictions concentrate on segmentation of corpora into multi-word lexical units [51], [52], a superclass of idioms, and as such are too generic.

In the original study, we defined a set of lexico-semantic pattern-matching rules to automate the recognition of idiom occurrences in text. The goal of this study is to use the canonical form of an idiom to derive its variations automatically, where the canonical form refers to the main form listed in an idiom dictionary. The difficulty associated with this task is the fact that idioms are very heterogeneous in terms of their transformational capacity [53].

Some idioms allow virtually no variation without the loss of the idiomatic sense while most allow (or in some cases require) various, often extensive, types of variation [54], [55], [56]. For the purposes of this study, we focused on generalizing over the following types of common variation: inflection, open slots, adjectival and adverbial modification, passivization and distribution over multiple clauses as they were described in [57].

3.1.1 Inflection

In terms of inflection of idiom constituents, in many cases verbs can be used in different tenses, whereas some nouns can be either singular or plural. For example, the verb in the idiom stir a hornet’s nest is used in the present perfect tense in the following example:

Forbes has stirred up a hornet’s nest.

Similarly, the noun in the idiom bone to pick is used in plural the following example:

He generously leaves us one or two bones to pick.

The problem of inflection can be solved by lemmatizing both the canonical form of an idiom and the text to be matched. For example, lemmatization leaves both idioms unchanged, but transforms the given sentences into forms in which the given idioms can be matched as strings:

Forbes have stir up a hornet’s nest.

He generously leave us one or two bone to pick.

3.1.2 Open Slots

Many idioms contain open slots into which noun phrases can be inserted. For example, in the use idiom send someone packing the open slot, which is indicated by an indefinite pronoun in the citation form, is replaced by a two-word noun phrase in the following example:

New rule could send some insurers packing.

The problem of open slots in idioms can be addressed by another type of linguistic processing—shallow parsing or chunking, which groups words into phrases. For example, the result of parsing the given sentence is as follows:

[|NP| New rule| VP| could send| [NP| some insurers| VP| packing|]|

The elements of the imposed shallow structure can then be used to generalize the search for idioms with open slots using a pattern send <NP> packing (or its lemmatized version—send <NP> pack) [58], where indefinite pronoun in the idiom’s canonical form was replaced automatically by <NP> (a non-terminal symbol that can be replaced by any
noun phrase) in the corresponding pattern matching rule. Even though state-of-the-art noun phrase chunking methods perform at F-measure of 94 percent [59], the problem of incorrectly parsed noun phrases remains a potential problem in this approach. Alternatively, one may choose to ignore the syntactic structure altogether and instead search for a flexgram [60], a sequence of tokens with one or more gaps of variable length, e.g., send * packing. This is a less accurate method (i.e., it may generate more false positives), but more robust in terms of recall.

### 3.1.3 Modification

The components of some idioms are modifiable, e.g., by using adjectives to modify nouns or adverbs to modify verbs. The following example of the idiom *grasp at straws* contains both types of modification:

> You seem to want to grasp desperately at every single straw.

Nouns and verbs as potentially modifiable components can be identified using part-of-speech tagging, e.g., *grasp/VB at/IN straws/NN*. The results of lemmatization and tagging can be combined to generate the corresponding flexgram automatically by inserting gaps before nouns and after verbs. In the previous example, the automatically generated flexgram *grasp * at * straw* would match the modified version of the idiom.

### 3.1.4 Passivization

In addition to inflection (see Section 3.1.1) verbs in many idioms may vary in terms of their voice too. Passive voice allows the object of an otherwise active sentence to become the subject of a passive sentence. In this process, the order between the verb and its object gets reversed with the original idiom components becoming separated. For example, compare an active form of the idiom *bury the hatchet*:

> Christmas looks to be a time for burying the hatchet or exhuming it for re-examination.

> From the look of things, the hatchet has been long buried.

To account for the passivization of idioms, automatically acquired part-of-speech information can be used to identify non–auxiliary verbs at the beginning of an idiom and produce additional flexgram for its passive form, in which the verb should appear at the end with a gap inserted in front.

For example, the tagged version of the given idiom, *bury/VB the/DT hatchet/NN*, can be used to identify *bury* as the leading verb and produce *the hatchet * bury* as the passive version of the matching flexgram. The lemmatized versions of the flexgram and the passive sentence now match:

> From the look of things, the hatchet have long bury.

### 3.1.5 Distribution Over Multiple Clauses

The components of some idioms may be distributed between a main clause and a subordinate one as is the case in the following example:

> You remember [np the hatchet] [sb that we buried] last year with such pomp and ceremony?

The issue associated with this phenomenon is that idiom components become separated by the introduction of a subordinate clause. Most of the examples of this type variation are related to the use of the verb component of an idiom as the main verb of the subordinate clause [57] and can be effectively resolved by the pattern–matching rule generated previously to address passivization. For example, the same flexgram *the hatchet * bury* will also match the lemmatized version of the distributed idiom:

> You remember the hatchet that we bury last year with such pomp and ceremony?

Similarly, most other types of variations discussed in [57] can be recognized by the pattern–matching rules generated to address passivization.

### 3.1.6 Hand-Crafted versus Automatically Induced Patterns

We compared the performance of automatically induced pattern–matching rules against that of hand-crafted ones. The rules were applied against the test dataset of 500 sentences in which idiom occurrences were annotated manually. Handcrafted rules retrieved all idiom occurrences, therefore achieving 100 percent recall while achieving 94.44 percent precision. The loss of precision was associated with the literal use of idiomatic expressions. On the other hand, automatically generated rules recorded 92.68 percent precision at 92.87 percent recall. While the precision was comparable down to 2 percent points, the recall dropped by 7 percent points, which would suggest that the flexibility of pattern matching rules was somehow affected. However, a closer inspection of the results revealed that the drop in recall was associated with incorrectly lemmatized words, which in turn was due to incorrectly determined part of speech. Most commonly, participles and adjectives were confused. For example, idiom *pleased as punch* was tagged as *pleased/VB as/IN punch/NN* and lemmatized accordingly as *plea* as punch*. However, its occurrence in the corpus was tagged as *pleased/ING as/IN punch/NN* and lemmatized accordingly as *pleased as punch*, which caused the above rule to fail. Nonetheless, the overall performance was sufficient to proceed with further experiments.

### 3.2 Sentiment Polarity of Idioms

The main idea behind automatically interpreting the figurative meaning of an idiom is to instead interpret the literal meaning of its dictionary definition [61], [62]. For example, a dictionary definition of the idiom *live the life of Riley* is “a person who has a comfortable and enjoyable life, without having to make much effort.” Most syllabi for English as a second language pay special attention to studying idioms [63], hence there is an abundance of teaching material, including dictionaries, dedicated specifically to the study of idioms. These readily available pedagogical resources can be utilized for the purpose of supporting automated interpretation of the figurative meaning of an idiom. In this study, we focus specifically on the interpretation of the underlying sentiment.

As reported in the previous sections, in our original study we collected a set of 580 emotionally charged idioms, including their definitions, from an educational web site—Learn English Today [64]. This resource was used to support the functionality described in this section. We originally obtained
sentiment polarities for the given set of idioms using a crowdsourcing approach. One of the goals of this study was to extract these polarities automatically from idiom definitions instead. We describe two approaches to this problem, one using off-the-shelf sentiment analysis tools and the other one based on mapping idiom definitions to WordNet-Affect, a hierarchy which includes a subset of WordNet synsets suitable to represent affective concepts such as moods and situations eliciting emotions or emotional responses [65].

### 3.2.1 Approach 1: Off-the-Shelf Sentiment Analysis

Off-the-shelf sentiment analysis tools struggle to identify sentiment conveyed by the figurative meaning of idioms. For example, in the absence of any positive or negative words in the idiom live the life of Riley, SentiStrength classifies its sentiment as neutral. However, if we apply the same sentiment analysis approach to its definition “a person who has a comfortable and enjoyable life, without having to make much effort,” SentiStrength classifies its sentiment as positive based on the presence of two positive words, comfortable and enjoyable. Similarly, Stanford CoreNLP’s sentiment annotator quantifies negative, neutral and positive sentiment of the idiom itself as 3, 77 and 20 respectively, but when applied to its definition the sentiment values change to 2, 5 and 93, thus correctly changing the sentiment classification from neutral to positive.

To reinforce the point about off-the-shelf sentiment analysis tools struggling to identify sentiment conveyed by the figurative meaning of idioms, we applied them to all 580 idioms and their definitions and compared the outcomes to the crowdsourced sentiment polarity annotations using inter-annotator agreement. The agreement was measured using three versions of Cohen’s kappa coefficient [66]: simple unweighted, with linear weighting and with quadratic weighting. The kappa coefficient is calculated according to the following formula

\[
\kappa = 1 - \frac{1 - p_o}{1 - p_e},
\]

where \(p_o\) is the observed agreement (i.e., the proportion of items on which both annotators agree) and \(p_e\) is the expected chance agreement calculated under the assumption that: (1) both annotators act independently, and (2) random assignment of annotation categories to items is governed by distribution of items across these categories. We report the values for the original kappa coefficient so that we can interpret the agreement on the following scale [67]: 0-0.20 (poor), 0.21-0.40 (fair), 0.41-0.60 (moderate), 0.61-0.80 (good), 0.81-1.00 (very good).

Cohen’s kappa coefficient treats all disagreements equally, which is not suitable when the annotation categories are ordered as they indeed are: negative < neutral < positive. In such case, it is preferable to use weighted kappa coefficient [68], which accounts for the degree of disagreement by assigning different weights \(w_i\) to cases where annotations differ by \(i\) categories. If there are \(n\) categories, the weights can be calculated according to the following formulas for linear and quadratic weighting respectively

\[
w_i = 1 - \frac{i}{n - 1}, \quad w_i = 1 - \frac{i^2}{(n - 1)^2}.
\]

For example, for a total of 3 categories, linear weights would be set to 1, 0.5 and 0 when there is a difference of 0, 1 and 2 categories respectively, whereas the quadratic weights would be set to 1, 0.75 and 0. The weights are then used to multiply the corresponding proportion of disagreements in the observed matrix before calculating the kappa coefficient.

We provided the kappa values in Fig. 3, from which we can observe that the agreement with manual annotation increases by 0.4019 on average when sentiment analysis is applied to the definitions of the corresponding idioms. This improved the agreement from very poor to moderate. We can also notice that SentiStrength performed better than Stanford CoreNLP on this particular dataset.

### 3.2.2 Approach 2: Identifying Affective Concepts

WordNet is a lexical database of English nouns, verbs, adjectives and adverbs grouped together into sets of interlinked synonyms known as synsets [35]. WordNet-Affect [65] was created specifically as a lexical model for classifying affects, such as moods, situational emotions, or emotional responses, either directly (e.g., joy, sad, happy, etc.) or indirectly (e.g., pleasure, hurt, sorry, etc.). It was formed by aggregating a subset of WordNet synsets into an affect hierarchy (see Fig. 4).

WordNet-Affect has been used as a lexical resource to support sentiment analysis studies, e.g., [69], [70], [71].

Our local version of the lexicon contains approximately 1,500 words including all derivational forms of the word senses originally found in WordNet-Affect. This resource enables a more sophisticated interpretation of the sentiment(s) associated with an idiom. In our approach, we represented...
TABLE 4
Idioms Represented by Future Vectors

<table>
<thead>
<tr>
<th>Idiom</th>
<th>negative emotion</th>
<th>sadness</th>
<th>misery</th>
<th>general dislike</th>
<th>anger</th>
<th>annoyance</th>
<th>hate</th>
<th>hostility</th>
</tr>
</thead>
<tbody>
<tr>
<td>see red</td>
<td>1 0 0 1 1 1 1 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bad blood</td>
<td>1 0 0 1 0 1 1 0 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>face like a wet weekend</td>
<td>1 1 1 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each idiom using a vector whose features correspond to nodes in the WordNet-Affect hierarchy. For each non–negated mention of an affective word found in the idiom definition, the corresponding feature is set to 1 together with all other features that correspond to its ancestors. This approach ensures that hierarchical relationships between affects are translated into a flat vector representation.

For example, when interpreting the idiom see red using its definition “to suddenly become very angry or annoyed,” two affective words are identified, angry and annoyed. As a result, the values corresponding to negative emotion, general dislike, anger and annoyance (see Fig. 4 for their hierarchical relationships) would be set to 1, whereas all other coordinates would remain zero. Similarly, when interpreting the idiom bad blood using its definition “intense hatred or hostility,” two affective words are identified—hated and hostility. As a result, the values corresponding to negative emotion, general dislike, hate and hostility (see Fig. 4 for their relationships) would be set to 1, whereas all other coordinates would remain zero. Finally, when interpreting the idiom face like a wet weekend, which based on its definition “to look sad and miserable,” two affective words are identified—sad and miserable. As a result, the values corresponding to negative emotion, sadness and misery would be set to 1. We summarized these values in Table 4.

Generalization. Note that the vectors given in Table 4 are for illustrative purpose only and as such focus only on a small portion of the WordNet-Affect hierarchy. In practice, the length of the vector would match the size of the hierarchy, i.e., each coordinate would correspond to one of 278 nodes in the WordNet-Affect hierarchy. This leads to a relatively high dimensionality of the feature space, which may be associated with poorer classification performance. This problem is known as the curse of dimensionality (or Hughes effect) [72], where, given a fixed size of the training dataset, the predictive power of a machine learning algorithm reduces as the dimensionality increases. In order to reduce the number of features, we can exploit the structure of the WordNet-Affect hierarchy by simply projecting the original vectors onto a subspace that corresponds to the upper levels of the hierarchy, thereby selecting more general features. For example, focusing on two upper levels of the hierarchy shown in Fig. 4, we can simply remove the remaining features (shaded cells in Table 4) from the original vectors. One problem associated with this approach is that the WordNet-Affect hierarchy is unbalanced in the sense that the nodes at the same level may not be of the same generality, which may introduce issues of biased representation.

Clustering. Alternatively, we can use a data-driven approach to reduce the number of affective features. The given vector representation allows us to compare idioms to one another in terms of their affective content, e.g., by using cosine similarity measure

\[
\text{similarity}(x, y) = \cos \theta = \frac{\sum_{i=1}^{n} x_i y_i}{\sqrt{\sum_{i=1}^{n} x_i^2} \cdot \sqrt{\sum_{i=1}^{n} y_i^2}},
\]

where \(x\) and \(y\) are two non-zero vectors of dimensionality \(n\) and \(\theta\) is the angle between them. In general, the cosine similarity values range from -1 (corresponds to 180°, thus indicating opposite direction) to 1 (corresponds to 0°, thus indicating the same direction), where 0 indicates that the given vectors are orthogonal. In case of our vector representation, all vector components are always non–negative and so are the corresponding cosine similarity values. Therefore, in this special case the cosine similarity will range from 0 to 1 with higher values indicating higher similarity. In this representation, positive and negative affects will be orthogonal to one another. Going back to our examples (see Table 4), we can establish that see red and bad blood are more similar to each other (\(\text{similarity} = 0.50\)) than they are to face like a wet weekend (\(\text{similarity} = 0.29\)), because they share two features as a direct consequence of encoding hierarchical relationships from WordNet-Affect in a flat vector representation.

To visualize the similarity of affect between idioms, we applied multidimensional scaling to a distance matrix based on cosine similarity. The scatter plot shown in Fig. 5 shows a clear separation between idioms in terms of their affect. The first direction (along the \(x\)-axis) separates positive affects (to the left) from negative ones (to the right). The second direction (along the \(y\)-axis) separates anger (at the bottom) from anxiety (at the top). A clustering algorithm can be used to identify clusters of related idioms. Table 5 illustrates the results of applying \(k\)-means clustering (\(k = 10\)). In principle, these clusters can be mapped to affects as we indicated in Table 5. Nonetheless, uncategorized clusters can still be used as affective features to support sentiment analysis. The dimensionality of the problem can be controlled by limiting the number of clusters.

Mapping Affects to Sentiment Polarities. Either of the two approaches, generalization or clustering, can be used to support the extraction of affective aspects of idiom-based features. However, to support compatibility with the original study so that its results can be used as a baseline, we need to map affects to sentiment polarities and for this we used the former approach. A total of 421 idiom definitions were successfully mapped onto affects and then generalized into sentiment polarities. The results were then compared to crowdsourced annotations and the following values were recorded for the three versions of kappa coefficient: 0.5851 (unweighted), 0.6770 (with linear weights) and 0.7450 (with quadratics weights). These values are much higher than those obtained by off–the–shelf sentiment analysis tools (see Fig. 3). However, 159 out of 580 idioms definitions (i.e., 27 percent) remained unclassified as they did not contain non–negated mentions of affective words listed in WordNet-Affect. To take advantage of both approaches to sentiment polarity classification (described in Sections 3.2.1 and 3.2.2 respectively), their results were combined (see Fig. 6). We applied SentiStrength, which performed better than Stanford CoreNLP’s sentiment annotator on these data (see Fig. 3), to the set of 159 idiom definitions that remained...
The overall results were compared to crowdsourced annotations and the following values were recorded for the three versions of kappa coefficient: 0.5062 (unweighted), 0.5802 (with linear weights) and 0.6409 (with quadratics weights). The resulting sentiment polarity values were used to replace crowdsourced sentiment polarity annotations in the original sentiment analysis system described in Fig. 1.

### 4 Results

We re-used the gold standard dataset from the original study [8] to perform evaluation experiments. Table 6 summarizes the methods M1–M6 whose performance we wanted to compare. The main goal of this study was to...
investigate whether the results of sentiment analysis enriched with idiom-based features are comparable when crowdsourcing of the supporting lexico-semantic resources is replaced by a fully automated approach (by comparing M2 versus M3 and M5 versus M6). In expectation that a fully automated approach may underperform in comparison to manually crafted features, we also wanted to investigate whether the idiom-based approach would still outperform the original baseline methods, which do not incorporate idioms as features (by comparing M1 versus M3 and M4 versus M6). The classification performance was evaluated in terms of F-measure (see Fig. 7) based on confusion matrices given in Table 7. As expected, when manually crafted lexico-semantic resources were replaced by automatically generated ones, the performance dropped by 10.6 (M2 versus M3) and 7.6 (M5 versus M6) percentage points. However, the use of automatically generated lexico-semantic resources still improves the performance of the original sentiment analysis methods by 9.0 (M1 versus M3) and 7.4 (M4 versus M6) percentage points.

A closer inspection of the confusion matrices (see Table 7) reveals that the use of idioms as features, either manually or automatically engineered, improves the sensitivity with respect to positive and negative polarities. However, automatically engineered features are more biased towards negative polarities (see the last column in Table 7). This may be explained by the way in which the idiom polarities were encoded. The crowdsourced idiom polarities allowed for fuzzy representation by means of distributing the number of annotations across the available options: positive, negative and other. For example, the idiom mind someone’s own business was originally annotated as pos:0, neg:60, thereby allowing different interpretations of the given idiom. On the other hand, the automatically extracted idiom polarities do not support fuzzy representation. For example, the same idiom was represented as pos:0, which indicates that the given idiom is strictly negative.

This may be remedied by incorporating the notion of ambiguity and/or intensity into idiom polarity representation. Off-the-shelf sentiment analysis tools used in Section 3.2.1 output the strength of both positive and negative sentiment, which can be used to support fuzzy representation of automatically extracted sentiment polarities. To what extent this could improve the performance of methods M3 and M6 will be the subject of future work. Nonetheless, the experiments conducted in this study confirm its main hypothesis that automatically engineered idiom-based features do improve the results of sentiment analysis.

5 CONCLUSIONS

We demonstrated that automatically engineered idiom-based features improve sentiment analysis results. The overall performance in terms of F-measure was improved from 45 to 54 percent in one experiment and from 46 to 53 percent in the other. The results are still poorer than the ones achieved using manually engineered features, which improved the baseline sentiment analysis results from 45 to 64 percent in one experiment and from 46 to 61 percent in the other. However, the advantage of the new approach is that it is more general in a sense that it can readily utilize an arbitrary list of idioms in sentiment analyses. It can also be used to support sentiment analysis that focuses on a full range of emotions (see Section 3.2.2) and not merely sentiment polarity. More importantly, the performance of a fully automated approach to using idioms in sentiment analysis can still be improved.

First, as we pointed out in Section 4, the fuzzy representation of idiom polarities may reduce misclassification of less strongly polarized idiom examples. Second, to support compatibility with the original study [8] we re-used the same supervised learning method—a Bayesian network classifier, which outperformed alternative machine learning algorithms in cross-validation experiments performed on the training data in which the idiom-based features were

TABLE 6
Sentiment Analysis Methods

<table>
<thead>
<tr>
<th>ID</th>
<th>Method</th>
<th>Features</th>
<th>Supporting resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>SentiStrength [10], [11]</td>
<td>words</td>
<td>sentiment lexicon</td>
</tr>
<tr>
<td>M2</td>
<td>supervised learning [8]</td>
<td>sentiment polarities</td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>supervised learning (this study)</td>
<td>idioms</td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td>Stanford CoreNLP [12]</td>
<td>phrases of variable length</td>
<td></td>
</tr>
<tr>
<td>M5</td>
<td>supervised learning [8]</td>
<td>sentiment polarities</td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>supervised learning (this study)</td>
<td>idioms</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 7
Confusion Matrices

<table>
<thead>
<tr>
<th></th>
<th>pos</th>
<th>0</th>
<th>neg</th>
<th>pos</th>
<th>0</th>
<th>neg</th>
<th>pos</th>
<th>0</th>
<th>neg</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>40</td>
<td>62</td>
<td>36</td>
<td>102</td>
<td>18</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>22</td>
<td>72</td>
<td>30</td>
<td>39</td>
<td>49</td>
<td>36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>31</td>
<td>96</td>
<td></td>
<td>24</td>
<td>44</td>
<td>170</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td>75</td>
<td>18</td>
<td>45</td>
<td>41</td>
<td>23</td>
<td>74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M5</td>
<td>41</td>
<td>26</td>
<td>57</td>
<td>19</td>
<td>19</td>
<td>86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>32</td>
<td>38</td>
<td>168</td>
<td>25</td>
<td>43</td>
<td>170</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Rows and columns correspond to actual and predicted sentiment respectively.
encoded based on manually engineered lexico-semantic resources. According to the “no free lunch” theorem, any two learning algorithms are equivalent when their performance is averaged across all possible problems [21]. In other words, there is no universally best learning algorithm, which suggests that the choice of an appropriate algorithm should be based on its performance for the particular problem at hand and the properties of data that characterize the problem. The fact that the distribution of the training data has changed by replacing manually engineered features with automatically engineered ones opens a possibility of another machine learning algorithm producing a better classification model. These two hypotheses are outside of the scope of this study and will be the subject of future work. In this study we demonstrated that we can (1) fully automate the use of idioms in sentiment analysis, (2) minimize the knowledge engineering bottleneck associated with this task and (3) still improve the performance of the baseline sentiment analysis approaches.
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