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Abstract 

 

Experimental charge density distribution studies complemented by quantum 

mechanical theoretical calculations of 4-hydroxybenzoic acid (4HBA) (1), 4,4′-bipyridine 

(44BP) (2) and one polymorphic form of the co-crystal containing 4HBA and 44BP 

molecules in a 2:1 ratio (3), have been carried out via high resolution single-crystal X-ray 

diffraction. Synthon formation was found to be the main driving force for crystallisation in 

both (1) and (3) with a carboxylic acid homosynthon present in (1) and a heterosynthon in (3) 

comprised of a carboxylic acid from 4HBA and a pyridine nitrogen and aromatic hydrogen 

from 44BP. Topological analysis revealed the bonding in the homosynthon to be stronger 

than the heterosynthon (305.88 versus. 193.95 kJ mol-1) with a greater number of weak 

interactions in (3) helping to stabilise the structure. The distance from the hydrogen and 

hydrogen bond acceptor to the bond critical point (bcp) was also found to be a significant 

factor in determining bond strength, potentially having a greater effect than lone pair 

directionality. Two different methods of lattice energy calculations were carried out and both 

methods found (1) to be more stable than (3) by ~40 and 10 kJmol-1 for the LATEN and 

PIXEL methods respectively. Energy framework diagrams reveal (1) to be dominated by 

coulombic forces while both coulombic and dispersion forces are prominent in (3) 

contributing equally to the lattice energy. This study examined the utility of homosynthons 

and heterosynthons in future crystal engineering endeavours and concluded that although in 

this case the single molecule crystal was more thermodynamically stable, the asymmetry of 

the co-crystal system allowed it to form a wider range of interactions resulting in only a small 

reduction in stability. This highlights the potential of using heterosynthons to develop co-

crystals to improve pharmaceuticals.  These findings highlight the utility of high resolution 

single crystal X-ray crystallography in rationalising observed physical properties.  

  



Introduction 

 

The utility of co-crystals in crystal engineering specifically for improving active 

pharmaceutical ingredients (APIs) has recently refocussed the scientific spotlight onto the 

field of crystallography. Co-crystals are defined by Springuel et al. as “a crystal composed of 

at least two components (here API and co-crystal former (or co-former)) that are solid at 

room temperature”1. These have emerged as a viable alternative to formulate potential 

pharmaceuticals into suitable dosage forms, particularly important when over 90% of 

potential drugs do not progress past initial clinical trials due to poor physicochemical 

properties such as solubility, stability and bioavailability2. Co-crystals have the additional 

benefit of modulating the physicochemical properties of a potential drug without covalent 

chemical modification, thereby maintaining its efficacy. Drugs without ionisable functional 

groups can also be modified this way whereas salt formation, currently the most common 

modification to improve physicochemical properties inherently requires a drug to be 

ionisable3.  

Weak interactions such as hydrogen bonds, van der Waals forces and π-π interactions 

are the driving force behind co-crystal formation. Aakeroy et al.4 initially introduced the 

concept of a supramolecular synthon in crystal systems referring to repeating units which 

form consistently when certain functional groups are present in the molecules. These 

synthons can be formed between like functional groups (homosynthons) or different groups 

(heterosynthons). 

Various groups have conducted analyses of the Cambridge Structural Database (CSD) 

to examine the presence and prevalence of synthons in currently known crystal structures 5-7. 

It has been found that synthons are present in many systems and comparative studies have 

found that in many cases synthon formation is dictated by Etter’s rules of hydrogen bonding 

i.e. the strongest donor bonds to the strongest acceptor8, 9. The consistency with which these 



groups bond has formed the basis of crystal engineering which aims to develop crystalline 

systems with novel properties by exploiting the formation of synthons. For obvious reasons, 

the ability to engineer specific systems will optimise the drug design and formulation 

process, allowing significant reductions in research costs and increasing the number of drugs 

which make it to market.  

In 2011, Mukherjee et al.10 reported three polymorphs of the 4,4′-bipyridine:4-

hydroxybenzoic acid co-crystal. This co-crystal is particularly interesting as the effect of the 

different acidities of the hydroxyl and carboxylic acid hydrogens on preferred synthon 

formation can be examined. The polymorphs differed in the primary synthon present in each 

of the structures and have consequential effects on crystal packing and other properties. 

Thermal studies carried out by Mukherjee et al.10 confirmed different melting points for each 

of the polymorphs and computational studies were used to speculate on the stabilities of the 

polymorphs. It was found that Form I was the more stable form. Here we present charge 

density studies of 4-hydroxybenzoic acid (4HBA) (1), 4,4′-bipyridine (44BP) (2) and one of 

the polymorphs (Form II) (3) and rationalise the physical features exhibited by the polymorph 

in terms of its electron density distribution (EDD). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Chemical structure of 4-hydroxybenzoic acid (4HBA) (1) and 4,4′-bipyridine 

(44BP) (2). 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: ORTEP diagram of 4HBA (1). Thermal ellipsoids are shown at the 50% probability 

level11.  

 

 

 

Figure 3: ORTEP diagram of 4,4′-bipyridine (2). Thermal ellipsoids are shown at the 50% 

probability level11 .  



Figure 4: ORTEP diagram of the 4HBA-44BP co-crystal (3). Thermal ellipsoids are shown at 

the 50% probability level11.  

 

 

 

Methods  

 

Raw materials (1) and (2) were purchased from Sigma Aldrich and used without 

further purification. Crystals of (1) were grown via slow evaporation from ethanol. Crystals 

of (2) were taken from materials purchased. Co-crystals of (3) were prepared following the 

method described by Mukherjee et al.10. Briefly, equimolar amounts of (1) and (2) were 

ground in a mortar and pestle until a fine powder was formed. The mixture was then 

dissolved in methanol and allowed to evaporate at room temperature.  

 

Details on the collection, integration and reduction of data can be found in the 

supporting information. The multipole refinement procedure used has been reported in 

previous publications12-14. Refer to Table 1 for selected crystallographic information from the 

independent atom model (IAM) and multipole (EXP) refinements. 

 

 

Table 1: Selected crystallographic information for (1), (2) and (3) 



 1 2 3 

Formula C7H6O3 C20H16N4 C17H14O2N3 

Molecular Mass 138.12 312.37 294.30 

Crystal size (mm) 0.3 x 0.25 x 0.2 0.2 x 0.4 x 0.5 0.25 x 0.2 x 0.3 

Temperature (K) 150 150 150 

Crystal system Monoclinic Triclinic Monoclinic 

Space group P21/c P1̅ C2/c 

a (Å) 6.317(7) 8.693(2) 13.976(1) 

b (Å) 5.200(1) 8.735(2) 11.628(3) 

c (Å) 18.248(1) 10.982(2) 13.501(4)) 

 (o)  85.14(2)  

 (o) 92.11(2) 85.37(2) 114.19(4) 

 (o)  98.95(2)  

Volume (Å3) 597.97(2) 813.80(3) 2001.41(1) 

Z 4 2 4 

Refinement Method 
Full-matrix least-

squares on F2 

Full-matrix least-

squares on F2 

Full-matrix least-

squares on F2 

No. of reflections 

collected 

128328 55114 50126 

No. unique 9616 13284 11414 

Rint 0.037 0.0162 0.0161 

Completeness (%) 98.3 99.1 99.3 

No. reflections used 9636 19186 11448 

c (g cm-1) 1.534 1.275 0.977 

F(000) 288 328 616 

 (mm-1) 0.122 0.078 0.068 

sin /max  1.25 1.00 1.11 

 range for data 

collection () 

3.233-62.673 2.920-45.294 3.244-52.157 

Index ranges 

-15 ≤ h ≤ 15 

-13 ≤ k ≤ 12 

-45 ≤ l ≤ 45 

-17 ≤ h ≤ 17 

-17 ≤ k ≤ 17 

-21 ≤ l ≤ 21 

-31 ≤ h ≤ 30 

-25 ≤ k ≤ 25 

-29 ≤ l ≤ 29 

IAM Refinement     

Final R1, wR2 0.0381, 0.130 0.0470, 0.150 0.0356 0.114 

Goodness of fit  1.021 1.018 1.070 

Residual density (e Å-3) -0.31, 0.57 -0.27, 0.49 -0.34, 0.54 

Multipole Refinement    

Nobs/Nvar 28.5 16.76 23.07 

R(F), R(F2), all data 0.0281, 0.0283 0.0271,0.0298                        0.0214, 0.0299 

Rw(F), Rw(F2) > 2(F) 0.0309, 0.0571 0.0290, 0.0551 0.0256, 0.0467 

Goodness of fit 1.3891 1.4609 1.4047 

Residual density (eÅ-3) -0.161, 0.197 -0.126, 0.116 -0.111, 0.173 

 

 

Results 

 

 



 

Geometry 

 

Bond lengths and angles for all experimental structures were obtained from the EXP 

refinement outputs. For each compound, the X-ray structure was in excellent agreement with 

results reported in the literature with mean differences in bond lengths of 0.029, 0.046 and 

0.044 Å for (1), (2) and (3), respectively15-17. Similarly, the mean differences in angles were 

0.050, 0.036 and 0.039°. Refer to Supplementary Tables S4-21 for a full list of bond lengths 

and angles for all structures. The crystal structure of (1) contained one molecule of 4HBA in 

the asymmetric unit. The asymmetric units of (2) and (3) both contained more than 1 

molecule with (2) containing two 44BP molecules in a T-shaped arrangement and (3) 

containing one molecule of 4HBA and half a 44BP molecule with the remainder generated by 

symmetry (-x+1, y, -z+1.5) in an alternating pattern. Refer to Figures 2-4 for ORTEP 

diagrams and labelling schemes.  

 

The hydroxyl and carboxylic acid groups on 4HBA exhibit some conformational 

flexibility and this is seen in the different conformations of 4HBA exhibited in (1) and (3). In 

(1), the torsion angle C(06)-C(01)-O(01)-H(01) describing the angle between the hydroxyl 

group and aromatic ring is -14.11° while the torsion angle between the carboxylic acid group 

and aromatic ring, C(03)-C(04)-C(07)-O(02) is 3.84°. The inverse is true in (3) where the 

conformations are virtually reversed with values of -2.27 and -19.68° respectively for the 

same torsion angles. The cause of the difference in the torsion angles in 4HBA between the 

single and co-crystals can be seen in the packing diagrams of (1) and (3) in Figure 5. 

Examination of the packing diagram of (1) shows a homosynthon between the carboxylic 

acid groups of 4HBA with the hydroxyl groups being involved in holding these dimers 

together. The hydroxyl group acts as both hydrogen bond donor and acceptor, and along with 

crystal packing effects may be the cause of the movement of the group away from a planar 



position. A heterosynthon between the 4HBA carboxylic acid group and pyridine group in 

44BP is the primary bonding motif in (3). The hydroxyl group is involved in a single 

hydrogen bond linking the other units together. The reduced strain on the hydroxyl group 

may account for a reduced rotation away from the plane of the aromatic ring. In both cases, 

the synthons formed agree with Etter’s rules of hydrogen bonding8, 9.   

The 44BP molecule also undergoes a conformational change between (2) and (3). A 

previous study has found that the lowest energy state of a 44BP molecule is not when it is 

planar but when the torsion angle between the rings is 38.6°18. The two 44BP molecules have 

torsion angles of 16.62 and -34.54° respectively. In (3), the torsion angle of the 44BP 

molecule is -48.44°. None of these molecules are at the lowest energy state but weak 

interactions such as π-π interactions within the crystal help to stabilise the system. Figure 6 

shows the variation in torsion angles in the 44BP molecules present in (2) and (3).  
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Figure 5: Packing diagrams of 4HBA in (a) (1) and (b) (3)19. 44BP molecules have been 

omitted for clarity. Refer to Figure S2 in the supplementary information for a full packing 

diagram.  

 

 

Figure 6: Structural overlays of 44BP in (2) (blue and green) and 44BP in (3) red20. 

 

 

 

 

 

 

 



Topological analysis 

 

Topological analysis of both experimental and theoretical models using Bader’s 

quantum theory of atoms in molecules (QTAIM)21 was carried out and completeness of the 

analysis was verified through satisfaction of the Poincaré-Hopf, or its crystalline equivalent, 

the Morse relationship22. There was excellent agreement between the topological parameters 

of the EXP and SP models. The mean differences in ρbcp were found to be 0.124, 0.053 and 

0.113 eÅ-3 for (1), (2) and (3) respectively. For ∇2ρbcp, mean differences of 4.60, 1.68 and 

3.74 eÅ-5 were found. The largest discrepancies between the two models was found in the O-

H bonds in the carboxylic acid (O(02)-H(02A)) and hydroxyl regions (O(01)-H(01)) of the 

4HBA molecule in both (1) and (3). In (1), the differences were 41.94 and 25.77 eÅ-5 

respectively while in (3) differences of 34.42 and 35.50 e Å-5 were noted. In both cases, the 

∇2ρbcp of the SP model was significantly more negative than the EXP. The involvement of 

these hydrogens in intermolecular hydrogen bonding in the EXP model and absence of 

crystal packing effects in the gas phase calculations is likely to account for the large 

discrepancy. Unsurprisingly, the O(02)-C(07) bond was also affected by the large 

discrepancies in the aforementioned bonds with mean differences of 25.02 and 17.63 eÅ-5 

being recorded in (1) and (3) respectively. The EXP ∇2ρbcp was significantly more negative 

compared to the SP model and is reflective of the shift in electron density towards O(02). 

Tables S22-27 in supplementary information show the full list of critical points found during 

topological analysis for all structures. 

 

 

Hydrogen bonds  

 

Hydrogen bonds can be classified into classical and non-classical hydrogen bonds 

bonds as defined by Koch et al.23. Classical hydrogen bonds are where both donor and 

acceptor are hetero atoms (N-H or O-H bonded to N or O) and non-classical bonds are, for 



example, those of the form C-H···O and C-H···N. Both types of hydrogen bonds are 

characterised by relatively low ρbcp and a positive ∇2ρbcp
 indicative of closed shell 

interactions. A total of 3, 8 and 5 hydrogen bonds were found for (1), (2) and (3) respectively. 

A comparison of all hydrogen bonds found that non-classical hydrogen bonds had longer 

acceptor to hydrogen and donor to acceptor lengths, compared to classical hydrogen bonds 

with all donor to acceptor distances greater than 3Å. These bonds also varied in linearity with 

the bond angle varying from 121.58 to 173.31° while the traditional hydrogen bonds were 

largely linear with the lowest angle being 167.84°. 

 

Abramov 24 and Espinosa 25 developed a method using ρbcp and ∇2ρbcp to calculate the 

kinetic (G), potential (V) and total (H) energy density in a bond and subsequently provide an 

estimation of its bond strength. The ratio -G/V can also be used to estimate the covalency of 

the bond, with a value between 0.5 and 1 indicating partly covalent character and a value 

greater than 1 being purely non-covalent 26. H-bonds can be separated into three groups by 

their strengths; weak H-bonds (EHB < 20 kJ mol-1), moderate strength H-bonds (EHB = 20-60 

kJ mol-1) and strong H-bonds (EHB > 60 kJ mol-1)27. Details of the hydrogen bonds as 

determined by topological analysis are reported in Tables 2-3 for (1) and (3), respectively. 

Details for (2) can be found in Table S28 (ESI). 

 

 

 

 

 



Table 2: Topological analysis of hydrogen bonding in (1). Standard uncertainties have been 

omitted from the Table for clarity. They are closely scattered around 0.02 eÅ-3 (bcp) and 0.05 

eÅ-5 (2bcp). 

Bond ρ 

(e Å-3) 
∇2 ρ 

(e Å-5) 

ε DH···bcp 

(Å) 

dA···bcp 

(Å) 
G/Eh 

(e Å-3) 
V/Eh 

(e Å-3) 
H/Eh 

(e Å-3) 
G/r EHB 

(kJ mol-1) 

Intermolecular 
 

O(01)-H(01)···O(01)a 0.088 2.844 0.15 0.658 1.292 0.15 -0.09 0.05 1.67 36.71 

C(06)-H(06)···O(01)a 0.042 0.562 1.85 1.252 1.509 0.03 -0.02 0.01 0.72 8.28 

O(02)-H(02A)···O(03)b 0.389 2.561 0.01 0.511 1.11 0.29 -0.39 -0.11 0.74 152.94 

Symmetry operators: a -x+2, y-0.5, -z+0.5; b -x, -y+1, -z+1 

 

 

Table 3: Topological analysis of hydrogen bonding in (3). Standard uncertainties have been 

omitted from the Table for clarity. They are closely scattered around 0.02 eÅ-3 (bcp) and 0.05 

eÅ-5 (2bcp). 

Bond ρ 

(e Å-3) 
∇2 ρ 

(e Å-5) 

ε DH···bcp 

(Å) 

dA···bcp 

(Å) 
G/Eh 

(e Å-3) 
V/Eh 

(e Å-3) 
H/Eh 

(e Å-3) 
G/r EHB 

(kJ mol-1) 

Intermolecular 

C(2)-H(2)···O(03) 0.086 1.109 0.08 1.028 1.391 0.07 -0.05 0.01 0.76 20.55 

O(02)-H(02A)···N(1) 0.395 4.445 0.06 0.514 1.104 0.38 -0.45 -0.07 0.96 173.4 

C(02)-H(02)···O(01)a 0.035 0.0965 0.67 0.933 1.493 0.05 -0.03 0.02 1.37 11.1 

C(4)-H(4)···O(02)b 0.046 0.949 0.02 0.924 1.471 0.05 -0.03 0.02 1.07 12.31 

O(01)-H(01)···O(03)c 0.223 4.889 0.02 0.581 1.129 0.29 -0.5 0.05 1.32 95.69 

Symmetry operators: a -x+1.5, -y+0.5, -z; b x, -y, z+0.5; cx, -y+1, z-0.5 

 

The hydrogen bonds found in (1) and (3) can be separated into two distinct groups; 

those involved in the formation of supramolecular synthons and those which bind the synthons 

together into repeating units forming the crystal lattice. Figure 5a clearly shows the carboxylic 

acid dimer homosynthon in (1) while the heterosynthon in (3) can be seen in Figure 7. These 

supramolecular synthons assemble in accordance with Etter’s rules of hydrogen bonding, 

primarily that the strongest donor forms a bond with the strongest acceptor and the process is 

repeated until there are no more donors or acceptors8, 9.  



 

Figure 7: Diagram showing the heterosynthon in (3)19.  

 

Further analysis of the hydrogen bonds in (1) reveals the formation of the carboxylic 

acid dimer homosynthon is driven by the symmetrical O(02)-H(02A)···O(03) bond. 

Topological analysis reveals a strong bond with bond strength of 152.94 kJ mol-1 per bond, 

resulting in the homosynthon having a binding energy of 305.88 kJ mol-1. Aside from the 

estimation of bond strength using the methods described above, other indicators are also 

present which predict the very strong nature of the bond. Figure 8 shows topological 

diagrams of the homosynthon and the interactions involving O(01) which bridge the 4HBA 

dimer units together. The lone pairs on all the oxygen atoms are clearly seen on the Laplacian 

diagrams (Figure 8a and 8c) as the areas of increased electron density (represented as more 

contour lines being packed more closely together) on the outer shell of the oxygen atoms as 

expected. The same notion is also represented in deformation density maps in Figures 8b and 

8d. Here, the two oxygen lone pairs are represented as a pair of lobes with a relatively high 

electron density (once again represented via contour lines). The covalent nature of the C(07)-

O(03) and C(07)-O(02) bonds can also be seen through the large density in the middle of the 

bond. Both Figures 8a and 8b show one of the lone pairs on O(03) is directly aligned with 

H(02A) contributing to the relatively large ρ value seen in Table 2. The large difference in 

polarity between O(03) and H(02A) is shown with the lone pair of O(03) clearly having a 

charge concentration (shown through the contour lines) while the hydrogen atom clearly 



shows charge depletion. Furthermore, it is well known that the strength of a bond is inversely 

related to the bond length. In this case, the distance from the hydrogen and acceptor to the 

bond critical point (dH···bcp and dA···bcp) is very small at 0.511 and 1.11 Å respectively. 

Examination of Figures 8c and 8d, which depict the bifurcation of O(01) show that the lone 

pairs of O(01), are directly aligned with H(01) and H(06), but the strength of these bonds is 

significantly weaker than that found in the homosynthon with estimated strengths of 8.28 and 

36.71 kJ mol-1. The dH···bcp and dA···bcp values are also larger in these cases with the weakest 

bonds having the largest distance of 1.252 and 1.509 Å, respectively. Thus, lone pair 

directionality does have a significant effect on bond strength, but dH···bcp may play a more 

prominent role in predicting bond strength.  

 
 

(a) (b) 



 
 

(c) (d) 

Figure 8: -∇2ρ and deformation density maps for (a), (b) O(03)-C(07)-H(02A) plane in (1) and (c),(d) C(01)-

O(01)-H(01) plane in (1). Solid lines in the Laplacian maps represent regions of charge concentration while 

dashed lines represent charge depleted regions. Similarly, for the deformation density maps, solid lines 

represent regions of positive electron density while dashed lines represent a negative electron density.  

 

Similar findings can be seen in (3) with the formation of a heterosynthon between 

4HBA and 44BP molecules rather than a carboxylic acid homosynthon. The C(2)-

H(2)···O(03) and O(02)-H(02A)···N(1) bonds comprise the heterosynthon with bond 

strengths of 20.55 and 173.40 kJ mol -1, respectively. Examination of topological diagrams of 

the heterosynthon in Figure 9 shows that the lone pairs of O(3) and N(1) are directly aligned 

with H(2) and H(02A), respectively, but there is a large difference in the hydrogen to critical 

point distance (0.514 vs. 1.028 Å) explaining the disparity in bond strength. The binding 

energy of this association (193.95 kJ mol -1) is clearly less than the association energy of the 

homosynthon in (1). At first glance, the result may be contrary to what is expected where the 

most stable form will be present. An examination of the intermolecular hydrogen bonds in (3) 

shows one of the bonds (O(01)-H(01)···O(03)) has a bond strength of 95.69 kJ mol -1. The 



atom O(03) is also involved in this interaction and its bifurcation (as can be seen in Figure 9) 

results in a spread of its electron density over  two areas resulting in the formation of two 

strong interactions; one involved in synthon formation and the other as a stabilising force 

with a combined energy of  270 kJ mol -1. This result highlights the effect of introducing an 

extra component (co-former) into crystalline systems to form co-crystals; the co-former 

allows the initial molecule to exist in an otherwise thermodynamically unstable state 

potentially resulting in a modified energy surface which may manifest as different physical 

properties. 

 

  

(a) (b) 

Figure 9: -∇2ρ and deformation density maps for the O(03)-O(02)-N(1) plane in (3). Solid lines in the Laplacian 

maps represent regions of charge concentration while dashed lines represent charge depleted regions. Similarly, 

for the deformation density maps, solid lines represent regions of positive electron density while dashed lines 

represent a negative electron density. 

 

The role played by the dH···bcp and dA···bcp distances in predicting bond strength can 

also be seen in a comparison of the strength of hydrogen bonds which involve nitrogen in (2) 



and (3) in similar patterns. In (2), N(2) is involved in two bond with H(1’) and H(10’) with 

respective strength of 8.36 and 18.8 kJ mol-1 while the single bond formed by N(1) in (3) is 

significantly stronger at 173.4 kJ mol-1. This disparity is especially striking as there is a 

whole order of magnitude difference between the strength of the bonds. As mentioned above, 

the dH···bcp distance is approximately 0.5 Å in (3) while the distances in (2) are significantly 

longer (~1.2 and 0.8 Å for H(1’) and H(10’), respectively).   

 

Hirshfeld surfaces 

 

Three dimensional Hirshfeld surfaces and corresponding two dimensional fingerprint 

plots were generated using the CrystalExplorer28 program. Hirshfeld surfaces provide a visual 

representation of the effect a molecule’s electron density has on the space around it in a 

crystalline system.  The Hirshfeld surfaces are shown in Figures 10 and 11 for (1) and (3). 

Figure  S5 (ESI) shows the Hirshfeld surfaces for (2). Areas where intermolecular 

interactions are present are highlighted red in the diagrams. In accordance with previous 

findings, red spots are located near the oxygen and nitrogen atoms in the 4HBA and 44BP 

molecules respectively and their associated hydrogen atoms. Figures 12 and 13 show 2 

dimensional fingerprint plots for the complete molecules and specific interactions for (1) and 

(3). Similar plots for (2) are located in Figure S6 (ESI).  di refers to the distance from the 

Hirshfeld surface to the nearest nucleus inside the surface while de refers to the same distance 

to the nearest nucleus external to the surface.  Analysis of the fingerprint plots for (1) show 

that O···H bonds contribute most towards the Hirshfield surface accounting for 33.9% of all 

interactions. This is unsurprising as O···H bonds connect the dimers to each other and play a 

role in linking the dimers together. C···H and H···H interactions are the remaining significant 

interactions and this may be attributed to van der Waals forces present in the system. 

Unsurprisingly, N···H interactions dominate in (2) accounting for 20.7% of interactions. A 

similar situation to (1) is seen in (3) with the O···H interactions accounting for 20.9% of all 



interactions. N···H bonds are primarily involved in the heterosynthon and as mentioned 

above the bond is considered weak. Unsurprisingly, N···H bonds only account for 4.8% of 

interactions. Interestingly, H···H and C···H bonds account approximately 60% of weak 

interactions in (3). This is attributed to the van der Waals forces in the system. These forces 

are separate from π-π stacking interactions which only account for 7.4% of interactions. 

These are present in (3) but not in (1) due to the introduction of the 44BP molecule.  

 

 

 

(a) (b) 

Figure 10: Hirshfield surfaces for (1)29.  

  

 

(a) (b) 



Figure 11: Hirshfield surfaces for (3)29.  

 

   
(a) (b) (c) 

Figure 12: 2-Dimensional fingerprint plots of (a) all interactions in (1), (b)O···H interactions in (1) and (c) 

H···H interactions in (1) 29.  

    

   

(a) (b) (c) 

Figure 13: 2-Dimensional fingerprint plots of (a) all interactions in (3), (b) O···H interactions in (3) and (c) 

H···H interactions in (3)29.  

  

Atom charges 

 

Integrated atomic basin charges were also determined from topological analysis of 

(1), (2) and (3). There was excellent agreement between the charges obtained from the EXP 



and SP models. The largest difference between the models was found in (1) and (2) in the O-

H groups and nitrogen atoms respectively. In (1), O(02), O(03) and H(01) differed the most 

by approximately 0.1 e with the EXP model being more electron rich. A similar trend was 

seen with all four nitrogen atoms in (2) with the charge consistently overestimated in the EXP 

model by 0.3 e. These differences are due to the gas phase nature of the SP calculations 

compared to the EXP model thus not accounting for the intermolecular bonding and crystal 

packing which occurs in a crystalline lattice. This is especially relevant in the case of the 

44BP molecule as it is well known the conformation is heavily influenced by its 

supramolecular environment 30, 31.  Further analysis of the atom charges between atoms in (1) 

and (2) and their analogous atoms in (3) found large differences in atoms, most of which 

were involved in heterosynthon formation – C(07), O(02), H(02A), N(1), H(2). The largest 

difference found was for H(02) (0.67 e) and can be attributed to its participation in hydrogen 

bonding with an intermolecular O(01) and various other weak interactions which were not 

present in (1). Differences of 0.43 and 0.23 e were seen for H(02A) and H(2) respectively. 

This is in accordance with the findings in the hydrogen bond section where the interaction is 

not as strong as the carboxylic acid homosynthon but still occurs due to the nitrogen being a 

better acceptor than the carbonyl oxygen.  Changes in the atom charge of C(1) by 0.12 e may 

be due to an inductive effect of the local bonding environment. A complete list of atom 

charges can be found in Tables S32-34 (ESI).  

 

 

 

Electrostatic potential 

 

The molecular electrostatic potential (MEP) has an integral role in explaining the 

effect of the EDD gained from charge density analysis on physical outcomes in the system 

such as atom reactivities and the weak interactions which form. MEP maps are shown in 

Figures 14-16 and comparing these maps provides insights into the physical changes which 



occur when co-crystallisation occurs as opposed to the formation of a single crystal. The 

MEP maps have been mapped onto an isosurface of ρ and have been plotted on the same 

scale for comparability. In accordance to previous findings mentioned above, the carboxylic 

acid and hydroxyl groups on the 4HBA molecule are significantly involved in hydrogen 

bonding in both (1) and (3). This can be seen in Figures 14-16 where those groups in (1) and 

(3) are surrounded by red and purple indicating highly electronegative regions. The relatively 

small size of the 4HBA molecule results in the aromatic region having slightly more electron 

localisation in the π system around the aromatic ring due to it being enclosed by 

electronegative groups. Unsurprisingly, there is a very even spread of charge in (2) indicating 

an even spread of electrons over the molecules. This is due to the π systems in the aromatic 

rings with some charge localisation on the nitrogen atoms due to them being slightly more 

electronegative. Visual analysis of (3) shows properties of the MEP present in both (1) and 

(2) with the heterosynthon region having high levels of complementarity between 

electronegative and electropositive regions and the aromatic systems showing even 

delocalisation of electrons. It can be said that the charge distribution across all three systems 

is relatively even with compounds (1) and (3) being electrostatically symmetrical and (2) 

being largely comprised of aromatic systems. This can be seen through the molecular dipole 

moments (MDM) of the system of 0.81, 3.18 and 1.70 D, respectively. The values here can 

be misleading as the large number of hydrogen bond donors and acceptors present especially 

in (3) provide sufficient charge differentials to promote further hydrogen bonding with water 

among other examples. These properties can only be derived experimentally from high 

resolution diffraction experiments and allow for further insights to be gained on the exact 

changes in electrostatics which occur in crystalline systems and upon co-crystallisation. 



 

Figure 14: Molecular electrostatic potential maps of (1) mapped on an isosurface of ρ32. The 

colour gradient has units of e per bohr.  

  

Figure 15: Molecular electrostatic potential maps of (2) mapped on an isosurface of ρ32. The 

colour gradient has units of e per bohr.  

 



Figure 16: Molecular electrostatic potential maps of (3) mapped on an isosurface of ρ32. The 

colour gradient has units of e per bohr.  

 

 

Lattice energies 

 

The lattice energies of (1), (2) and (3) were determined for the EXP model to assess 

the effect of changes in charge distribution during the co-crystallisation process as described 

above on the overall stability of the system. This has physical implications such as the 

solubility of the co-crystal complex in solution compared to its individual counterparts. Two 

methods were used to calculate the lattice energy; the LATEN option in XD200633 and the 

PIXEL method developed by Gavezzotti34, which partitions the electron density into ‘pixels’ 

which are then used for the calculation. The lattice energy from LATEN is considered to be 

the sum of the electrostatic interaction, repulsive, dispersive and penetrating electrostatic 

contributions as originally introduced by Spackman35. The exact potential multipole model 

(EPMM) method introduce and validated by Volkov et al.36-38 as an alternative to the more 

computationally expensive exact potential (EP) method was used in XD2006. The 

electrostatic interaction term is a Buckingham type expansion in the form of a Taylor series36, 

the repulsive and dispersive terms are fitted as single exponential functions where the 



coefficients are read from tables previously published by Spackman39 and the penetrating 

coulombic term is defined as the interaction of the spherical charge distribution of atom A 

with the deformation density distribution of atom B35. The PIXEL method takes a similar 

approach with the total intermolecular interaction energy defined as the sum of the 

coulombic, polarisation, dispersion and repulsion forces. Details of the equations used can be 

found in the appendix of Gavezzotti40. 

 

Table 4 shows the lattice energies calculated for all structures using both methods. 

Due to the asymmetric unit of (3) only containing half a 44BP molecule, the value of PIXEL 

was calculated as twice the lattice energy of a system containing a single 4HBA and 44BP 

molecule minus the lattice energy of a 44BP molecule alone in the same cell. The LATEN 

method consistently reported more negative values compared to the PIXEL method. Small 

difference in energy of ~20 and 10kJ mol-1 was reported for (1)  and (3) while a larger 

differences ~200 kJ mol-1 were reported for (2). Spackman41 previously discussed this 

discrepancy and attributed it to certain intermolecular bcp’s not being found even though the 

Morse equation has been satisfied potentially due to the extremely flat nature of the electron 

density at these critical points; this is particularly relevant as critical points of hydrogen 

bonds often have very low electron density.   

 

Table 4: Table of lattice energies for (1), (2) and (3) predicted by the LATEN33 option in the 

XD package and the PIXEL34 method.   

 

Crystal LATEN 

(kJ mol-1) 

PIXEL 

(kJ mol-1) 

(1) -181.1 -162.5 

(2) -311.2 -110.5 

(3) -138.1 -149.0 

 



 

The LATEN method indicated (2) to be the most stable followed by (3), then (1). The 

PIXEL method reported (2) to be the least stable with (1) found to be the most stable. Tables 

5 and 6 show contributions of electrostatic, dispersion and repulsions force to the lattice 

energies calculated by the LATEN and PIXEL methods respectively.  

Electrostatic forces are shown to account for twice as much of the lattice energy as 

dispersion forces in (1) in both methods This is also seen in Figure 17 which shows the 

energy frameworks diagrams for (1). The electrostatic forces are seen to be located near the 

homosynthon and are much more prominent compared to the dispersion forces. The LATEN 

and PIXEL methods differed in their breakdown of the lattice energy of (2) with the former 

reporting a larger contribution by dispersion forces (-261.3 kJ mol-1) compared to 

electrostatic forces (-180.6 kJ mol-1). These differences may be attributed to the differing 

treatment of polar hydrogen atoms in a system. The LATEN method allows input of 

hydrogen - acceptor distance and marking of highly polar hydrogens, which are then 

allocated different potentials for the calculations while the PIXEL method treats all 

hydrogens in the same way. This may introduce an inadvertent weighting scheme which 

affects the contributions of the different forces to the lattice energies. Figure S7 (ESI) shows 

the energy framework diagrams for (2) and it can be seen that the electrostatic forces are in 

the layers of 44BP while the dispersion forces are located between layers in the form of π-

stacking. These aromatic interactions also account for the C···C and C···H interactions found 

in the fingerprint plots in Figure S6 (ESI).  Both methods also report a large repulsive force 

(130.7 and 81.7 kJ mol-1 for the LATEN and PIXEL methods respectively) and can be 

attributed to unfavourable interactions of the π-systems.   

In (3), the LATEN method found dispersion forces to be twice as large as electrostatic 

forces (-204.8 vs. -108.2 kJ mol-1) while the inverse was reported by the PIXEL method (-



68.3 vs. -73.8 kJmol-1). This could be due to the higher electron density associated with the 

stronger hydrogen bonds as discussed above with the PIXEL method potentially 

overestimating the contribution of these bonds to the overall lattice energy. The treatment of 

polar hydrogen atoms by the LATEN method may also be a factor. Figure 18 shows 

coulombic interactions to be more prominent compared to the dispersive forces, similar to 

findings using PIXEL. Once again, differences can be attributed to differences in 

methodology. Both PIXEL and CrystalExplorer use gas phase calculations via Gaussian42 

and TONTO43 respectively and this may account for the similar results. Figure 18 shows the 

location of the different forces with coulombic forces dominating the heterosynthon (Figure 

18a) and dispersion forces holding the layers together (Figure 18b) highlighting the 

conclusion that the co-crystal is held together by features from both (1) and (2). These 

differing results illustrates the need to compare different methods of calculating the same 

property as small differences during the procedure may lead to large changes in the results as 

seen here.  

 

Table 5: Breakdown of the lattice energy obtained from LATEN33 calculations into their 

individual components. Energies are given in kJ mol-1.  

 

Crystal Electrostatic Dispersion Exchange-

repulsion 

(1) -234.8 -169.1 222.8 

(2) -180.6 -261.3 130.7 

(3) -108.2 -204.8 174.8 
 

 

Table 6: Breakdown of the lattice energy obtained from PIXEL calculations into their 

individual components. Energies are given in kJ mol-1.  

 



Crystal Coulombic Polarisation Dispersion Repulsion 

(1) -146.7 -75.1 -100.1 159.4 

(2) -58.8 -26.1 -107.6 81.7 

(3) -73.8 -50.3 -68.3 110.1 
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(b) 



Figure 17: Energy frameworks for (1). The energy scale is 30 and energy threshold is zero. (a) 

coulombic forces (b) dispersion forces29. 

 

 

 

 

 

 

 

(a) 

 

(b) 



Figure 18: Energy frameworks for (3). The energy scale is 30 and energy threshold is zero. 4HBA 

molecules are colour coded yellow and 44BP molecules are blue; (a) coulombic forces, (b) 

dispersion forces29. 

 

 

 

 

Conclusion   

 

Here we present an experimental EDD study of 4HBA (1), 44BP (2) and one 

polymorphic form of the 4HBA-44BP (3) co-crystal as reported by Mukherjee et al. 10 with 

the aim to rationalise the physical properties described by the authors via the electron density 

distribution. The asymmetric unit of (1) was found to contain a single 4HBA molecule, (2) 

contained two 44BP molecules in a T-shaped arrangement and (3) contained 4HBA and 

44BP in a 2:1 ratio. Co-crystal formation is driven by a heterosynthon between a 4HBA and a 

44BP molecule, while a carboxylic acid homosynthon is present between 4HBA molecules in 

(1). The binding energy of the homosynthon was found to be higher than that of the 

heterosynthon (305.88 vs. 193.95 kJ mol-1), a finding that correlates with the lattice energy 

values. The relationship between the strength of weak interactions and the dH···bcp and dA···bcp 

values was also investigated and an inverse relationship was found in accordance with 

previous findings. This parameter was found to play a more prominent role in determining 

bond strength than lone pair directionality as seen through -∇2ρ, however these two indicators 

should be used concomitantly to optimise bond strength predictions. Two-dimensional 

fingerprint plots reveal O···H and N···H interactions account for a large amount of weak 

interactions found. Lattice energy calculations were also carried out using the LATEN33 and 

PIXEL34 methods with both reporting (1) to be more stable than (3) by ~40 and 10 kJ mol-1  

respectively. The agreement of relative stability between (1) and (3) across both methods is 

encouraging for future studies. These differences were discussed and attributed to small 



differences in methodology. Although the crystalline structure of (1) was found to be more 

thermodynamically stable, a small reduction in stability with the addition of a co-former 

made possible due to a wider range of weaker interactions being formed highlight the 

potential of co-crystals and heterosynthons as a stepping stone for improving the 

physicochemical properties of pharmaceuticals. Additionally, these findings highlight the 

importance of using a variety of methods to calculate a single parameter as no method is 

infallible. Analysis of energy framework diagrams obtained from CrystalExplorer reveal 

coulombic forces dominate interactions in (1) and both coulombic and dispersion forces are 

prominent in (2) and (3) contains an even mixture of the two forces. In addition to comparing 

the changes that occur within a molecule when co-crystallisation occurs at an electronic level, 

this study also examined a homosynthon and heterosynthon in detail. The findings above 

indicate that heterosynthons allow more numerous weak interactions to occur due to its 

asymmetry (as seen through the energy framework diagrams) and in this particular study 

allowing a pyridine nitrogen to form hydrogen bonds of significantly different strengths (8.36 

and 18.80 kJ mol-1 in (2) and 173.40 kJ mol-1 in (3)) which contributes to the stability of (3). 

Thus, heterosynthons may have greater utility as building blocks in future crystal engineering 

endeavours due to the variety of interactions they can form because of their member atoms. 

Future studies in this field will involve performing more charge density studies on the other 

polymorph of this heterosynthon and other well known synthons with aim of validating the 

methods used in this paper to evaluate topological properties as discussed above and to also 

apply the knowledge gained to predict and hopefully create new synthons which can be used 

to improve the physicochemical of pharmaceutical compounds.  
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