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Abstract 

High-performance field oriented control (FOC) of induction motors (IMs) relies on the accurate 
control of their electrical dynamics. In particular, perfect decoupling control of the stator currents should 
be ideally achieved for a FOC scheme to be efficient. However, the decoupling effectiveness afforded 
by most stator currents controllers may be influenced not only by the parameters and the operating 
condition, but also by the specific controller structure and the adopted coordinate system. A measure 
to assess decoupling effectiveness is non-existent in the IM control literature. To bridge this gap, an 
in-depth analysis of the cross-coupling inherent characteristics of the electrical subsystem of IMs under 
different well-known control structures is presented in this paper. Specifically, four control strategies 
previously studied and experimentally validated in the literature are critically assessed in this work: (1) 
stationary frame proportional-integral (PI) control, (2) synchronous frame PI control, (3) synchronous 
frame PI control with decoupling networks, and (4) improved stationary frame diagonal control. The 
decoupling capabilities of controllers in stationary and synchronous coordinates are examined, with a 
detailed insight on the role of decoupling methods. The analysis is performed in the frequency domain 
under the framework of individual channel analysis and design (ICAD). By application of ICAD, the 
decoupling effectiveness of FOC schemes is clearly exposed and quantified, with an assessment of the 
effects of parametric uncertainty being carried out for completeness. The effect of the inverter dynamics 
over cross-coupling is also treated using digital simulations. The results are useful to determine the 
conditions in which each control strategy has either advantages or disadvantages. Additionally, it is 
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possible to determine the effect of several operating parameters over the stator currents cross-coupling 
such as nominal flux and torque levels. 
© 2018 The Author(s). Published by Elsevier Ltd on behalf of The Franklin Institute. 
This is an open access article under the CC BY-NC-ND license. 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

Induction motors (IMs) are the most commonly used high-power electric machines in
everal industrial applications. Originally IMs were employed in open-loop setups with
imited energy efficiency. Further developments made possible a widespread adoption of
losed-loop control, resulting in high-performance schemes with higher efficiency [1–3] . 

Field oriented control (FOC), also known as vector control, is a commonly adopted scheme
or IM control [4–7] . Under ideal conditions, IMs employing rotor flux FOC schemes behave
ike dc motors. Conversely, stator flux FOC allows induction generators (IGs) to behave like
c generators. The approach enables stator or rotor voltages to be excited in such a way that
he stator or rotor currents are decoupled. This produces flux- and torque-generating currents
nalogue to those of a dc machine [6,7] . In addition to a better transient performance,
ecoupling of currents allows IMs to be driven more efficiently. 

The most popular FOC schemes for the stator currents are based on proportional-integral
PI) controllers [8–10] , although significant effort has also been dedicated to non-linear decou-
ling schemes [11–18] . For low-performance applications a pair of stationary reference frame
Is is sufficient to comply with the required specifications, although a high-performance is
lso possible by introducing slightly more complex control structures [19] . The possibility of
ffording effective stator currents control that relies on simple PI structures as a baseline is due
o the inherent structural robustness characteristics of the IM, as explained in detail in [20] .
owever, it is commonly accepted that a much higher performance may be attained through

he use of controllers in a synchronous frame in addition to decoupling networks [9,21,22] .
uch networks aim at decoupling the stator currents by introducing feed-forward terms that
ompensate the back electro-motive-force (emf) [8–10,23] . All of these control schemes have
he ultimate objective of further reducing the cross-coupling of the stator current subsystem. 

The electric subsystem of an IM is normally represented by a nonlinear fourth order
ultiple-input multiple-output (multivariable, MIMO) system [1–3] . It is common practice to

implify this model for control design, with simplifications going as far as using first order
onovariable approximations with a time delay [1–5,8–10,19,24] . Although this approach

as been successful, it could be argued that the control design is further influenced by the
odel [8,19] . Moreover, a fundamental limitation exists when neglecting or canceling the
ultivariable nature of the process, as it is not possible to assess the effect of detuned

ecoupling networks due to parametric variations. The interested reader is referred to [25] ,
here a detailed analysis on the shortcomings resulting from model over-simplifications is

eported. Similarly, it is not possible to compute the actual cross-coupling of the system to
ormally address the effectiveness of the decoupling scheme. Therefore, a theoretical study
mploying a unified measurement convention that allows comparing the resulting decoupling

http://creativecommons.org/licenses/by-nc-nd/4.0/
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of the most popular stator currents control schemes without model over-simplification is 
currently missing in the literature. 

It has been experimentally shown in [8,19] that different stator currents control schemes 
are capable of achieving the same level of performance regardless of the reference frame
being employed. Assuming that such an observation is true, it could be argued that the
simplest control scheme would be the best for a given bandwidth specification. However, to
the best knowledge of the authors, a formal theoretical justification or a means to measure
the decoupling performance of synchronous and stationary frame schemes is unavailable 
in the literature. Another recent reference addresses the design of synchronous frame PI 
controllers for the stator currents with the specific purpose of cross-coupling reduction [26] .
As in [8] , it is experimentally confirmed that a higher gain, and thus bandwidth, results
in an improved decoupling performance. The main shortcoming of these references is the 
absence of a theoretical framework to study the decoupling properties of the presented 

control schemes—irrespectively of the selected reference frame. 
Individual channel analysis and design (ICAD) is a control framework that has been used

to analyze and measure the cross-coupling of MIMO systems [27] . ICAD allows a formal
evaluation of system performance, robustness and cross-coupling regardless of the control 
approach and the controller structure. A distinctive feature of ICAD is the possibility to state
the results using well-known engineering concepts in the frequency domain. Bearing in mind 

these characteristics, a theoretical framework based on ICAD for analyzing, measuring and 

comparing the decoupling performance achieved by the most common stator currents schemes 
is presented. The following schemes are assessed: stationary frame PI control, stationary 

frame diagonal control (non-PI), synchronous frame PI control, and synchronous frame PI 
control with decoupling networks. The effects of parametric perturbations and bandwidth 

over the cross-coupling and performance are investigated. Full IM models are employed 

to incorporate operating conditions into the study ( e.g. , nominal flux and torque levels).
In order to support the theoretical findings and to investigate the influence of the inverter
dynamics over the cross-coupling of the electrical subsystem, a set of digital simulations is
presented. This is accompanied by a statistical analysis of the time-domain results to provide 
a quantitative complement to the simulations. 

Although the relative gain array (RGA) is a MIMO control tool commonly employed 

to evaluate the cross-coupling of input-output pairings at steady-state [28,29] , it does not
play any role in the design stage of a controller. Hence, it cannot be employed to assess
the decoupling afforded by a control system and, therefore, its use is avoided in this work.
Conversely, the framework afforded by ICAD goes beyond the RGA matrix analysis as it
not only enables an evaluation of the decoupling performance of a control system design,
but it also allows to address the effect of specific control structures and the robustness of the
system. Detailed discussion on the characteristics and limitations of the RGA matrix and a
direct comparison with tools from the ICAD framework are provided in [30,31] . 

It should be highlighted that this work is focused on IMs; however, the analysis and
approach here presented are equally valid for IGs. Additionally, this work does not attempt to
recommend the adoption of stationary frame stator current controllers over their synchronous 
frame counterparts (or viceversa). Instead, a methodology to quantify the internal coupling 

using either approach is presented; this way the control system designer can make an
informed decision on which alternative to employ according to their needs to achieve the
application requirements. 
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It must be emphasized that all control schemes studied in this work have been reported
nd experimentally validated in published references. In particular, stationary and synchronous
rame PI schemes with and without decoupling structures are well-known and experimental
esults are widespread; for instance, the reader is referred to [5,8,19,26] . In this context, the
ain objective of this paper is neither to propose a novel control scheme nor to experimentally

alidate a specific controller, but to instead provide a theoretical framework which allows com-
aring the decoupling properties of different control strategies in stationary or synchronous
eference frames. As a result, experimental work is out of the scope of this paper. 

. IM models 

An accurate quantification of cross-coupling and perturbation effects cannot be assessed
ith simplified models of the IM which omit inherent dynamic characteristics. Therefore,

he first step for studying these phenomena consists in selecting a model that does not hide
he coupled nature of the subsystem. The models adopted in this paper (and included in this
ection for completeness) fully account the multivariable nature of the IM, capture the effect
f the rotor angular speed, and consider the electrical characteristics of the rotor. 

.1. Stationary coordinates model 

For a stationary reference frame, the IM model containing the most relevant dynamics is
iven by [1–3] : 
·
i αs = −a 11 i αs + a 13 ψ αr + a 14 ω r ψ βr + b 11 υαs , 
·
i βs = −a 11 i βs − a 14 ω r ψ αr + a 13 ψ βr + b 11 υβs , 
·
 αr = a 42 i αs − a 44 ψ αr − ω r ψ βr , 

·
 βr = a 42 i βs + ω r ψ αr − a 44 ψ βr , (1)

τE = K T 
(
ψ αr i βs − ψ βr i αs 

)
, 

·
ω r = 

P 

2J 
(τE − τL ) , (2)

ith 

a 11 = 

L 

2 
r R s + L 

2 
m 

R r 

σL s L 

2 
r 

, a 13 = 

L m 

R r 

σL s L 

2 
r 

, a 14 = 

L m 

σL s L r 
, 

a 42 = 

L m 

R r 

L r 
, a 44 = 

R r 

L r 
, b 11 = 

1 

σL s 
, 

σ = 1 − L 

2 
m 

L s L r 
, K T = 

3 

2 

(
P 

2 

)
L m 

L r 
, (3)

here i αs and i βs are the stator currents; ψ αr and ψ βr the rotor fluxes; ω r the rotor angular
elocity (electrical); υαs and υβs the stator voltages; L s , L r and L m 

the stator, rotor and
utual inductances; R s and R r the stator and rotor resistances; J the rotor inertia; τ L the

xternal torque load; τE the generated torque; K T the torque constant; P the number of poles;
nd σ the dispersion coefficient. 
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In most IM applications the rotor angular speed ω r operates at a bandwidth much smaller
than that of the electrical subsystem. In particular, a bandwidth separation of two orders
( e.g. , 40 rad/s versus 4000 rad/s) is typical. This allows considering ω r as a constant in some
situations. In this case system (1) –(2) can be approximated accurately with the first four
differential equations in (1) , which then become a linear time invariant (LTI) system. This
system can be used to assess the cross-coupling of the stationary stator currents. 

2.2. Synchronous coordinates model 

An evaluation of the coupling in synchronous schemes is only possible with a model 
which contains all the relevant dynamics of system (1) in synchronous coordinates. An 

equivalent model expressed in coordinates at an arbitrary angular speed ω e can be obtained 

by defining the following rotations: [
i ds 

i qs 

]
� e �φe 

[
i αs 

i βs 

]
, 

[
ψ dr 

ψ qr 

]
� e �φe 

[
ψ αr 

ψ βr 

]
, 

[
υds 

υqs 

]
� e �φe 

[
υαs 

υβs 

]
, (4) 

where the rotation matrix e �φe is defined as 

e �φe = 

[
cos φe sin φe 

− sin φe cos φe 

]
, (5) 

with 

� = 

[
0 1 

−1 0 

]
, φe = 

∫ 

ω e d t . 

In this manner i ds and i qs are the rotated stator currents; ψ dr and ψ qr the rotated rotor fluxes;
and υds and υqs the rotated stator voltages. By noting that 

[ ·
x αs ·
x βs 

] 

= 

d 

(
e −�φe 

[
x ds 

x qs 

])
d t 

= 

[ ·
x ds ·
x qs 

] 

− e −�φe �ω e 

[
x ds 

x qs 

]
, 

and by introducing the slip φ: 

ω e � ω r + φ, (6) 

it is possible to rewrite system (1) as: 

·
i ds = −a 11 i ds + (ω r + φ) i qs + a 13 ψ dr + a 14 ω r ψ qr + b 11 υds , 
·

i qs = −(ω r + φ) i ds − a 11 i qs − a 14 ω r ψ dr + a 13 ψ qr + b 11 υqs , 
·

ψ dr = a 42 i ds − a 44 ψ dr + φψ qr , 
·

ψ qr = a 42 i qs − φψ dr − a 44 ψ qr . (7) 

The equations provided in system (7) will be employed to assess the cross-coupling of
synchronous stator currents control schemes. 
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. A brief overview of ICAD 

For completeness and aiming to make of this a standalone article, a brief introduction of
CAD is presented next. The ICAD setup for a 2 ×2 process is considered as this is con-
istent with the stationary and synchronous coordinates IM models (1) and (7) , respectively,
lthough higher order examples can be found in [32,33] . The reader is encouraged to revise
he references presented in this section for a thorough understanding of the framework—which
alls beyond the scope of this work. 

ICAD is a multivariable analysis and control design framework that may be employed
o assess the potential and limitations for feedback control design. Even when it is based
n diagonal control structures, it may be applied to any MIMO LTI system regardless of
ts cross-coupling [27,30] . An advantage of ICAD is the possibility to capture the required
esign specifications, plant attributes and the multivariable feedback control design task into
n interactive process. Let a linear 2 ×2 plant be represented by 

y (s) = G (s) u (s) , 

y 1 (s) 
y 2 (s) 

]
= 

[
g 11 (s) g 12 (s) 
g 21 (s) g 22 (s) 

][
u 1 (s) 
u 2 (s) 

]
, (8)

here g ij ( s ) represents scalar individual transfer functions, y i ( s ) the outputs, u i ( s ) the inputs
nd r i ( s ) the reference signals (with i, j = 1 , 2). Let a diagonal controller matrix be 

u (s) = K (s) e (s) , 
u 1 (s) 
u 2 (s) 

]
= 

[
k 1 (s) 0 

0 k 2 (s) 

][
e 1 (s) 
e 2 (s) 

]
, 

e i (s) = r i (s) − y i (s) . (9)

ystem (8) –(9) can be represented without any assumption or loss of multivariable information
n terms of individual channels c i ( s ) relating references r i ( s ) with outputs y i ( s ) as 

 i (s) = 

y i (s) 

e i (s) 
= k i (s) g ii (s) 

(
1 − γ (s) h j (s) 

)
, (10)

ith i � = j ; i, j = 1 , 2; where 

(s) = 

g 12 (s) g 21 (s) 

g 11 (s) g 22 (s) 
, (11)

 i (s) = 

k i (s) g ii (s) 

1 + k i (s) g ii (s) 
. (12)

Given that Eqs. (10) and (12) are single-input single-output (SISO) relations, a classical
nalysis can be performed. It is known that sensitivity functions assess the capabilities of a
ontrol system to reject noise, perturbations and parametric uncertainty. Thus, by analyzing
he frequency properties of the sensitivity and complementary sensitivity functions of transfer
unctions (10) and (12) it is possible to establish a sensitivity analysis of the overall MIMO
ontrol system . This way, the control design problem reduces to the design of a SISO
ontroller for each channel. Moreover, it can be shown that the stability of the resulting
ontrol system in closed-loop is equivalent to the stability of both individual channels (10) in
losed-loop. This enables the possibility of testing the stability and robustness of the complete
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Fig. 1. MIMO 2 ×2 control system with a diagonal controller. 

Fig. 2. Equivalent individual channel representation of a 2 ×2 control system. 

 

 

 

 

 

 

 

 

 

 

MIMO control system with a pair of SISO systems. A block diagram of a feedback system
with diagonal control is shown in Fig. 1 . The equivalent scalar channels are shown in Fig. 2 .

In Eq. (11) γ ( s ) is called multivariable structure function (MSF) and it is a fundamental
component of ICAD. It is inherent to the nature of the process and reveals important
characteristics on the existence of robust controllers satisfying arbitrary specifications. The 
MSF [19,30] : 

• Determines the dynamical characteristics of each input-output configuration. 
• Has an interpretation in the frequency domain. 
• Its magnitude quantifies the cross-coupling between channels. 
• Is related to transmission zeros (zeros of 1 − γ (s) = 0 = det [ G (s)] = g 11 g 22 − g 12 g 21 ).

This allows to test for right hand plane transmission zeros using the Nyquist criterion. 
• Its closeness to (1, 0) in the Nyquist plot indicates to what extent the plant zero/pole

structure (not necessarily its stability) is sensitive to uncertainty. This fact plays a key role
in the design of robust controllers and allows going beyond the concept of bifurcations for
non-linear systems. 
• Allows a robustness evaluation of decoupling matrices since the zeros of (1 − γ (s)) are

equal to the roots of det [ G (s)] . 
• The existence and design of stabilizing diagonal compensators can be determined from the 

characteristics of γ ( s ). Controllers with a different structure than diagonal can be treated
with slight modifications. 
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Fig. 3. Block diagram of typical indirect FOC (IFOC) speed scheme. 
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• Has a close relation with the RGA; however, the RGA is only used to define the selection
of input-output pairs as a preliminary step to control design [31] . 

The MSF expresses the diagonal dominance of multivariable systems in the frequency
omain. In this context the magnitude of the MSF is a direct measure of cross-coupling
27,30,31] . A proper interpretation of the MSF allows extending the notions of cross-coupling
nto the robustness properties of any multivariable system [27] and its quantification is not
imited to the maximum peak. The MSF analysis has been used successfully to assess a range
f applications and is not limited to IM control (for instance, the reader is directed to [32–40] ).

In general, it could be argued that a system with an MSF of high magnitude is more
ifficult to control with a decentralized controller than one with an MSF of low magnitude
30,41] . This is relevant for the present work since the stator current subsystem is part of an
xternal flux-torque control loop (see Fig. 3 ). 

. Stationary frame cross-coupling analysis 

Let the frequency domain equivalent of system (1) with a constant ω r be represented by
ransfer function matrix G st (s) : 

y st (s) = G st (s) u st (s) , 

i αs (s) 
i βs (s) 

]
= 

[
g 11 , st (s) g 12, st (s) 
g 21 , st (s) g 22, st (s) 

][
υαs (s) 
υβs (s) 

]
. (13)

t is possible to design linear diagonal controllers considering input-output individual channels
ccording to Eq. (10) and defined as: 

c 1 , st (s) : υαs (s) → i αs (s) 

c 2, st (s) : υβs (s) → i βs (s) . (14)

hat is, the system can be controlled with a diagonal controller 

u st (s) = K st (s) e st (s) , 

υαs (s) 
υβs (s) 

]
= 

[
k 1 , st (s) 0 

0 k 2, st (s) 

][
e αs (s) 
e βs (s) 

]
, 

e αs (s) = i αs, ref (s) − i αs (s) , e βs (s) = i βs, ref (s) − i βs (s) . (15)

The stator currents control system normally operates within a torque-speed-position FOC
oop. The typical stationary frame FOC scheme is depicted in Fig. 3 where ω r ,ref and τE ,ref

re the speed and torque references of the FOC control loop. 
Let an IM be defined by the parameters provided in Appendix A . The following

pecifications are considered for the design of stationary frame current controllers: 
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• A closed-loop bandwidth at a frequency which is a decade higher than the maximum speed
(with ω r, max = 376 rad/s). 
• Gain and phase margins over 12 dB and 50 °. 

Typically, a pair of PI current controllers is designed according to a simplified first order
approximation of (13) ; i.e. , 1 / (L s s + R s ) [8–10,24] . Better results can be obtained if the full
fourth order model is considered ( i.e., Model A in [19] ). The following PI controllers satisfy
the previous specifications: 

k 1 , s t PI (s) = k 2, s t PI (s) = 

566(s + 1000) 

s 
. (16) 

It has been shown in [19] that slightly more complex controller structures can provide 
better performance than typical PI control. For instance, the following controller, obtained by 

applying ICAD, also satisfies the aforementioned specifications and improves the performance 
by increasing the open-loop gain at particular frequencies: 

k 1 , s t ICAD (s) = k 2, s t ICAD (s) = 

566(s + 1000) 

s 
· (s + 400) 2 

s 2 + 100s + 42500 

(17) 

Diagonal controller (17) is essentially a stationary frame PI controller in series with a
lag compensator and was designed using Bode shaping techniques (the interested reader 
is referred to [19] for further details). The performance improvements over the stationary 

frame PI are due to a high disturbance rejection around 300 − 400 rad/s , provided by a
lag compensator with poles at −50 ± j200 and two zeros at −400. Since the scope of this
article is limited to the open and closed-loop cross-coupling evaluation of different control 
structures and coordinate frames, controller (17) is adopted here for comparison purposes 
and no further discussion about its design is warranted. 

The open-loop coupling of system (13) can be assessed through its MSF (11) , which
yields 

γol,st (s) = 

g 12, st (s) g 21 , st (s) 

g 11 , st (s) g 22, st (s) 
. (18) 

In a similar manner, the closed-loop cross-coupling may be analyzed using an MSF 

approach. Let the closed-loop control system for (13) with diagonal controller (15) be 

y st (s) = G st K st (s) 
[ 
I + G st K st (s) 

] −1 
[

i αs, ref (s) 
i βs, ref (s) 

]
= P st (s) r st (s) , (19) 

where 

P st (s) = 

[
p 11 , st (s) p 12, st (s) 
p 21 , st (s) p 22, st (s) 

]
. (20) 

The closed-loop MSF of (20) yields: 

γcl,st (s) = 

p 12, st (s) p 21 , st (s) 

p 11 , st (s) p 22, st (s) 
. (21) 

Thus, the cross-coupling of system (19) can be quantitatively measured using ICAD’s MSF 

[30,31] . 
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Fig. 4. Open [ γ ol,st ( s )] and closed-loop [ γ cl,st ( s )] cross-coupling comparison for stationary controllers: ( a ) ω r = 100
rad/s; ( b ) ω r = 376 rad/s. 
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An attractive aspect of the previous analysis is that it can be used to measure the resulting
ross-coupling when using any linear stationary frame controller. In this case the typical PI
ontrol approach given by Eq. (16) is compared with the diagonal controller (17) designed
sing ICAD. Fig. 4 shows the Bode plots of γ cl,st ( s ) and γ ol,st ( s ) for the rotor speeds ω r =
 100 rad/s , 376 rad/s } . Individual channel c 1,st ( s ) is also presented in Fig. 4 to gain further
nsight on how the controller decouples the system. Notice that c 1,st ( s ) is the equivalent open-
oop frequency response of p 11,st ( s ), since p 11 , st (s) = c 1 , st (s) · (1 + c 1 , st (s)) −1 , with c 1 , st (s) =
 1 , st g 11 , st (s) 

(
1 − γol,st (s) h 2, st (s) 

)
and h 2, st (s) = k 2, st (s) g 22, st (s) · (1 + k 2, st (s) g 22, st (s)) −1 . 

For both stationary control schemes the following observations apply. It is clear from
ig. 4 that the worst closed-loop cross-coupling ( i.e., magnitude of γ cl,st ( s )) occurs at higher
otor speeds ω r , even when the open-loop cross-coupling γ ol,st ( s ) is similar in both cases
f rotor speed. It is interesting to note that if controller k 1,st ( s ) is designed so that a high
pen-loop individual channel gain is achieved, this ensures that the closed-loop cross-coupling
s significantly lower when compared to the cross-coupling in open-loop. Conversely, a low
pen-loop individual channel gain would yield a closed-loop cross-coupling similar to that in
pen-loop. Therefore, it can be concluded that a controller offering a high gain tends to reduce
he coupling; this is in line with the observed experimental responses using resonant controller
lements [8,10] . Fig. 4 also shows that the closed-loop maximum cross-coupling magnitude
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lies around the rotor angular velocity. This cross-coupling magnitude is higher when the 
rotor speed is at its maximum operating value since the controller will tend to achieve a
lower open-loop gain around these frequencies (given the proximity to its bandwidth). 

According with the previous observations, it is relevant that the stationary frame ICAD 

controller achieves higher open-loop gain (given by the individual channel) than the stationary 

frame PI controller. This translates in a reduced closed-loop cross-coupling, which is clearly 

visible as γ cl,st ( s ) for the ICAD controller is lower than for the PI. 
A stable and minimum phase system is normally easy to control with a decentralized 

structure if the system has a cross-coupling < −20 dB (10%) as measured by the MSF [27] .
A lower cross-coupling ( < −40 dB) indicates a highly diagonal dominant system, which is
the case for the IM with the stationary ICAD controller (see Fig. 4 ). This means that the
effect of the stator current subsystem cross-coupling over the external flux-torque control 
loop is negligible. On the other hand, the stationary frame PI controller also achieves a good
level of decoupling without reaching the level of a highly diagonal dominant system. 

It should be noticed that there may be additional cross-coupling dynamics on the 
flux-torque subsystem if the IFOC controller is detuned. These are normally related to 

perturbations of the rotor time constant [1–3,19] . However, a further decrease in the stator
currents cross-coupling will bring no additional improvements. 

The assessment of the cross-coupling using the MSF provides valuable frequency-related 

information. For instance, the outer flux-torque control loops can be designed to achieve a
high perturbation rejection around troublesome frequencies ( i.e., those where the magnitude 
of the MSF is high) and, as a consequence, to further reduce the effects of the stator currents
cross-coupling. It is also worth mentioning that it was possible to improve the decoupling 

achieved by the stationary frame PI by introducing very simple modifications in the ICAD
controller. This further shows that the proposed tool can be useful to compare and improve
the decoupling properties of stationary frame control schemes. 

5. Synchronous frame cross-coupling analysis 

The assessment of cross-coupling in the synchronous frame presents a number of diffi- 
culties since a well-known theoretical and analytical framework where high order models 
comprise the coupling is not existent. It is common to adopt simplified first order SISO
models plus a delay [8] . In particular, the assessment of the effect of the system perturbation
over the cross-coupling has not been fully studied. To bridge this gap, a theoretical framework
for the assessment of cross-coupling under parametric uncertainties in the synchronous frame 
is developed in this section. 

5.1. Synchronous cross-coupling considering FOC 

Synchronous frame stator currents controllers for system (7) can be designed according 

to the following structure: 

u syn (s) = K syn (s) e syn (s) , [
υds (s) 
υqs (s) 

]
= 

[
k 1 , syn (s) 0 

0 k 2, syn (s) 

][
e ds (s) 
e qs (s) 

]
, 

e ds (s) = i ds, ref (s) − i ds (s) , e qs (s) = i qs, ref (s) − i qs (s) (22) 
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ypically k 1,syn ( s ) and k 2,syn ( s ) are PI controllers. To obtain a quantification of the closed-loop
ross-coupling, let the closed-loop control system with (7) and (22) be 

y syn (s) = P syn (s) r syn (s) , 

i ds (s) 
i qs (s) 

]
= 

[
p 11 , syn (s) p 12, syn (s) 
p 21 , syn (s) p 22, syn (s) 

][
i ds, ref (s) 
i qs, ref (s) 

]
. (23)

t a first glance it may seem that the closed-loop cross-coupling could be analyzed following
 similar approach as in Section 4 . However, system (7) contains an additional variable, the
lip φ, which can be effectively considered as an input [5] . This does not allow a direct
alculation of the closed-loop response as it was done for the stationary case. 

To fully consider the effect of the slip φ it is important to recall that the stator current
ubsystem is part of an external flux-torque-speed closed-loop scheme ( Fig. 3 ). The typical
FOC controller equations are given by [2,5] 

 ds, ref � 

1 

L m 

ψ ref , i qs, ref � 

T E , ref 

ψ ref K T 
, φ � 

a 42 R r 

ψ ref 
i qs, ref . (24)

here ψ ref is the rotor flux reference and the bar ( χ) indicates an estimation of parameter
. In general IFOC is devised by selecting appropriate references for the synchronous stator
urrents. Considering the expressions in (24) it is possible to express the slip as 

= 

a 44 i qs, ref 

i ds, ref 
. (25)

herefore, the unknown input form system (7) can be eliminated by using Eq. (25) . The
tate-space representation of the PI controllers for i ds and i qs can be obtained by letting 

·
x c,ids = e ds , 

·
x c,iqs = e qs , 

υds = I ids x c,ids + P ids e ds , υqs = I iqs x c,iqs + P iqs e qs , (26)

here P ids , I ids , P iqs , I iqs are the proportional and integral gains and x cids , x ciqs the states.
onsidering (25) and (26) , system (7) becomes 
·

 c,ids = i ds, ref − i ds , 
·

x c,iqs = i qs, ref − i qs , 

·
i ds = −a 11 i ds + 

(
ω r + 

a 44 i qs, ref 

i ds, ref 

)
i qs + a 13 ψ dr 

+ a 14 ω r ψ qr + b 11 
[
I ids x c,ids + P ids (i ds, ref − i ds ) 

]
, 

·
i qs = −

(
ω r + 

a 44 i qs, ref 

i ds, ref 

)
i ds − a 11 i qs − a 14 ω r ψ dr 

+ a 13 ψ qr + b 11 
[
I iqs x c,iqs + P iqs (i qs, ref − i qs ) 

]
, 

·
ψ dr = a 42 i ds − a 44 ψ dr + 

a 44 i qs, ref 

i ds, ref 
ψ qr , 

·
ψ qr = a 42 i qs − a 44 i qs, ref 

i ds, ref 
ψ dr − a 44 ψ qr . (27)

System (27) is the closed-loop synchronous stator current subsystem which can be used to
alculate system (23) ; however it is clearly nonlinear. Its linear approximation can be obtained
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considering a 44 = σr a 44 and L m 

= σL L m 

, where σ r and σ L are perturbation factors of the
rotor time constant ( τr = 1 /a 44 = L r /R r ) and of the mutual inductance ( L m 

), respectively.
Following a linearization exercise, the state-space representation 

·
x = A syn x + B syn u , 

y = C syn x , (28) 

is obtained, with 

x = 

[
i ds i qs ψ dr ψ qr x c,ids x c,iqs 

]T 
, 

u = 

[
i ds, ref i qs, ref 

]T 
, y = 

[
i ds i qs 

]T 
, (29) 

and 

A syn = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

a 11 , syn a 12, syn a 13 a 14 ω r b 11 I ids 0 

−a 12, syn a 22, syn −a 14 ω r a 13 0 b 11 I iqs 

a 42 0 −a 44 a 34, syn 0 0 

0 a 42 −a 34, syn −a 44 0 0 

−1 0 0 0 0 0 

0 −1 0 0 0 0 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

B syn = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

b 11 P ids − σr a 44 β2 i qs0 σr a 44 β1 i qs0 

σr a 44 β3 b 11 P iqs − σr a 44 β1 i ds0 

−σr a 44 β2 ψ qr0 σr a 44 β1 ψ qr0 

σr a 44 β2 ψ dr0 −σr a 44 β1 ψ dr0 

1 0 

0 1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

, 

C syn = 

[
1 0 0 0 0 0 

0 1 0 0 0 0 

]
, (30) 

where χ0 denotes the equilibrium point of χ . Constants in matrices A syn and B syn have been 

defined in (3) and: 

a 11 , syn = −(b 11 P ids + a 11 ) , a 22, syn = −(b 11 P iqs + a 11 ) , 

a 12, syn = ω r + σr a 44 β3 , a 34, syn = σr a 44 β3 , 
(31) 

with 

β1 = 

1 

i dsr0 
, β2 = 

i qsr0 

i 2 dsr0 

, β3 = 

i qsr0 

i dsr0 
. (32) 

The notation was simplified to i ds, ref 0 = i dsr0 and i qs, ref 0 = i qsr0 . Equilibrium points must
be obtained to use the linear approximation (28) . It can be assumed that synchronous PI
controllers achieve zero steady-state error; that is: 

i ds0 = i dsr0 = 

1 

L m 

ψ ref , i qs0 = i qsr0 = 

T E , ref 

ψ ref K T 
(33) 

In practical FOC applications the bandwidths of the flux and the torque reference levels
are around the bandwidth of the rotor angular speed. Given that the inner stator currents
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ubsystem is much faster than the angular speed, the flux and torque reference signals can
e considered as a constant for the inner subsystem. Nonetheless, the operating condition
s given by the overall torque and flux levels. Since these parameters are considered in the
resent study, it is possible to analyze their effects over the stator current cross-coupling. The
otor flux equilibrium points can be obtained by solving the last two equations of (27) in
teady-state. This yields 

ψ dr0 = 

a 42 φ0 i qs0 + a 44 a 42 i ds0 

a 

2 
44 + φ2 

0 

, 

 qr0 = 

−a 42 φ0 i ds0 + a 44 a 42 i qs0 

a 

2 
44 + φ2 

0 

. 

(34)

ith φ0 = a 44 i qsr0 /i dsr0 . Substituting elements of (33) into (34) gives the following equilibrium
oints for the rotor fluxes: 

 dr0 = 

σL 
(
K 

2 
T ψ 

4 
ref + σr L 

2 
m 

T 2 E , ref 

)
K 

2 
T ψ 

4 
ref + σ 2 

r L 

2 
m 

T 2 E , ref 

ψ ref , 

ψ qr0 = 

K T ψ 

3 
ref L m 

T E , ref (1 − σr ) 

K 

2 
T ψ 

4 
ref + σ 2 

r L 

2 
m 

T 2 E , ref 

. (35)

In the absence of perturbations ( i.e., σr = 1 and σL = 1 ), then ψ dr0 = ψ ref and ψ qr0 = 0,

hich is the ideal rotor flux decoupling of FOC schemes . However, the presence of pertur-
ations induces flux coupling which further affects the stator currents cross-coupling. This
onclusion could only be reached through an analysis approach which not only considers
he most important effects of the stator current control systems, but also of the perturbed
ux-torque subsystem. 

Following the calculation of the equilibrium point given by (33) –(35) it is possible to
btain the closed-loop transfer matrix defined in (23) as P syn = C syn (s I − A syn ) 

−1 B syn . Its
SF is given by 

cl,syn (s) = 

p 12, syn (s) p 21 , syn (s) 

p 11 , syn (s) p 22, syn (s) 
. (36)

Fig. 5 shows the Bode magnitude plot of γ cl,syn ( s ) at different rotor speeds for the IM
iven in Appendix A . The PIs have been designed using the first order SISO approximation
f the stator currents dynamics: b 11 / (s + a 11 ) . Direct pole placement has been performed,
ith the closed-loop dynamics set at s = −a and proportional and integral gains given as 

 ids = P iqs = 

2a − a 11 

b 11 
, I ids = I iqs = 

a 

2 

b 11 
. (37)

or this design, the closed-loop poles were set at s = −3300, which resulted in the following
I controller: 

 1 , syn (s) = k 2, syn (s) = 

641 . 1(s + 1745) 

s 
. (38)

As shown in Fig. 5 , the synchronous PI defined by Eq. (38) is capable of achieving a
ery high level of decoupling. The resulting closed-loop system has the highest level of
oupling when it operates at the maximum rotor angular speed (376 rad/s). In addition,
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Fig. 5. Closed-loop cross-coupling [ γ cl,syn ( s )] of the synchronous PI controller at different rotor speeds. 

 

 

 

 

 

 

 

 

 

when synchronous PI controllers are employed the resulting cross-coupling has mainly 

two components: at low ( ≈100 rad/s) and at high ( ≈3000 rad/s) frequencies. Due to its
magnitude, the most relevant is at the highest frequency. 

The open-loop cross-coupling in a synchronous frame cannot be easily calculated due to 

the presence of slip φ in Eq. (7) (only known in closed-loop operation). It could be argued
that the isometric transformation given in Eq. (5) preserves the H 2 norm; thus the magnitude
of the closed-loop synchronous frame cross-coupling may be compared to the stationary one 
( Fig. 4 ). However such a comparison is not direct as the references in each frame are different.
A further discussion on this is presented in Section 9 with the aid of digital simulations. 

5.2. Synchronous cross-coupling with decoupling networks 

The use of decoupling networks has been commonly proposed in the literature with 

the aim of further reducing the cross-coupling. There are several available configurations 
for decoupling networks. In this section a generalized network is presented and then an
embodiment of this generalization is derived for indirect rotor-flux FOC—which results in 

the typical back-emf stator decoupling network [8] . 
To fully decouple the first two equations of system (7) the stator voltages should be given

as 

υds = ̂  υds − 1 

b 11 

[
(ω r + φ) i qs + a 13 ψ dr + a 14 ω r ψ qr 

]
, 

υqs = ̂  υqs − 1 

b 11 

[ − (ω r + φ) i ds − a 14 ω r ψ dr + a 13 ψ qr 
]
, (39) 

where ̂ υds and ̂ υqs are the decoupled stator voltages. If the previous condition holds then the
stator currents decouple, resulting in 

·
i ds = −a 11 i ds + b 11 ̂  υds , 
·

i qs = −a 11 i qs + b 11 ̂  υqs . (40) 

As it can be observed, expressions in Eq. (40) represent similar SISO approximations to the
one discussed in Section 5.1 . Therefore, the design method summarized by (37) may be used
and PI controllers defined in Eq. (38) adopted. 
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The difficulty with the previous approach is that the rotor fluxes ψ dr and ψ qr are not
nown. A simple alternative is to assume that the rotor flux FOC controller is properly
uned. In this condition, ψ dr = ψ ref = L m 

i ds, ref and ψ qr = 0 [from Eq. (33) ]. Therefore, the
ecoupling inputs for Eq. (39) become 

ds = ̂  υds − 1 

b 11 

(
ω r i qs + φi qs + a 13 L m 

i ds, ref 
)
, 

υqs = ̂  υqs − 1 

b 11 

( − ω r i ds − φi ds − a 14 L m 

ω r i ds, ref 
)
. (41)

here the bar ( χ ) indicates an estimation of χ . It is worth recalling that in this paper
erturbations on the mutual inductance ( L m 

) and the rotor time constant ( τr = 1 /a 44 = L r /R r )
re considered. In a real IM both the stator and rotor inductances would be also perturbed
hen the mutual inductance is perturbed. Thus, it is assumed that L s = σL L s and L r = σL L r .
earing this in mind and according to Eq. (3) , then a 14 L m 

= a 14 L m 

and a 13 L m 

= a 14 L m 

a 44 .
dditionally, b 11 can be measured with a high degree of precision during the identification
rocess documented in [42] ; hence it is assumed that b 11 ≈ b 11 . Considering the previous
iscussion and by introducing inputs given in Eq. (41) and the slip of the IFOC controller
25) into system (7) , the following system is obtained: 

·
i ds = −a 11 i ds + a 13 ψ dr + a 14 ω r ψ qr + b 11 ̂  υds − a 14 L m 

a 44 i ds, ref , 
·

i qs = −a 11 i qs − a 14 ω r ψ dr + a 13 ψ qr + b 11 ̂  υqs + a 14 ω r L m 

i ds, ref , 

·
 dr = a 42 i ds − a 44 ψ dr + 

a 44 i qs, ref 

i ds, ref 
ψ qr , 

·
ψ qr = a 42 i qs − a 44 i qs, ref 

i ds, ref 
ψ dr − a 44 ψ qr . (42)

If a synchronous PI controller as in (26) is employed, the closed-loop system results in: 
·

 c,ids = i ds, ref − i ds , 
·

x c,iqs = i qs, ref − i qs , 
·

i ds = −(
b 11 P ids + a 11 

)
i ds + a 13 ψ dr + a 14 ω r ψ qr 

+ b 11 I ids x c,ids + 

(
b 11 P ids − a 14 L m 

a 44 
)
i ds, ref , 

·
i qs = −(

b 11 P iqs + a 11 
)
i qs − a 14 ω r ψ dr + a 13 ψ qr 

+ b 11 I iqs x c,iqs + 

(
b 11 P iqs + a 14 ω r L m 

)
i ds, ref , 

·
ψ dr = a 42 i ds − a 44 ψ dr + 

a 44 i qs, ref 

i ds, ref 
ψ qr , 

·
ψ qr = a 42 i qs − a 44 i qs, ref 

i ds, ref 
ψ dr − a 44 ψ qr . (43)

The closed-loop cross-coupling can be analyzed by calculating the MSF of the linear
pproximation of system (43) in a similar manner to that presented for the synchronous PI
n Section 5.1 . The following state-space representation is obtained: 
·
 = A dec x + B dec u , 

 = C dec x , (44)
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with state, input and output vectors defined as in Eq. (29) and 

A dec = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

a 11 , syn 0 a 13 a 14 ω r b 11 I ids 0 

0 a 22, syn −a 14 ω r a 13 0 b 11 I iqs 

a 42 0 −a 44 a 34, syn 0 0 

0 a 42 −a 34, syn −a 44 0 0 

−1 0 0 0 0 0 

0 −1 0 0 0 0 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

B dec = 

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

b 11 P ids − a 14 L m 

σr a 44 0 

0 b 11 P iqs + a 14 ω r L m 

−σr a 44 β2 ψ qr0 σr a 44 β1 ψ qr0 

σr a 44 β2 ψ dr0 −σr a 44 β1 ψ dr0 

1 0 

0 1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

, 

C dec = C syn (45) 

Constants in A dec and B dec are defined in (3) , (31) and (32) . The equilibrium point of
(43) can be calculated under the same considerations as those for (27) . The equilibrium
points for both configurations coincide and are defined by (33) –(35) . 

The closed-loop transfer matrix of the stator currents subsystem considering synchronous 
PI control and stator decoupling networks is obtained as P dec = C dec (s I − A dec ) 

−1 B dec . The 
corresponding MSF is given by 

γcl,dec (s) = 

p 12, dec (s) p 21 , dec (s) 

p 11 , dec (s) p 22, dec (s) 
, (46) 

where: 

y dec (s) = P dec (s) r dec (s) , [
i ds (s) 
i qs (s) 

]
= 

[
p 11 , dec (s) p 12, dec (s) 
p 21 , dec (s) p 22, dec (s) 

][
i ds, ref (s) 
i qs, ref (s) 

]
. (47) 

Fig. 6 shows the Bode magnitude plot of γ cl,dec ( s ) at different rotor speeds for an IM with
parameters described in Appendix A . The PI controllers have been designed according to
(37) with a = 3300, yielding (38) . It can be observed that the resulting cross-coupling when
decoupling networks are used together with synchronous PI controller (38) is lower when 

compared with stationary controller (17) or synchronous PI controller (38) on its own ( Figs. 4
and 5 ). An interesting effect of the decoupling networks is that they also reduce the second
high-gain high-frequency peak appearing when only the synchronous PI is used ( Fig. 5 ). 

6. Robustness of decoupling schemes: effect of parametric perturbations 

Although the use of synchronous PI controllers with decoupling networks decreases 
cross-coupling by a significant level when compared to stationary controllers, it should be 
recalled that synchronous schemes are highly dependent on an adequate tuning of the FOC
flux-torque controller. It is well-known that FOC schemes are in turn heavily dependent on
the knowledge of the rotor time constant, which can be easily perturbed [1–3,5] . In addition,
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Fig. 6. Closed-loop cross-coupling [ γ cl,dec ( s )] of the synchronous PI controller with decoupling networks at different 
rotor speeds. 

Fig. 7. Unperturbed closed-loop cross-coupling comparison. 
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he use of decoupling networks further increases such dependency by attempting a direct
ancelation of the back-emf. In contrast, a stationary frame controller is independent of these
arameters. To address the robustness of the control schemes, the effects of perturbations on
he rotor time constant ( τr = 1 /a 44 = L r /R r ) and the mutual inductance ( L m 

) are presented in
his section. These perturbations can be easily introduced to the models from Sections 4 –5 . 

Fig. 7 presents the closed-loop cross-coupling under no perturbations as a benchmark
or comparison. Since the highest level of cross-coupling occurs at high rotor speeds, all
ssessments in this section are performed considering the maximum rotor angular speed
 ω r = 376 rad/s for the IM in this work). It is clear that without perturbations the use of
ynchronous control with decoupling networks offers the best cross-coupling reduction. It
hould be highlighted though that all schemes achieve a maximum cross-coupling which
s lower than −40 dB, except for the stationary frame PI which achieves −33 dB. This is
mportant as such a level is sufficiently low for allowing the design of outer-loop decentralized
ontrollers in other applications [39] . 

Fig. 8 presents the resulting closed-loop cross-coupling when a slight and a moderate
evel of perturbations to the rotor time constant are introduced. As it can be seen, these
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Fig. 8. Closed-loop cross-coupling comparison with perturbations to the rotor time constant: σr = 1 . 6 (black) and 
σr = 1 . 2 (gray). 

Fig. 9. Closed-loop cross-coupling comparison with perturbations to the mutual inductance: σL = 0. 5 (black) and 
σL = 0. 9 (gray). 

 

 

 

 

 

 

 

perturbations have a negative effect for all control strategies, with cross-coupling being 

increased. It is notable that the stationary controllers render the least affected schemes; 
however, all strategies retain a similar overall cross-coupling level as in the unperturbed case.

Fig. 9 illustrates the resulting closed-loop cross-coupling upon perturbations to the mutual 
inductance nominal value. It can be seen that these perturbations have an important negative 
effect when a synchronous PI controller is employed with decoupling networks. Interestingly 

enough, cross-coupling is actually reduced for all stationary frame controllers. This effect is 
due to an increment of the open-loop gain of the system in this condition. However, all strate-
gies achieve a low level of cross-coupling below −40 dB (including the stationary frame PI).

Moderate perturbations to the rotor time constant and to the mutual inductance ( σr = 1 . 6
and σL = 0. 5 ) are shown in Fig. 10 . The plots illustrate that the joint effect of these per-
turbations over synchronous schemes results on a significant increment of the cross-coupling 

level. The synchronous PI is particularly affected. Conversely the stationary frame controllers 
and the synchronous PI with decoupling networks maintain a lower level of cross-coupling. 

Table 1 summarizes relevant information from Figs. 7–10 . The results suggest that the
synchronous PI controller on its own has the lowest robustness for certain combinations of
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Fig. 10. Closed-loop cross-coupling comparison with perturbations to the rotor time constant and mutual inductance: 
σr = 1 . 6 and σL = 0. 5 . 

Table 1 
Maximum cross-coupling magnitude ( ω r = 376 rad/s ). 

Perturbation Stationary Stationary Synchronous Sync. PI + 

type Frame PI Frame ICAD Frame PI decoupling 

No perturbation −33 dB −49 dB −46 dB −75 dB 

Rotor time constant −29 dB −49 dB −43 dB −74 dB 

Mutual inductance −43 dB −61 dB −42 dB −48 dB 

Both perturbations −41 dB −61 dB −29 dB −41 dB 
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erturbations. The addition of decoupling networks provides an enhancement and greatly
ncreases robustness. However, it can be noticed that in the worst case the synchronous PI
as a maximum cross-coupling which is sufficiently low: −29 dB. 

Regardless of the scheme to be employed for stator currents control, it would be advisable
o design the outer flux-torque loop with a bandwidth which avoids the highest level of
ross-coupling. For instance, if a stationary frame current controller is desired, Figs. 7 –10
uggest that the flux-torque loop would be less effective due to stator currents cross-coupling
f a bandwidth around 300 − 400 rad/s is employed. As it has been shown in this section,
uch a quantified measure of cross-coupling is readily available using the MSF analysis
nder the ICAD framework. 

. Noise and perturbation rejection 

In addition to parametric perturbations, the stator currents subsystem is also subject to
xternal disturbances and noise. The most relevant source of external disturbances is the
ower inverter, which introduces distortion due to the modulation and variations of the
c voltage bus. On the other hand, one of the main sources of noise arises from sensor
easurement, which also has a negative effect on the stator currents control subsystem. To

omplement the results presented in Section 6 , the effects of external perturbations in the
tator voltages and of sensor measurement noise are studied in this section. 
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For the control schemes in stationary reference frame, perturbations to stator voltages and 

sensor noise can be introduced by amending Eq. (9) as follows: [
υαs (s) 
υβs (s) 

]
= 

[
k 1 , st (s) 0 

0 k 2, st (s) 

][
e αs (s) 
e βs (s) 

]
+ 

[
δυαs (s) 
δυβs (s) 

]
, 

e αs (s) = i αs, ref (s) − [ i αs (s) + δi αs (s)] , 

e βs (s) = i βs, ref (s) − [ i βs (s) + δi βs (s)] , (48) 

where δυαs and δυβs are the perturbation signals of the stator voltages, and δi αs and δi βs 

represent sensor noise. 
According to Fig. 2 , the effects of the stator voltage perturbations over the main outputs

is given by 

i αs (s) 

δυαs (s) 
= 

c 1 , st (s) 

k 1 , st (s) 
· 1 

1 + c 1 , st (s) 
, 

i βs (s) 

δυβs (s) 
= 

c 2, st (s) 

k 2, st (s) 
· 1 

1 + c 2, st (s) 
. (49) 

Conversely, the effect of sensor noise over the main outputs is provided by 

i αs (s) 

δi αs (s) 
= 

−c 1 , st (s) 

1 + c 1 , st (s) 
, 

i βs (s) 

δi βs (s) 
= 

−c 2, st (s) 

1 + c 2, st (s) 
. (50) 

Eqs. (49) and (50) show that the definition of the individual channels used in ICAD as
given by (10) allows using the typical sensitivity and complementary sensitivity equations to 

assess the effect of input perturbations and sensor noise. These equations apply for both the
stationary PI and the ICAD controller. 

In the case of the synchronous frame PI control scheme perturbations to the stator voltages
and sensor noise can be introduced by amending system (28) as follows: 

·
x = A syn x + B syn u + B syn, δδu , 

δu = 

[
δv ds δv qs 

]T 
, u = 

[
i ds, ref − δi ds i qs, ref − δi qs 

]T 
(51) 

where 

B syn, δ = 

[
b 11 0 0 0 0 0 

0 b 11 0 0 0 0 

]T 

(52) 

A similar treatment can be used for the synchronous PI scheme with decoupling networks. 
Using the aforementioned approach, the response of the system to arbitrary perturbation 

signals in the stator voltages ( i.e., δυαs , δυβs , δv ds and δv qs ) and in the sensor currents ( i.e.,
δi αs , δi βs , δi ds and δi qs ) can be calculated both in the time-domain using simulations and in the
frequency domain using Bode plots. Fig. 11 presents the responses of the stator currents error
in the frequency domain for all control schemes due to perturbations to the stator voltages
and sensor noise when no parametric perturbation is considered. Similarly, Fig. 12 shows the
corresponding responses if parametric perturbations ( σL = 0. 5 and σr = 1 . 6 ) are considered. 

These Bode plots can be interpreted as the resulting spectrum of the error signals due to
normalized random perturbation signals ( i.e., white noise). That is, if the perturbation and 

noise signals had a uniform frequency distribution, the resulting magnitude spectrum of the 
error induced by the perturbations and noise would be as shown in Fig. 11 . This allows
for a very general assessment of the perturbation rejection characteristics of control systems 
because if a more specific perturbation signal is desired then its magnitude spectrum can be
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Fig. 11. System response due to perturbations in the stator voltages and sensor noise. 
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sed as a weighting factor (additive) to that presented in Fig. 11 . In [43] it was shown that
he noise and perturbation rejection of the torque-flux subsystem of IMs can be appropriately
haracterized using this approach, even after considering system non-linearities. 

In this context, sensor noise normally introduces high frequency noise; therefore, a low
agnitude in Figs. 11 and 12 at higher frequencies is desired for appropriate rejection. On the

ther hand, stator voltage perturbations occur mainly due to: (1) DC voltage bus oscillations
t around six times the mains frequency ( i.e., 6 ×60 Hz) and (2) inverter perturbations which
re mainly due to harmonic distortion and the switching frequency. These can affect almost
ll the frequency range, particularly around the synchronous frequency and its harmonics.
herefore, for adequate stator voltage perturbation rejection, a low magnitude in Figs. 11 and
2 in all the frequency range is desired. 

From Figs. 11 and 12 it is possible to observe that the responses to sensor noise follow
he typical behavior of the complementary sensitivity. In the unperturbed case, all schemes
ave a very similar response to sensor noise for e ds and e αs , whereas for e qs and e βs the
I with decoupling networks has a slight amplification around 3000 rad/s. Recalling that

he complementary sensitivity is also equal to the resulting closed-loop response, this also
ndicates that the overall bandwidth is similar for all control schemes. Conversely, when
arametric perturbations are considered, the response to sensor noise decreases for the
ynchronous schemes—particularly for the synchronous PI. However, this also indicates that
he bandwidth of the synchronous schemes decreases when perturbed. This is in line with
he observation made in the last section: decoupling is reduced for synchronous schemes
nder this condition. In addition, in the perturbed case a pair of undamped resonance peaks
round 300–400 rad/s can be observed in e ds when using the synchronous PI with decoupling
etworks. These peaks evidence the detuning of the FOC scheme. 
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Fig. 12. System response due to perturbations in the stator voltages and sensor noise with parametric perturbations 
to the rotor time constant and mutual inductance ( σr = 1 . 6 and σL = 0. 5 ). 

 

 

 

 

 

 

 

 

 

When no parametric variations are considered, the responses to input perturbations for 
synchronous frame schemes exhibit the highest perturbation rejection, while the stationary 

PI scheme has the worst performance—particularly for lower frequencies. If parametric 
perturbations to the rotor time constant and the mutual inductance are considered, the results
are very similar for lower frequencies, but at higher frequencies the stationary frame control
schemes have a slight decrease in perturbation rejection. 

It can be concluded from the previous analysis that sensor noise must be limited to
frequencies higher than the closed-loop bandwidth for all control schemes. In general, all 
schemes have a similar level of sensibility to sensor noise. This can be elucidated either from
the complementary sensitivity analysis shown in this section or with the approach presented 

in Section 8.1 . On the other hand, all control schemes, regardless of the reference frame
employed, are sensible to input disturbances mostly around the bandwidth frequency but have 
a high level of input disturbance rejection at lower and higher frequencies. This indicates
that the noise, non-linearities and distortions introduced by the inverter must avoid the stator
currents bandwidth, which is typically done by increasing the inverter switching frequency. In 

general, the synchronous schemes have a slightly better level of input perturbation rejection, 
particularly when parametric perturbations are considered. 

8. Closed-loop stability and the effect of controller bandwidth 

In this section a discussion on the effects that the controller bandwidth has on the resulting
cross-coupling will be presented. This analysis is complemented by a brief assessment of the
resulting stability and robustness margins for all control strategies. 
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.1. Effect of controller bandwidth 

It has been experimentally observed that the controller bandwidth has a direct influence on
he resulting cross-coupling [2,3] . The analysis tools developed in the previous sections allow
 measurement of the actual effect of this dynamical characteristic. The controller bandwidth
s limited by the inverter switching frequency, with higher frequencies implying additional
osts. Therefore, a tool that allows the quantification of the resulting cross-coupling can be
 valuable asset when defining the control system specifications. 

In the case of the stationary frame current controllers, the system bandwidth can be easily
etermined with the aid of the Bode plot of the individual channel c 1,st ( s ), which is the
pen-loop equivalent of p 11,st ( s ). In other words, p 11,st ( s ) is the closed-loop response of i αs

ith respect to i αs ,ref as defined by (20) . Given that p 11 , st (s) = c 1 , st (s) · (1 + c 1 , st (s)) −1 , an
lgebraic exercise shows that the c 1,st ( s ) can be expressed in terms of p 11,st ( s ) as 

 1 , st (s) = 

p 11 , st (s) 

1 − p 11 , st (s) 
. (53)

ince the system is symmetrical, the individual channel corresponding to p 22, st ( s ) is equal to
hat of p 11,st ( s ). In other words, c 2,st ( s ) is similar to c 1,st ( s ) because the open-loop response
f the stator currents is equal for both phases, as are the controllers [25] . For the stationary
I controller the same approach can be used to obtain the individual channels. 

The bandwidth of the system employing a synchronous PI controller without and with
ecoupling networks can be studied through, respectively, 

 i, syn (s) = 

p ii, syn (s) 

1 − p ii, syn (s) 
, c i, dec (s) = 

p ii, dec (s) 

1 − p ii, dec (s) 
. (54)

ith i = 1 , 2. However, for the synchronous controllers the symmetry of the individual
hannels is not preserved; that is, c 1,syn ( s ) � = c 2,syn ( s ). As a result, each channel needs to be
nalyzed separately. 

Fig. 13 shows the Bode plots of c 1 , st (s) = c 2, st (s) , c 1,syn ( s ), c 1,dec ( s ), c 2,syn ( s ) and c 2,dec ( s ).
ccording to this figure, the system bandwidth with stationary frame controllers is 5600

ad/s in both cases. For the synchronous PI controller a bandwidth of 5600 and 6500 rad/s is
chieved by c 1,syn ( s ) and c 2,syn ( s ), respectively. In the case of the synchronous PI controller
ith decoupling networks it can be observed that individual channels c 1,dec ( s ) and c 2,dec ( s )

chieve bandwidths of 6200 and 10100 rad/s, respectively. This shows that the decoupling
etworks effectively increase the bandwidth of stator current i qs , which is associated with
orque production. It should be highlighted that the physical interpretation of the bandwidths
f the stationary controllers is not the same as that of their synchronous counterparts because
f the difference in the reference frames. However, this information can be used to clarify
he requirements for the actuator switching frequency. 

To highlight the effects of controller bandwidth the following stationary frame PI and
CAD controllers are considered: 

k 1 , s t PI (s) = k 2, s t PI (s) = 

1040(s + 1000) 

s 
, 

 1 , s t ICAD (s) = k 2, s t ICAD (s) = 

1040(s + 1000) 

s 
· (s + 400) 2 

s 2 + 100s + 42500 

. (55)

s it can be observed, these controllers have the same structure as (16) and (17) with an
ncreased dc gain. In the case of the synchronous controllers the PI was designed according
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Fig. 13. Equivalent open-loop frequency response of the individual channels. Channel 1 is provided in black and 
Channel 2 in gray. 

Table 2 
Maximum cross-coupling magnitude ( ω r = 376 rad/s ) with high bandwidth controllers. 

Perturbation Stationary Stationary Synchronous Sync. PI + 

type Frame PI Frame ICAD Frame PI decoupling 

No perturbation −41 dB −60 dB −55 dB −101 dB 

Both perturbations −54 dB −72 dB −46 dB −76 dB 

 

 

to (26) and (37) with a = 5500, yielding: 

k 1 , syn (s) = k 2, syn (s) = 

1093 . 1(s + 2843) 

s 
. (56) 

The resulting open-loop frequency response with controllers (55) and (56) is presented in 

Fig. 14 . Accordingly, the system bandwidth has increased for all cases. 
Figs. 15 and 16 present the closed-loop cross-coupling response for the unperturbed case 

and when moderate perturbations in mutual inductance and rotor time constant are considered 

( σL = 0. 5 and σr = 1 . 6 ). As it can be observed from Fig. 15 , an increase of bandwidth
results in a reduced closed-loop cross-coupling for all control schemes as expected. Similarly, 
an increase in bandwidth under the presence of perturbations reflects on a cross-coupling 

of only −46 dB in the worst case for the synchronous PI controller. The results from this
analysis are summarized in Table 2 . 
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Fig. 14. Equivalent open-loop frequency response of the individual channels using high bandwidth controllers. Chan- 
nel 1 is provided in black and Channel 2 in gray. 

Fig. 15. Unperturbed closed-loop cross-coupling comparison using high bandwidth controllers. 
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It can be concluded that the closed-loop cross-coupling is effectively reduced by increasing
ystem bandwidth. Although such an increased performance is desirable, care should be
xercised as any increment in bandwidth has to be met with an increase of the control system
omponents specifications, such as switching frequency and sensor bandwidth. 
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Fig. 16. Closed-loop cross-coupling comparison with perturbations to the rotor time constant and mutual inductance 
( σr = 1 . 6 and σL = 0. 5 ) using high bandwidth controllers. 

Table 3 
Robustness margins ( ω r = 376 rad/s , P M 

: phase margin, G M 

: gain margin). 

Robustness Stationary Stationary Synchronous Sync. PI + 

margin Frame PI Frame ICAD Frame PI decoupling 

c 1 ( s ) P M 

83 ° 76 ° 81 ° 78 °
c 1 ( s ) G M 

15 dB 26 dB 23 dB 23 dB 

Low Bandwidth c 2 ( s ) P M 

83 ° 76 ° 78 ° 61 °
c 2 ( s ) G M 

15 dB 26 dB ∞ dB 7.7 dB 

c 1 ( s ) P M 

86 ° 83 ° 79 ° 78 °
High Bandwidth c 1 ( s ) G M 

21 dB 31 dB 31 dB 32 dB 

c 2 ( s ) P M 

86 ° 83 ° 77 ° 68 °
c 2 ( s ) G M 

21 dB 31 dB ∞ dB 11 dB 

 

 

 

 

 

 

 

 

 

 

 

 

8.2. Closed-loop stability and robustness margins 

The analysis presented in the last section can be also used to study the stability and
the robustness of the control schemes. As discussed in Section 3 , from ICAD theory it is
known that the stability of the complete MIMO closed-loop system can be determined by the
stability of the SISO individual channels in closed-loop. This allows assessing the robustness 
of the complete control scheme with the phase and gain margins of the individual channels
[19] . These margins are easily determined from the Bode plots of the individual channels
presented in the last section (see Figs. 13 and 14 ) and are summarized in Table 3 . 

Table 3 shows that in all cases the phase margins are adequate ( i.e., greater than 45 °),
while the gain margins vary from excellent to borderline ( i.e., greater than 8 dB) –particularly
for individual channel c 2 ( s ) when the synchronous PI with decoupling networks scheme is
employed at low bandwidth. Individual channel c 2 ( s ) is associated with stator current i qs ,
which was also found to exhibit a greater bandwidth for the synchronous PI with decoupling
networks schemes in the last section. This clearly shows the trade-off between performance 
and robustness introduced by the decoupling networks in the torque producing current i qs . A
similar trend can be observed in the phase margin of c 2 ( s ); however, in this case the phase
margin remains considerably high (61 °). 



L.A. Amézquita-Brooks et al. / Journal of the Franklin Institute 355 (2018) 2142–2178 2169 

Fig. 17. References used in simulations: ( a ) flux and torque; ( b ) equivalent stator currents. 
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Except for c 2 ( s ) when the synchronous PI with decoupling networks scheme is employed,
he robustness margins of all schemes exhibit marginal differences. Another interesting obser-
ation is that robustness is improved in all cases by increasing the bandwidth. However, this
hould be interpreted carefully because in an experimental setup the possibility of increasing
he bandwidth does not only depend on the control algorithm; it also requires adequate sensors,
nverter and data processing power—elements which are beyond the analysis presented here.

. Time-domain simulations 

Simulations adopting a common configuration for high-performance applications are carried
ut to offer further insight into the results from the previous sections. In addition, the effect of
he power inverter, which is difficult to determine analytically, is also investigated. The simula-
ions comprise: an IM modeled by (1) –(2) ; a two-level voltage source inverter (VSI) with a dc
us of 310 V [2] ; space vector modulation (SVM) [1] ; an approximation of the inverter switch-
ng dynamics by a 2nd order system with a time response of 3 μs plus a delay of one switching
eriod; an inverter switching frequency of 10 kHz; and an initial condition of ω r = 376 rad/s.

References for flux and torque are provided in Fig. 17 ( a ). The initial value of the flux
s associated to the nominal operating condition of the machine. The flux transients at the
eginning of the simulation take approximately 0.5 s and are related to IM initialization. This
ransient behavior is followed by a change in the torque reference T E ,ref which will induce a
hange in i qs ,ref . Finally, a simultaneous change in the flux and torque references induces a
hange on i ds ,ref at 0.75 s. 

The equivalent current references in the synchronous frame, given by Eq. (33) and obtained
sing Eq. (24) , are shown in Fig. 17 ( b ). These can be used to measure the cross-coupling
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Fig. 18. Error in stator current due to cross-coupling: ( a ) e ds ; ( b ) e qs . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

between the individual channels of i ds and i qs in the time-domain. The error due to cross-
coupling is given by e ds = i ds, ref − i ds around t = 0. 5 s and e qs = i qs, ref − i qs around t = 0. 75 s.

Fig. 18 shows the cross-coupling responses for the different control schemes without con- 
sidering the inverter dynamics. The current references provided by Fig. 17 ( b ) are used. Given
that i ds , ref changes at t = 0. 75 s, the relevant error due to cross-coupling in the q -axis channel
is quantified by e qs and shown around the time of the reference change in Fig. 18 . Similarly,
as i qs , ref changes at t = 0. 5 s, it is desirable to assess the effect this has on the d -axis channel
at the time of the reference change, which is quantified by e ds . It can be observed that the
error in the stationary frame configurations is larger than what Table 1 would indicate. This
occurs since in stationary frame control a change in either i ds or in i qs is equivalent to changes
in both i αs and i βs ; i.e. , the effect of cross-coupling is doubled. In addition, a constant change
in a synchronous frame induces an oscillating reference in the stationary frame; also the
frequency response of the cross-coupling tends to be greater for ac than for dc. Although the
stationary frame controllers are not capable of eliminating the steady-state error as expected, 
in the case of the ICAD controller it is considerably low when compared with the stationary
frame PI. This is mainly due to the increased open-loop gain of the ICAD controller. 

On the other hand, it is interesting to see that when decoupling networks are employed
a much greater coupling for the i qs current component appears. This happens as in the
back-emf compensation (41) it is assumed that ψ dr = ψ ref and ψ qr = 0, which are only
satisfied when the FOC controller is properly tuned and the flux reference is constant. In this
case Fig. 17 ( a ) shows that precisely at t = 0. 75 s a flux reference change was simulated.
This is in line with the fact that intuitively the decoupling network is greatly dependent
on the accurate knowledge of the flux. Nonetheless, the cross-coupling, as measured by the
MSF, is still low because a single coupled channel (magnitude of the MSF equal to zero)



L.A. Amézquita-Brooks et al. / Journal of the Franklin Institute 355 (2018) 2142–2178 2171 

Fig. 19. Error in stator current due to cross-coupling considering perturbations: ( a ) e ds ; ( b ) e qs . 
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oes not introduce additional coupling in the closed-loop system; that is, both channels
ust be coupled for the magnitude of MSF to be greater than zero and, in turn, for the

ross-coupling to be problematic for the outer control loop stability [27] . 
A mild level of parametric perturbation on the mutual inductance and the rotor time

onstant is considered ( σL = 0. 5 , σr = 1 . 6 ), with results shown in Fig. 19 . The theoretical
esults of the last sections indicate that the synchronous frame controller should present
n increased cross-coupling while the stationary frame controllers should have decreased
ross-coupling. The results from the digital simulations show that these predictions are
ccurate: the stationary frame controllers exhibit a considerable maximum peak reduction for
oth i ds and i qs . Conversely the maximum peak for synchronous frame controllers remains
ostly unchanged. However, all control schemes present additional frequency components

ot present in the unperturbed case –particularly for i ds . This indicates that the additional
ross-coupling for synchronous frame controllers reflects as oscillatory dynamics as predicted
y the MSF analysis. It is difficult to evaluate the actual effect of these dynamics in
ime-domain; however, the MSF (see Fig. 10 ) indicates that for the synchronous PI the
ross-coupling renders the system more sensible at around 376 rad/s. 

Simulations have also been carried out to address the effect of the VSI dynamics on the
ross-coupling responses. Results for the unperturbed case are shown in Fig. 20 . Overall, the
evel of the coupling increases due to the added effects of the inverter dynamics. Conversely,
esults for the perturbed case while including the VSI are presented in Fig. 21 . For this last
imulation only the initial transient response is shown for the sake of clarity. Although this
estriction does not allow presenting the low frequency oscillations found in Fig. 19 , these
re also present. By comparing Figs. 20 and 21 it is clear that the stationary frame controllers
ave an important cross-coupling decrement as predicted. Nonetheless, while Fig. 19 indicates
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Fig. 20. Error in stator current due to cross-coupling considering inverter dynamics: ( a ) e ds ; ( b ) e qs . 

Fig. 21. Error in stator current due to cross-coupling considering inverter dynamics and perturbations: ( a ) e ds ; ( b ) 
e qs . 
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Fig. 22. Box plot of the error in stator current due to cross-coupling: ( a ) when inverter dynamics are neglected; and 
( b ) when inverter dynamics are considered. 
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hat the stationary ICAD control scheme has a lower maximum peak cross-coupling than the
ynchronous PI controller for i ds , the inverter seems to slightly increase the cross-coupling.
his could be explained by the increased sensitivity of the stationary frame schemes to per-

urbations in the stator voltages when parametric perturbations are considered (see Fig. 12 ).
his seems to render these schemes slightly more sensible to the inverter distortions. 

In general, if the inverter dynamics are considered a slightly increased cross-coupling
esults for all conditions and control schemes considered. In particular, results suggest that
tationary frame controllers are slightly more sensible to the inverter dynamics—confirming
he observations of Section 7 . It should be emphasized that simulation results clearly agree
ith the theoretical predictions of the previous sections even in the presence of the inverter. 

.1. Statistical analysis 

To provide a quantitative counterpart to the observations made on the simulation results,
 statistical analysis of the resulting cross-coupling error responses is here presented. Fig. 22
hows the box plot of errors e ds and e qs for the time ranges t ∈ [0. 5 0. 75] and t ∈ [0. 75 1] .
he analysis is carried out when the inverter dynamics and parametric perturbations are
onsidered and for the case when these are neglected. 
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Fig. 23. RMS error of stator currents for several operating conditions due to cross-coupling. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 22 ( a ) shows that the median of the error and the error dispersion ( i.e. , the length
of the quartiles given by the boxes and whiskers of the box plot) for the synchronous
frame schemes are much lower than for stationary frame controllers when the inverter is not
considered. However, the ICAD stationary controller achieves a significantly lower median 

and dispersion than the typical stationary frame PI. As predicted by the theoretical results,
parametric perturbations actually reduce the error level of the stationary frame schemes. 

When the inverter dynamics are considered, the median of the error and error dispersion
are increased for all control schemes, as shown by Fig. 22 ( b ). A very interesting observation
can be made: while the median of the error level is still lower for the synchronous frame
schemes, the ICAD controller achieves a similar level of error dispersion than that of
synchronous frame schemes. For instance, the dispersion of e ds for the ICAD controller is
very similar to that of both synchronous schemes, while the dispersion of e qs for the ICAD
controller is actually lower than that of the synchronous frame PI with decoupling networks
when parametric perturbations are considered. In all cases the stationary PI has the highest
level of median error and dispersion. 

The root-mean-square (RMS) error for e ds and e qs for all control schemes is presented in
Fig. 23 . The RMS error provides further insight as it tends to more significantly penalize the
effect of a high error level. This enables a better comparison of the overall error level than
the median of the error shown in the box plot. When no inverter is considered, Fig. 23 clearly
shows that the stationary frame PI has a much higher error level. On the other hand, the
synchronous PI controller has a similar level for both e ds and e qs . It is interesting to observe
that the synchronous PI with decoupling networks achieves a very low level for e ds ; however,
the resulting level for e qs is much higher. This is in line with an observation made previously:
the effective use of decoupling networks and a synchronous PI is highly dependent on the
proper knowledge of the flux level. 
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The resulting RMS errors for all control schemes increase when the inverter dynamics are
onsidered. For the stationary frame PI, such increment is not significant since the error level
as already high compared to the amplitude of the oscillations introduced by the inverter.
onversely, the increment is notable for the other schemes (which incidentally had achieved

ower error levels when the inverter was omitted). A particularly important observation is
hat the introduction of the inverter dynamics renders an almost similar RMS error for both
ynchronous frame PI schemes regardless of the use of decoupling networks. In addition,
he RMS error for the stationary ICAD controller is similar to those of the synchronous
chemes. This is a relevant result as it indicates that even when the best level of decoupling
s achieved using synchronous frame schemes with decoupling networks, it is also possible
or a stationary frame scheme to deliver a comparatively low coupling when other sources
f perturbation are accounted for. In other words, the benefits of reducing the coupling of
tator currents are lost to other relevant phenomena such as the inverter distortion once a
ufficiently low level of coupling has been achieved . 

0. Conclusion 

A framework for assessing the decoupling performance of stator current controllers for
Ms has been presented. Using this framework, the cross-coupling characteristics of stationary
rame PI control, improved diagonal stationary frame control, synchronous PI control and
ynchronous PI control with decoupling networks have been evaluated. The methodology
ncludes a procedure for quantifying and analyzing the effect of parametric perturbations
n the control system. The studies are based on ICAD’s MSF, a frequency valued function
undamental for evaluating the cross-coupling characteristics of multivariable systems. The
tudy carried out in this paper uses full IM models to avoid over-simplifications commonly
ound in the existing literature. This allows including operating conditions such as the
ominal flux and torque into the study. 

Findings reveal that the use of a synchronous PI scheme with decoupling networks
chieves the best decoupling and robustness to parametric perturbations in all cases. The
ajor disadvantages of this configuration are its complexity and decreased time-domain

erformance when the flux reference changes. It was found that the synchronous PI scheme
s particularly sensible to simultaneous perturbations of the mutual inductance and the rotor
ime constant. In this condition, cross-coupling is increased around specific frequencies, but
he time-domain maximum peak remains similar to the unperturbed case. Conversely, results
how that the stationary frame controllers have the greatest cross-coupling of all schemes,
articularly stationary frame PI control ( i.e. , it achieves the lowest decoupling performance).
owever, stationary frame strategies have the advantages of being simpler to implement

nd of having a lower sensitivity to parametric perturbations. In addition, stationary frame
ontrol can be improved by introducing slightly more complex controllers than a traditional
I control—but still remaining low order and diagonal. It is remarkable that even in the most
erturbed scenario the improved diagonal stationary frame control is capable of achieving a
ecoupling performance similar to that of a synchronous PI scheme. 

The effect of the controller bandwidth, sensor noise, stator voltage perturbations and the
nverter dynamics over cross-coupling and parametric robustness were also evaluated. Results
ndicate that an increase in bandwidth effectively decreases cross-coupling and increases
obustness for all control schemes. On the other hand, the inverter tends to introduce a
light increment in cross-coupling. This effect seems to be marginally higher for the case
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of a stationary frame controller. All schemes present a similar level of sensitivity to sensor
noise and rejection of stator voltage perturbations. The study has been complemented with 

a statistical analysis of the time-domain responses of all control schemes, confirming the 
theoretical findings. 

An important conclusion is that all control schemes are capable of achieving sufficiently 

low cross-coupling ( i.e. , sufficiently good decoupling performance) when a similar bandwidth 

is used; although the stationary frame PI control is remarkably inferior to the others. A
synchronous PI with an addition of decoupling networks offers the lowest level of cross-
coupling. However, the analyses presented in this article suggest that any further decoupling 

than that achieved by a standalone synchronous PI scheme or a well-designed stationary 

frame controller may not be necessary as it only leads to mild advantages for the outer
flux-torque control loop. 

Appendix A. IM parameters 

An identification of the state-space representation of the three-phase DeLorenzo squirrel- 
cage IM model DL10115A1 has been carried out as in [42] . Using this data the equivalent
IM parameters are given as: R s = 16 . 2 
, R r = 23 
, L s = 1 . 44 H, L r = 1 . 49 H, L m 

= 1 . 41
H and P = 2. 
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