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Abstract

There is a substantive amount of literature showing that demand information sharing can lead to considerable reduction of the bullwhip effect/inventory costs. The core argument/analysis underlying these results is that the downstream supply-chain member (the retailer) quickly adapts its inventory position to an updated end-customer demand forecast. However, in many real-life situations, retailers adapt slowly rather than quickly to changes in customer demand as they cannot be sure that any change is structural. In this paper, we show that the adaption speed and underlying (unknown) demand process crucially effect the value of information sharing. For the situation with a single upstream supply-chain member (manufacturer) and a single retailer, we consider two demand processes: stationary or random walk. These represent two extremes where a change in customer demand is never or always structural, respectively. The retailer and manufacturer both forecast demand using a moving average, where the manufacturer bases its forecast on retailer demand without information sharing, but on end-customer demand with information sharing. In line with existing results, the value of information turns out to be positive under stationary demand. One contribution, though, is showing that some of the existing papers have overestimated this value by making an unfair comparison. Our most striking and insightful finding is that the value of information is negative when demand follows a random walk and the retailer is slow to react. Slow adaptation is the norm in real-life situations and deserves more attention in future research - exploring when information sharing indeed pays off.

Keywords: Supply chain, information sharing, forecasting, bullwhip effect
1. Background and motivation

The current backdrop of uncertainty against which supply chains evolve has rendered forecasting and inventory control increasingly challenging tasks. Within this context the bullwhip effect (BE), the phenomenon of order variability amplification as one moves up any given supply chain (Cachon, 2007), is one of the causes of excess inventories in supply chains and low customer service levels. Although the term ‘bullwhip effect’ was first coined by Procter & Gamble in the 1990s, the research that deals with supply chain dynamics and order variance amplification in supply chains dates back to the seminal work of Forester in the late 1960s (e.g. Forrester, 1961; Lee et al., 1997; Chen et al., 2000; Hosoda and Disney, 2006; Boute et al., 2008; Cannella et al., 2013; Mason-Jones and Towill, 2015; Tesfay, 2016). More recently, Fildes et al. (2008) reported that the BE is viewed as one of the most important research areas in the field of Operational Research. For a recent review on the progress and trends of research related to BE, interested readers are referred to Wang and Disney (2016).

Information sharing is one of the most important levers to mitigate the BE in supply chains (Boone and Ganesan, 2008; Chen and Lee, 2009; Bray and Mendelson, 2012; Dejonckheere et al., 2003; Syntetos et al., 2016). Information sharing refers to the case where some information from a downstream supply chain stage (e.g. a retailer) is available to some upstream stage (e.g. a manufacturer). The supply chain management literature is abundant in discussions on the benefits of demand information sharing (Chatfield et al., 2004; Asgari et al., 2016; Argilaguet-Montarelo et al., 2017). A steady stream of research papers, using mathematical modelling, continues to investigate the conditions under which information sharing is valuable. Chen et al. (2000), Lee et al. (2000), Kim and Ryan, (2003), Ali and Boylan (2011), Cannella et al. (2011), Ciancimino et al. (2012) and Babai et al. (2015) have, among other researchers, shown the value of information
sharing in a two-stage supply chain facing stationary Autoregressive Moving Average (ARMA)-
type demand processes.

Less has been contributed in this area in the presence of non-stationary demand. Graves (1999), Li
et al. (2003, 2005), Zhang (2004) and Gilbert (2005) analysed the properties of orders resulting from
a downstream stage facing non-stationary demand under an order-up-to level (OUT) inventory
policy. Graves (1999) and Babai et al. (2013) considered a two-stage supply chain where the
downstream stage faces Autoregressive Integrated Moving Average (ARIMA) (0,1,1) demand that
is forecasted with a single exponential smoothing (SES) method. They showed, numerically and
empirically, the potential benefits resulting from forecast information sharing between the retailer
and the manufacturer. Interestingly though, their analysis also revealed that for very small values of
the smoothing constant, which means that the forecasts react slowly to the demand changes, the
benefit of information sharing tends toward zero.

Nevertheless, it should be noted that all previous research in this area has focused on settings where
end-customer demand is more indicative of future retailer demand than retailer demand itself. It did
so by: (a) assuming that the retailer adapts quickly, maybe even optimally / directly, to any change;
(b) often assuming (almost) stationary demand, where changes are indeed not likely to be structural.
In addition, in some of the aforementioned research (e.g. Chen et al., 2000; Ali et al., 2012), the
authors defined the manufacturer forecast error (upon which the manufacturer safety stock is built)
as the difference between its forecast and the end-customer demand, where it should in fact be based
on the difference between the forecast and the retailer demand. These assumptions within the
literature lead to a wrong evaluation of the real benefit for the manufacturer resulting from
information sharing, especially in the case of non-stationary demand processes. This issue
constitutes the objective of our work where we revisit some assumptions and findings in the pertinent
literature. We do so by means of considering two demand processes: stationary or random walk.
These represent two extremes where a change in end-customer demand is never or always structural, respectively. The contribution of this paper is threefold:

1. We revisit/correct the unfortunate upstream stage forecast error definition found in the existing literature and analyse its implications on the value of information sharing.
2. We analyse the value of information sharing under both stationary and non-stationary demand processes in terms of forecast performance and stock control implications.
3. We show that under a random walk demand process, the percentage reduction of the forecast error variance resulting from the use of information sharing is negative which means that there is no value related to information sharing.

The remainder of the paper is organised as follows. In Section 2, we present the assumptions and supply chain structure upon which we theoretically analyse the forecast errors resulting from different information sharing strategies and demand models. Section 3 is dedicated to the analysis of the percentage variance reduction resulting from the use of the information sharing strategy. The stock control implications are discussed in Section 4. The conclusions and natural avenues for further research are presented in Section 5.

2. Assumptions and models

We consider a discrete time model with a single manufacturer and a single retailer. There is a deterministic lead-time $L$ from the supplier (not modelled) to the manufacturer and from the manufacturer to the retailer. We remark that the analysis could be extended to unequal lead-times, but that would make it lengthier and more tedious without providing further insights.

The sequence of events in any period $t$ is as follows. Items shipped by the supplier in period $t - L$ arrive. End-customers demand $D(t)$ items from the retailer. The retailer satisfies demand to the extent possible. The retailer then updates its demand forecast using a simple moving average (SMA) over $N$ periods of end-customer demand. The retailer orders from the manufacturer using a base
stock policy, where the order-up-to level is selected that gives a $1 - \alpha$ probability of satisfying lead-time demand (in periods $[t + 1, \ldots, t + L]$), given the forecast and forecast error distribution. The same applies to the manufacturer, who also forecasts using a moving average over $N$ periods (again, to keep the analysis short). Under demand information sharing (DIS), the manufacturer bases its forecasts on end-customer demand. With no information sharing (NIS), the manufacturer bases its forecasts on retailer demand. It is important to remark that the manufacturer must be able to satisfy retailer demand and not end-customer demand with a certain probability, contrary to what is often assumed in the literature (see Section 1).

In the rest of the paper, the following notation will be used.

$L$ Lead-time (both towards the Retailer and the Manufacturer)

$N$ Number of periods over which the simple moving average forecast is calculated

$D(t)$ End-customer demand in period $t$

$O_R(t)$ Retailer order in period $t$

$O_M^{\text{NIS}}(t)$ Manufacturer order in period $t$ with NIS

$O_M^{\text{DIS}}(t)$ Manufacturer order in period $t$ with DIS

$S_R(t)$ Retailer order-up-to level in period $t$

$S_M^{\text{NIS}}(t)$ Manufacturer order-up-to level in period $t$ with NIS

$S_M^{\text{DIS}}(t)$ Manufacturer order-up-to level in period $t$ with DIS

$F_R(t)$ Retailer demand forecast in period $t$

$F_M^{\text{NIS}}(t)$ Manufacturer demand forecast in period $t$ with NIS

$F_M^{\text{DIS}}(t)$ Manufacturer demand forecast in period $t$ with DIS
$FE_R(t)$ Retailer lead-time demand forecast error in period $t$

$FE_M^{NIS}(t)$ Manufacturer lead-time demand forecast error in period $t$ with NIS

$FE_M^{DIS}(t)$ Manufacturer lead-time demand forecast error in period $t$ with DIS

$z_\alpha$ Inverse of the standard normal distribution function at $\alpha$ (safety factor)

In the next two subsections, the system is analysed separately under stationary demand and under demand that follows a random walk, respectively. In both cases, the standard deviation of demand is assumed to be known. This is the standard approach considered in most of the literature that deals with information sharing in supply chains. Moreover, this assumption enables us to compare our findings with those presented in previous work in this area (especially those of Chen et al. 2000) by keeping the experimental framework and all modelling aspects the same. Note that the stationary demand and random walk can be interpreted as two extremes of a spectrum, where a change in demand is always purely by chance for the first case, and always structural and indicative of altered expected future end-customer demand for the second. Real life situations are most likely in between these two cases. Indeed, this explains the popularity of SMA, where an $N$ value that is neither too small nor too large results in a ‘reasonable’ performance for all possible situations. This is also the case for SES, where the smoothing constant value can be regulated to result in a robust performance, across a number of possible demand patterns. The choice of SMA in our analysis is quite rational from a practitioner’s perspective. The review of various surveys carried out by Ali and Boylan (2012) shows that SMA was ranked as the top choice in most surveys conducted to ascertain the usage, familiarity and satisfaction of forecasting methods among practitioners. In terms of forecast accuracy, the empirical results from the M1 competition showed that both SMA and SES are associated with very good performance (Makridakis et al., 1982).
Before we close this section, it is important to note that our SMA analysis may be easily extended to the use of SES since the derivation process would be along the same lines. Admittedly, we cannot confirm that the conclusions would be the same, but this is broadly what we would expect given that SMA and SES are often treated as equivalent when the average age of the data in the estimates is the same (Brown, 1963).

2.1 Analysis of forecast errors – stationary demand

In this section, we assume that demand \( D(t) \) is i.i.d. and Normal with a constant mean \( \mu \) and standard deviation \( \sigma \). We first look at the retailer’s forecast errors and their variance along with the order levels set and the orders placed by the retailer upstream in the supply chain. We then do the same for the manufacturer, distinguishing between the NIS and DIS case.

2.1.1 Retailer

By definition we have

\[
F_R(t) = \frac{1}{N} \sum_{i=0}^{N-1} D(t - i)
\]  

(1)

The lead-time demand forecast error is

\[
FE_R(t) = \sum_{i=1}^{L} D(t + i) - LF_R(t) = \sum_{i=1}^{L} D(t + i) - \frac{L}{N} \sum_{i=0}^{N-1} D(t - i)
\]  

(2)

Since end-customer demand is i.i.d. and Normal, the retailer lead-time forecast error is normally distributed with zero mean (unbiased) and variance (see also Prak et al., 2017)

\[
V[FE_R(t)] = L \sigma^2 + N \left(\frac{L}{N}\right)^2 \sigma^2 = L \left(1 + \frac{L}{N}\right) \sigma^2
\]

So in order to achieve the desired service level \( \alpha \), the retailer order level is set as

\[
S_R(t) = LF_R(t) + z_\alpha \sqrt{L \sigma \left(1 + \frac{L}{N}\right)}
\]
Note that the latter term in this equation reflects the fact that the forecast differs from the actual mean. Hence, the retailer orders are given by

\[ O_R(t) = S_R(t) - S_R(t - 1) + D(t) = L(F_R(t) - F_R(t - 1)) + D(t) \]

Using (1) this can be rewritten as

\[ O_R(t) = \left(\frac{L}{N}\right)(D(t) - D(t - N)) + D(t) = \left(1 + \frac{L}{N}\right)D(t) - \frac{L}{N}D(t - N) \tag{3} \]

### 2.1.2 Manufacturer (No Information Sharing)

Without information sharing, the manufacturer bases its forecasts on the orders placed by the retailer. So we have

\[ F_M^{NIS}(t) = \frac{1}{N} \sum_{i=0}^{N-1} O_R(t - i) \]

The corresponding lead-time demand forecast error is

\[ FE_M^{NIS}(t) = \sum_{i=1}^{L} O_R(t + i) - LF_M^{NIS}(t) = \sum_{i=1}^{L} O_R(t + i) - \frac{L}{N} \sum_{i=0}^{N-1} O_R(t - i) \]

Using (3), this can be rewritten in terms of end-customer demands as

\[ FE_M^{NIS}(t) = \left(1 + \frac{L}{N}\right) \sum_{i=1}^{L} D(t + i) - \frac{L}{N} \sum_{i=1}^{L} D(t + i - N) - \frac{L}{N} \sum_{i=0}^{N-1} D(t - i) + \left(\frac{L}{N}\right)^2 \sum_{i=0}^{N-1} D(t - i - N) \tag{4} \]

Rearranging the terms and re-indexing them, we further get

\[ FE_M^{NIS}(t) = \left(\frac{L}{N}\right)^2 \sum_{j=t-2N+1}^{t-N} D(j) - \frac{L}{N} \sum_{j=t-N+1}^{t-N+L} D(j) - \frac{L}{N} \sum_{j=t-N+1}^{t} D(j) + \left(1 + \frac{L}{N}\right) \sum_{j=t+1}^{t+L} D(j) \tag{5} \]

Note that the demand intervals corresponding to the summations in the four terms on the right hand side of (5) are, respectively, \([t-2N+1,\ldots,t-N]\), \([t-N+1,\ldots,t-N+L]\), \([t-N+1,\ldots,t]\), and \([t+1,\ldots,t+L]\). The 1\textsuperscript{st}, 3\textsuperscript{rd} and 4\textsuperscript{th} interval in (5) never overlap. However, the 2\textsuperscript{nd} interval overlaps with the 3\textsuperscript{rd} if \(N \geq L\) and with both the 3\textsuperscript{rd} and 4\textsuperscript{th} interval if \(N < L\). Therefore, we proceed by analysing these cases separately.
**CASE N ≥ L**

For this case, we get from (5) that

\[
FE_{MNIS}(t) = \left(\frac{L}{N}\right)^2 \sum_{j=t-2N+1}^{t-N} D(j) - \left(2 \frac{L}{N} + \left(\frac{L}{N}\right)^2\right) \sum_{j=t-N+1}^{t} D(j) - \frac{L}{N} \sum_{j=t-N+L+1}^{t+L} D(j) + \left(1 + \frac{L}{N}\right) \sum_{j=t+1}^{t+L} D(j)
\]

(6)

Since end-customer demand is i.i.d. and Normal, this retailer lead-time forecast error is normally distributed with mean zero (unbiased) and variance

\[
V[FE_{MNIS}(t)] = N \left(\frac{L}{N}\right)^4 \sigma^2 + L \left(2 \frac{L}{N} + \left(\frac{L}{N}\right)^2\right)^2 \sigma^2 + (N - L) \left(\frac{L}{N} \left(1 + \frac{L}{N}\right)\right)^2 \sigma^2 + L \left(1 + \frac{L}{N}\right)^2 \sigma^2
\]

(6a)

**CASE N < L**

For this case, we get from (5) that

\[
FE_{MNIS}(t) = \left(\frac{L}{N}\right)^2 \sum_{j=t-2N+1}^{t-N} D(j) - \left(2 \frac{L}{N} + \left(\frac{L}{N}\right)^2\right) \sum_{j=t-N+1}^{t} D(j) + \sum_{j=t-N+L+1}^{t+L} D(j) + \left(1 + \frac{L}{N}\right) \sum_{j=t+1}^{t+L} D(j)
\]

(7)

Since end-customer demand is i.i.d. and Normal, the retailer lead-time forecast error is normally distributed with mean zero (unbiased) and variance

\[
V[FE_{MNIS}(t)] = N \left(\frac{L}{N}\right)^4 \sigma^2 + N \left(2 \frac{L}{N} + \left(\frac{L}{N}\right)^2\right)^2 \sigma^2 + (L - N) \sigma^2 + N \left(1 + \frac{L}{N}\right)^2 \sigma^2
\]

(7a)

**2.1.3 Manufacturer (Demand Information Sharing)**

With demand information sharing, the manufacturer bases its forecasts on the orders placed by the end-customer. So we have

\[
FM_{DIS}(t) = \frac{1}{N} \sum_{i=0}^{N-1} D(t - i)
\]

The corresponding lead-time demand forecast error is

\[
FE_{DIS}(t) = \sum_{i=1}^{L} O_R(t + i) - LF_{DIS}(t) = \sum_{i=1}^{L} O_R(t + i) - \frac{L}{N} \sum_{i=0}^{N-1} D(t - i)
\]
Using (3), this can be rewritten in terms of end-customer demands as

\[
FE_M^{DIS}(t) = \left(1 + \frac{L}{N}\right) \sum_{i=1}^{L} D(t + i) - \frac{L}{N} \sum_{i=1}^{L} D(t + i - N) - \frac{L}{N} \sum_{i=0}^{N-1} D(t - i)
\]  

(8)

Similar to the case of NIS, this can be rewritten further as

\[
FE_M^{DIS}(t) = - \frac{L}{N} \sum_{j=t-N+1}^{t} D(j) - \frac{L}{N} \sum_{j=t-N+1}^{t-N+L} D(j) + \left(1 + \frac{L}{N}\right) \sum_{j=t+1}^{t+L} D(j)
\]  

(9)

**CASE \(N \geq L\)**

For this case, we get from (9) that

\[
FE_M^{DIS}(t) = -2 \frac{L}{N} \sum_{j=t-N+1}^{t-N+L} D(j) - \frac{L}{N} \sum_{j=t-N+1}^{t} D(j) + \left(1 + \frac{L}{N}\right) \sum_{j=t+1}^{t+L} D(j)
\]  

(10)

and

\[
V[FE_M^{DIS}(t)] = L \left(2 \frac{L}{N}\right)^2 \sigma^2 + (N - L) \left(\frac{L}{N}\right)^2 \sigma^2 + L \left(1 + \frac{L}{N}\right)^2 \sigma^2
\]

\[
= (N + 3L) \left(\frac{L}{N}\right)^2 \sigma^2 + L \left(1 + \frac{L}{N}\right)^2 \sigma^2
\]  

(10a)

**CASE \(N < L\)**

For this case, we get from (9) that

\[
FE_M^{DIS}(t) = -2 \frac{L}{N} \sum_{j=t-N+1}^{t} D(j) + \sum_{j=t+1}^{t-N+L} D(j) + \left(1 + \frac{L}{N}\right) \sum_{j=t-N+L+1}^{t+L} D(j)
\]  

(11)

and

\[
V[FE_M^{DIS}(t)] = N \left(2 \frac{L}{N}\right)^2 \sigma^2 + (L - N)\sigma^2 + N \left(1 + \frac{L}{N}\right)^2 \sigma^2 = 5N \left(\frac{L}{N}\right)^2 \sigma^2 + 3L\sigma^2
\]  

(11a)

2.2 **Analysis of forecast errors - random walk**

In this section, we assume that demand follows a random walk process, i.e.

\[
D(t) = D(t - 1) + \varepsilon(t)
\]

where \(\varepsilon_t\) are i.i.d. and Normal with mean 0 and standard deviation \(\sigma\). This can be rewritten as

\[
D(t) = D(0) + \sum_{i=1}^{t} \varepsilon(i)
\]  

(12)
2.2.1 Retailer

The lead-time demand forecast error is still given by (2). Re-arranging/indexing gives

\[
FE_R(t) = - \frac{L}{N} \sum_{j=t-N+1}^{t} D(j) + \sum_{j=t+1}^{t+L} D(j)
\]

From (12) we know that an error term \( \epsilon(i), i \leq t - N \) is ‘included’ in all demand terms in the above equation. Since \( -\frac{L}{N}N + L = 0 \), this implies that all error terms \( \epsilon(i), i \leq t - N \), in the above equation cancel out and we get

\[
FE_R(t) = \sum_{j=t-N+1}^{t} \left( L - \frac{L}{N} (t - j + 1) \right) \epsilon(j) + \sum_{j=t+1}^{t+L} (t + L - j + 1) \epsilon(j)
\]

Since the error terms are assumed to be i.i.d. and Normal, the retailer forecast error is also Normal. Therefore, as in the case of stationary demand, the variance of the retailer forecast error is constant over time and so is the safety stock. As a result, the retailer orders are still given by (3).

It easily follows from the last equation (by counting the numbers of error terms) that the variance of the forecast errors is given by

\[
V[FE_R(t)] = \left[ \frac{L}{6} (1 + 3L + 2L^2) + \frac{L^2}{6N} (N - 1)(2N - 1) \right] \sigma^2
\]

2.2.2 Manufacturer (No Information Sharing)

Because (3) still applies, so do all the forecast error expressions that were derived under stationary demand. Note that these are all expressed in end-customer demand terms. What remains, in order to derive the variances under a random walk process, is to rewrite those expressions in error terms \( \epsilon(i) \).

It easily follows from the general expression (5) that error terms \( \epsilon(i), i \leq t - 2N \), always cancel out. In order to obtain the coefficient of \( \epsilon(i), i > t - 2N \), we again need to distinguish between the cases \( N \geq L \) and \( N \geq L \).
CASE $N \geq L$

From (6) we get that the coefficients of $\varepsilon(i)$ in $F_{M}^{NIS}(t)$ are as follows.

<table>
<thead>
<tr>
<th>Range of $i$</th>
<th>Coefficient of $\varepsilon(i)$ in $F_{M}^{NIS}(t)$ with NIS for $N \geq L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[t - 2N + 1, t - N]$</td>
<td>$(t - N - i + 1) \left( \frac{L}{N} \right)^2 - N \left( 2 \frac{L}{N} + \left( \frac{L}{N} \right)^2 \right) - (N - L) \frac{L}{N} \left( 1 + \frac{L}{N} \right)$ $+ L \left( 1 + \frac{L}{N} \right)$</td>
</tr>
<tr>
<td>$[t - N + 1, t - N + L]$</td>
<td>$-(t - N + L - i + 1) \left( 2 \frac{L}{N} + \left( \frac{L}{N} \right)^2 \right) - (N - L) \frac{L}{N} \left( 1 + \frac{L}{N} \right) + L \left( 1 + \frac{L}{N} \right)$</td>
</tr>
<tr>
<td>$[t - N + L + 1, t]$</td>
<td>$-(t - i + 1) \frac{L}{N} \left( 1 + \frac{L}{N} \right) + L \left( 1 + \frac{L}{N} \right)$</td>
</tr>
<tr>
<td>$[t + 1, t + L]$</td>
<td>$(t + L - i + 1) \left( 1 + \frac{L}{N} \right)$</td>
</tr>
</tbody>
</table>

Note that for $i \in [t - 2N + 1, t - N]$, the term $(t - N - i + 1)$ decreases from $N$ to 1, since $\varepsilon(i)$ is (only) included in $D(i), ..., D(t - N)$ for this specific range of $i$. For the other ranges of $i$, it similarly holds that the first term of the coefficient of $\varepsilon(i)$ decreases from the cardinality of that range to 1.

So we get

$$V[F_{M}^{NIS}(t)] = \left[ \sum_{k=1}^{N} \left( k \left( \frac{L}{N} \right)^2 - L \left( 2 \frac{L}{N} + \left( \frac{L}{N} \right)^2 \right) - (N - L) \frac{L}{N} \left( 1 + \frac{L}{N} \right) + L \left( 1 + \frac{L}{N} \right) \right)^2 \right] \sigma^2 \tag{13}$$

CASE $N < L$

From (7) we get that the coefficients of $\varepsilon(i)$ in $F_{M}^{NIS}(t)$ are as follows.

<table>
<thead>
<tr>
<th>Range of $i$</th>
<th>Coefficient of $\varepsilon(i)$ in $F_{M}^{NIS}(t)$ with NIS for $N &lt; L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[t - 2N + 1, t - N]$</td>
<td>$(t - N - i + 1) \left( \frac{L}{N} \right)^2 - N \left( 2 \frac{L}{N} + \left( \frac{L}{N} \right)^2 \right) + (L - N) + N \left( 1 + \frac{L}{N} \right)$</td>
</tr>
<tr>
<td>$[t - N + 1, t]$</td>
<td>$-(t - i + 1) \frac{L}{N} \left( 1 + \frac{L}{N} \right) + (L - N) + N \left( 1 + \frac{L}{N} \right)$</td>
</tr>
<tr>
<td>$[t + 1, t - N + L]$</td>
<td>$(t - N + L - i + 1) + N \left( 1 + \frac{L}{N} \right)$</td>
</tr>
<tr>
<td>$[t - N + L + 1, t + L]$</td>
<td>$(t + L - i + 1) \left( 1 + \frac{L}{N} \right)$</td>
</tr>
</tbody>
</table>
So we get
\[ V[FE^{DIS}_M(t)] = \left[ \sum_{k=1}^{N} \left( k \left( \frac{L}{N} \right)^2 - N \left( \frac{2}{N} \left( \frac{L}{N} \right) \right)^2 + (L - N) + N \left( 1 + \frac{L}{N} \right)^2 \right) \right] \sigma^2 \]

\[ + \sum_{k=1}^{N} \left( -k \left( 2 \frac{L}{N} \right)^2 + (L - N) + N \left( 1 + \frac{L}{N} \right)^2 \right) \]

\[ + \sum_{k=1}^{L-N} \left( k + N \left( 1 + \frac{L}{N} \right)^2 \right) \sum_{k=1}^{N} \left( k \left( \frac{L}{N} \right)^2 \right) \]

2.2.3 Manufacturer (Demand Information Sharing)

CASE \( N \geq L \)

From (10) we get that the coefficients of \( \varepsilon(i) \) in \( FE^{DIS}_M(t) \) are as follows.

<table>
<thead>
<tr>
<th>Range of ( i )</th>
<th>Coefficient of ( \varepsilon(i) ) in ( FE^{DIS}_M(t) ) with DIS for ( N \geq L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>([t - N + 1, t - N + L])</td>
<td>(-(t - N + L - i + 1) \left( 2 \left( \frac{L}{N} \right) - (N - L) \left( \frac{L}{N} \right) + L \left( 1 + \frac{L}{N} \right) \right))</td>
</tr>
<tr>
<td>([t - N + L + 1, t])</td>
<td>(-(t - i + 1) \left( \frac{L}{N} + L \left( 1 + \frac{L}{N} \right) \right))</td>
</tr>
<tr>
<td>([t + 1, t + L])</td>
<td>((t + L - i + 1) \left( 1 + \frac{L}{N} \right))</td>
</tr>
</tbody>
</table>

So we get
\[ V[FE^{DIS}_M(t)] = \left[ \sum_{k=1}^{L} \left( -k \left( \frac{L}{N} \right)^2 - (N - L) \left( \frac{L}{N} \right) + L \left( 1 + \frac{L}{N} \right)^2 \right) \right] \sigma^2 \]

\[ + \sum_{k=1}^{N-L} \left( -k \frac{L}{N} + L \left( 1 + \frac{L}{N} \right)^2 \right) + \sum_{k=1}^{L} \left( k \left( 1 + \frac{L}{N} \right)^2 \right) \]

CASE \( N < L \)

From (11) we get that the coefficients of \( \varepsilon(i) \) in \( FE^{DIS}_M(t) \) are as follows.

<table>
<thead>
<tr>
<th>Range of ( i )</th>
<th>Coefficient of ( \varepsilon(i) ) in ( FE^{DIS}_M(t) ) with DIS for ( N &lt; L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>([t - N + 1, t])</td>
<td>(-(t - i + 1) \left( \frac{L}{N} \right) + (L - N) + N \left( 1 + \frac{L}{N} \right))</td>
</tr>
<tr>
<td>([t + 1, t - N + L])</td>
<td>((t - N + L - i + 1) + N \left( 1 + \frac{L}{N} \right))</td>
</tr>
<tr>
<td>([t - N + L + 1, t + L])</td>
<td>((t + L - i + 1) \left( 1 + \frac{L}{N} \right))</td>
</tr>
</tbody>
</table>
So we get

\[
V[FE_{M}^{DIS}(t)] = \left[ \sum_{k=1}^{N} \left( -k \left( 2 \left( \frac{L}{N} \right) + (L - N) + N \left( 1 + \frac{L}{N} \right) \right)^2 + \sum_{k=1}^{l-N} \left( k + N \left( 1 + \frac{L}{N} \right) \right)^2 \right) + \sum_{k=1}^{N} \left( k \left( 1 + \frac{L}{N} \right) \right)^2 \right] \sigma^2
\]

3. Analysis of the forecast error variance reduction

It is well known and also apparent from the analysis conducted in the previous section that the safety inventory needed to attain a certain service level is positively related to the forecast error variance. Therefore, we analyse the value of information sharing (hereafter denoted by VOI) by considering the (percentage) variance reduction of basing the manufacturer demand forecast on end-customer demand (DIS) instead of retailer demand (NIS).

\[
VOI = \frac{V[FE_{M}^{NIS}(t)] - V[FE_{M}^{DIS}(t)]}{V[FE_{M}^{NIS}(t)]}
\]

In this section, based on the results of the previous section, we will first derive some analytical results on the sign of the VOI and its behaviour for large \( N \) (i.e. forecasts based on many demand observations) under both stationary demand and a random walk. Thereafter, we present numerical results that further illustrate how the VOI depends on the lead-time and \( N \).

**Theorem 1:**

(a) The VOI is always positive under stationary demand.

(b) The VOI converges to zero if \( N \) goes to infinity under stationary demand.

(c) The VOI is negative for a ‘large enough’ \( N \) under a random walk and converges to zero if \( N \) goes to infinity.

**Proof.**

(a) From (6a) and (10a) we get for \( N \geq L \) that
\[ V[FE_M^{DIS}(t)] > L \left( \frac{2L}{N} \right)^2 \sigma^2 + (N - L) \left( \frac{L}{N} \right)^2 \sigma^2 + L \left( 1 + \frac{L}{N} \right)^2 \sigma^2 \]

\[ = (N + 3L) \left( \frac{L}{N} \right)^2 \sigma^2 + L \left( 1 + \frac{L}{N} \right)^2 \sigma^2 = V[FE_M^{DIS}(t)], \]

which implies a positive VOI. Similarly, we get the same result for \( N < L \) from (7a) and (11a).

We can also show that under stationary demand, by developing (6a) and (10a) and using some algebra simplifications, we have

\[ V[FE_M^{DIS}(t)] - V[FE_M^{DIS}(t)] = \frac{2L^3 (2L + N) \sigma^2}{N^3} \]

which is always positive.

(b) It easily follows from (6a) and (10a) that under stationary demand, both with and without information sharing, the forecast error variance converges to \( L \sigma^2 \) if \( N \) goes to infinity, which gives the desired result.

(c) By considering (13) and (14) and using some algebra simplifications, it can be shown that

\[ V[FE_M^{DIS}(t)] - V[FE_M^{DIS}(t)] = - \frac{L^3 [L^3 - 3L^2N + L(-2 + N^2) + N(-1 + N^2)]}{3N^3} \sigma^2 \]

So

\[ \lim_{N \to \infty} \left( V[FE_M^{DIS}(t)] - V[FE_M^{DIS}(t)] \right) = \lim_{N \to \infty} \left( - \frac{L^3 N^3}{3N^3} \sigma^2 \right) = - \frac{L^3}{3} \sigma^2 < 0 \]

In addition, since \( \lim_{N \to \infty} V[FE_M^{DIS}(t)] = \infty \), we also have that \( \lim_{N \to \infty} VOI = 0 \), which completes the proof.

3.1 Numerical analysis

First, we analyse numerically the VOI under different values of \( N \) and the lead-time. Figures 1 and 2 show the VOI in the case of a stationary and random walk demand process, respectively, for \( L = 1, 2, 3, 4 \) and \( N \) ranging from 2 to 40.
The results in Figure 1 show that under the stationary demand process, VOI is always positive regardless of the value of the lead-time and the $N$, which confirms what has been shown in Theorem 1. Figure 1 also shows that VOI is a decreasing function of $N$. So when $N$ increases, the value of
information sharing is reduced. Note that in this case, the moving average with a (very) large $N$ is equivalent to the long term expected demand. However, when the lead-time increases, the value of information sharing increases.

Under the random walk process, Figure 2 shows that the VOI is positive in just a few cases. In fact, VOI is positive only for low values of $N$, but when $N$ increases (relatively higher than $L$) VOI becomes negative, which means that when $N$ is relatively higher than $L$ there is no value in sharing information. Figure 2 also shows that VOI is not a monotonic function of the $N$, which means that there is a maximum percentage reduction of its value (due to the increased variance of forecast error resulting from information sharing) beyond which this reduces and asymptotically tends to zero.

In summary, the numerical results in Figures 1 and 2 show that if the retailer is slow to react by using a large $N$ compared to its lead-time from the manufacturer, there is little or no value of information sharing.

4. Stock control implications

In previous sections, we discussed the effects of sharing information on the forecast error variance of the manufacturer. Since forecast error variance is closely linked to the safety stock (needed to attain a certain service level), we expect increased/reduced variance to translate into increased/reduced inventory levels.

However, the exact safety stock calculations are not straightforward to conduct. An important complicating factor is that deliveries from the manufacturer to the retailer are delayed if the manufacturer is out of stock. So, to achieve a certain target service level, the safety stock factor in the order level calculations needs to be larger than what corresponds to a fixed lead-time $L$. Analytically, dealing with a stochastic delivery time is notoriously difficult, even if the lead-time distribution is assumed to be known. Using approximate safety factors under both NIS and DIS for the same target service level would be unfair when evaluating the VOI, as the achieved service levels
might differ. Instead, we consider multiple safety factors consistent with a range of target service levels (0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 0.96, 0.97, 0.98, 0.99) under the assumption of a fixed delivery time $L$. Using simulation, we then present efficiency curves that trade off the (mean) achieved stock-out probability (i.e. one minus the achieved cycle service level) against the inventory level. The numerical results are generated for a lead-time $L = 4$; forecasts based on $N = 2, 10, 30$ observations; mean demand $\mu = 30$; and standard deviation of the demand $\sigma = 10$.

The simulation set-up is as follows. The order of events in a period is as described in Section 2, and the order levels are calculated as also described in that section. We allow split/partial deliveries in case the inventory level is not sufficient to satisfy all demand at once. We remark that since lead-time demand forecast errors for future periods are correlated, we base the forecast error variance on ‘lead-time demand error’ observations. In some period $t$, the most recent lead-time demand error observation is calculated as the total demand in interval $[t-L+1,\ldots,t]$ minus $L$ times the per period demand forecast produced in period $t-L$. The lead-time forecast error variance estimate is then calculated by the sample variance over the last $N$ lead-time demand error observations, just as the forecast itself is based on the last $N$ demand observations. If fewer observations are available during the initial (part of the warm up) phase of a simulation run, then all available observations are used.

For any considered setting, we performed 30 runs of 12,000 periods’ length including a warm-up interval of 2000 periods. With regards to the results, we report the average performance between period 2001 and period 12,000. These settings, in conjunction with the information presented in Section 2, facilitates the reproduction (Boylan, 2016) of our results should one wish to do so.

We first consider the case where $L = 4$, $N = 10$, $\mu = 30$, and $\sigma = 10$. Figure 3 shows the efficiency curves (for the manufacturer) under both NIS and DIS, respectively. Moreover, we present a third ‘DIS (flawed)’ curve whereby manufacturer safety stock levels are based on the forecast error variance of end-customer demand rather than retailer demand. As argued in the introductory section,
this is conceptually flawed and leads to an inflation of the VOI. This is confirmed here for the case of inventory levels. For instance, for the largest target service level considered, the flawed logic would suggest a reduction of the inventory level due to information sharing from about 90 to about 50 units, whereas actually still about 80 units are needed to achieve the same service level.

Figure 3. Efficiency curves for the manufacturer under stationary demand: \( L = 4, N = 10, \mu = 30, \sigma = 10 \). For ‘DIS (flawed)’, the manufacturer order-up-to level is based on the forecast error variance of the end-customer demand instead of the retailer demand.

In line with previous findings, and with our own analytical results, Figure 3 confirms that, for stationary demand, sharing information consistently reduces inventory levels for the same achieved service. We remark that we also compared efficiency curves for the retailer. However, because they almost overlap for this example and also other examples that will be considered, we decided not to display or discuss them.

Next, we consider the same setting as above except that end-customer demand follows a random walk process. The results are shown in Figure 4.
Again, in line with our results, the figure shows that the effect of information sharing is now (slightly) negative for the manufacturer. This confirms that basing order levels on end-customer demand rather than retailer demand under a random walk may deteriorate the performance if the number of observation on which the moving average is based ($N$) is larger than the lead-time ($L$). In situations such as the one considered in Figure 4, recent retailer demand is more indicative of forthcoming lead-time retailer demand than recent end-customer demand.

To further demonstrate the effect of the forecast adaption speed under a random walk, we also present the results for $N = 2$ and $N = 30$ in Figures 5 and 6, respectively. These confirm that basing manufacturer safety stocks on end-customer rather than retailer demand improves the inventory performance if the speed of adaptation is high but makes it considerably worse if that speed is low.

Figure 4. Efficiency curves for the manufacturer under a random walk: $L = 4$, $N = 10$, $\mu = 30$, $\sigma = 10$
Before we close this section, we should mention that experimentation with other control parameter values leads to similar results (and insights), to those discussed above, and as such are not reported here.
5. Conclusion

It is well known that demand variance may be amplified as we move upstream in any given supply chain. For a two-stage supply chain with, for example, a retailer and a manufacturer, this means that the end-customer demand faced by the retailer would typically be less variable than the retailer demand faced by the manufacturer. Consequently, if manufacturers are allowed to have visibility of the downstream less variable demand, they should be able, in principle, to improve their forecasting and inventory performance. That is, demand information sharing is a valuable practice.

Previous studies in this area have demonstrated that this is very often the case. However, some pertinent studies have relied upon an unfair comparison to reach their results. Manufacturers satisfy retailer and not end-customer demand, and as such a manufacturer’s forecasts should be compared (to determine the forecast error) with the demand received by the retailer, rather than the (less variable) demand received by end-customers, which is what previous studies have considered. We find that, for stationary demand (which is the typical setting assumed in the literature) and for a simple moving average forecast method (which is a very popular method in industry, see, e.g., Ali and Boylan, 2012), if the correct comparison is undertaken then the value of information sharing is (much) lower than previously claimed, in terms of inventory performance. Importantly, the inventory levels resulting from a fictitiously reduced forecast error variability lead to a considerable under-achievement of the service levels that manufacturers target to offer to retailers.

We also extend our analysis to the case of non-stationary demand that, apart from a very few studies, has not received much attention. We assume that end-customer demand follows a random walk process whilst forecasting still takes place by means of using a simple moving average method. A striking and insightful finding is that, under this setting, the value of information sharing is negative when the retailer is slow to react to the structural changes (i.e. when the N is large). This is because
a change in retailer demand is very likely to be sustained over several periods, making retailer demand itself a better predictor for future retailer demand than end-customer demand.

This clearly shows that focusing on (nearly) optimal forecasting methods that quickly adapt to changes tells only part of the story. Slow adaptation is the norm in real life situations, and deserves much more attention in future research - exploring when collaborative planning and demand information sharing indeed pay off. Future research should also reflect a realistic representation of how inventory systems work, by means of correctly calculating forecast errors and thus safety stock requirements. In light of the results obtained by this work, the pragmatism of the assumptions upon which an information sharing system is built for experimentation purposes appears to be a key determinant of the perceived viability of such system.

Further empirical investigation is also needed. Despite the numerous theoretical claims that demand information sharing offers considerable benefits, it must be acknowledged that empirical case-study evidence in this area is scarce. This paucity of evidence is, partly at least, due to the slow take up of relevant practices in industry (e.g., Syntetos et al., 2016), which in turn raises questions as to why this might have been the case. One would expect a quick take up of something that is valuable and does work and our findings contribute collectively towards some scepticism as to whether this is the case.
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