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Abstract

Image super-resolution (SR) has extensive applications in surveillance systems, satellite imaging, medical imaging, and ultra-high definition display devices. The state-of-the-art methods for SR still incur considerable running time. In this paper, we propose a novel approach based on Hadamard pattern and tree search structure in order to reduce the running time significantly. In this approach, LR (low-resolution)-HR (high-resolution) training patch pairs are classified into different classes based on the Hadamard patterns generated from the LR training patches. The mapping relationship between the LR space and the HR space for each class is then learned and used for SR. Experimental results show that the proposed method can achieve comparable accuracy as state-of-the-art methods with much faster running speed. The dataset, pretrained models and source code can be accessed at this URL \textsuperscript{†}.
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1. Introduction

Image super-resolution (SR) is the process of recovering a visually pleasing high-resolution (HR) image from a low-resolution (LR) image. SR finds many real applications, e.g., face recognition [26, 42, 45, 63, 71], visual question answering [69], vi-
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sual speaker identification and authentication [35], object understanding [39], activity recognition [43], surveillance systems, satellite imaging, medical imaging, and ultra-high definition display devices. Most of existing methods use certain prior information to address the SR problem, especially learned priors. The interpolation-based methods [5, 20, 32, 38, 73], the reconstruction-based methods [8, 10, 16, 28, 55, 72] and the learning-based methods [7, 9, 11–15, 17, 18, 21–25, 27, 33, 34, 36, 37, 40, 41, 44, 46–48, 51–53, 56, 58–60, 62, 64–66, 70, 74–76] are three classical types of methods for single-image SR. These SR methods aim to solve natural image SR problem. There are a kind of SR methods that only deal with face images, which are called face SR (face hallucination) [29, 54]. In this paper, the former is our concern.

Learning-based SR methods divide the input LR image into patches and predict their corresponding HR patches using the mapping models that are learned from a dataset of LR-HR patch pairs. These LR-HR patch pairs are cropped from a database composed of LR-HR image pairs. Many learning algorithms have been proposed to learn the mapping models, including dictionary learning [17, 18, 22, 40, 41, 46, 56, 58–60, 65, 66, 70, 76], regression [11, 47, 48, 58, 59, 64], decision tree [24, 62], random forest [23, 25, 53] and convolutional neural network (CNN) [13, 14, 33, 34, 36, 37, 52, 57].

The advantages and limitations of the above methods are summarized below. Most of dictionary learning methods are sparse coding (SC) based, where the sparse prior can well regularize the ill-posed SR problem. However, constructing sparse dictionaries requires expensive computation. Regression-based methods can solve the SR problem by several piecewise linear regression models or a global regression model. Both of the decision tree based methods and the random forest based methods are an ensemble of piecewise linear regression models. However, the complex tree structure and a large number of trees (forest) can slow down the retrieving speed of regression models. CNN-based methods train a global non-linear regression model to describe the mapping relationship between the LR space and the HR space more accurately. The global non-linear regression model consists of a large amount of parameters, whose computating process involves heavy computational load.

More recently, regression-based methods have achieved great improvements in SR.
Linear regression models [31] have higher prediction speed than non-linear regressions models. These methods [11, 13, 14, 33, 34, 36, 37, 47, 48, 52, 58, 59, 64] learn the relationship between the LR space and the HR space, and use it to solve SR problem. Timofte et al.[58, 59] assumed that the mapping relationship between the LR space and the HR space is locally linear and therefore lots of linear regressors are learned and anchored to the feature space as a piecewise linearization. The methods [47, 48] divide the feature space into many subspaces based on antipodally invariant metrics and learn a linear regressor for each subspace. In the papers [13, 14, 33, 34, 36, 37, 52], the mapping from the LR space to the HR space is described as a deep CNN that takes an LR image as the input and outputs an HR image, which is an end to end mapping (i.e. a global non-linear regressor). The method [37] uses a generative adversarial network (GAN) for image SR, in which a perceptual loss function [30] is adopted.

SR methods based on CNN require significant amount of training time, rendering them not suitable in certain application scenarios. Some SR methods that are based on SC [58, 59] and simple functions [64] use the gradients of the LR image patches and normalized image patches, respectively, to represent image features, which also adds to the computational complexity of the training phase. In order to tackle the above limitations, we propose a Hadamard pattern-based SR method, using decision tree [24] for single-image SR.

A Hadamard matrix [3] is a square matrix that consists of +1 and -1. It is symmetric with respect to leading diagonal. Its rows (columns) are orthogonal to one another. The Hadamard transform uses a Hadamard matrix as its operator and is useful in signal-image processing [49], including signal/image coding/decoding [1, 50] and compressive sensing [67]. It could also be useful in image filtering and pattern recognition.

In our paper, we perform Hadamard transform to code the LR training image patches. The coding results (called Hadamard patterns) are bases of classifying training data.

The contributions of this paper can be summarized into three aspects.

1) We propose to implement Hadamard transform on LR image patches and use the obtained Hadamard patterns to represent image features. Hadamard transform is fast because it just needs addition and subtraction without multiplication or division. This property makes feature extraction efficient.
2) We employ a variant of decision tree, a ternary decision tree, to conduct fast classification and regression.

3) The experimental results show that the proposed method can achieve comparable accuracy with much lower running time when compared to state-of-the-art methods.

The rest of this paper is organized as follows. Section 2 defines the problem and briefly describes the related work. Section 3 presents our solution to the single-image SR problem. Section 4 analyzes the experimental results, and Section 5 concludes this paper.

2. Related Work

2.1. Problem Statement

Single image SR aims to reconstruct an HR image with high definition and fidelity from an LR image that has unsatisfactory resolution, which can be formulated as

\[ \hat{X} = \uparrow Y, \ s.t. \ \hat{X} \approx X \]  

(1)

where \( Y \) is the LR input image, \( \hat{X} \) is the upscaled output image, \( X \) is the original HR image and \( \uparrow \) is an upsampling operator. In the training phase, \( X \) is known. This formula implies that the upsampling mapping models are trained to describe the relationship between the LR space and the HR space as accurately as possible. In the testing phase, \( X \) is unknown. This formula implies that the learned mapping models generate an HR output from an LR input. The predicted HR output and the HR image generated from the same imaging model are as similar as possible.

In the literature, the following transformation is usually used to describe the real imaging process of LR images

\[ Y = \downarrow BX + n \]  

(2)

where \( \downarrow \) is the downsampling operator, \( B \) is the blurring operator, and \( n \) is the additive noise. Most SR methods solve this problem at a patch level.
2.2. State of the Art

Recently, the single-image SR problem has been investigated extensively. Interpolation-based methods [5, 20, 32, 38, 73], reconstruction-based methods [8, 10, 16, 28, 55, 72] and learning-based methods [7, 9, 11–15, 17, 18, 21–25, 27, 33, 34, 36, 37, 40, 41, 44, 46–48, 51–53, 56, 58–60, 62, 64–66, 70, 74–76] are three common types of single-image SR methods. Interpolation-based methods produce blurry edges in the reconstructed images. Reconstruction-based methods fail to restore the novel details of HR images, especially when a large upsampling factor is employed. Learning-based single-image SR methods have attracted much research interests. In the following subsections, we will first introduce the SR problem and then focus on the related work of learning-based methods.

SC based methods [46, 58, 59, 65, 70] decompose an input LR image patch into a sparse linear combination of the atoms in the LR dictionary. The target HR patch is generated by corresponding atoms in the HR dictionary with the same representation weights. Zeyde et al. [70] applied the orthogonal matching pursuit (OMP) and reduced the dimensionality of feature vectors by principal component analysis (PCA), which improves both the running time and the accuracy. Peleg and Elad [46] suggested data clustering and cascading several levels of their proposed SR model, which is like a simple feedforward neural network and reduces the algorithm complexity. Timofte et al. [58] proposed the anchored neighbor regression (ANR) method. The ANR method is much faster than Zeyde’s method [70]. The same researchers proposed an A+ method [59], which is an improved version of ANR. The A+ method uses the neighborhood LR-HR patch pairs to learn the regression model rather than the neighborhood dictionary atoms. The ANR and A+ methods change the way sparse-coded dictionaries are used, where they search the nearest neighbors for each dictionary atom and learn the regression model for each atom using its nearest neighbors. Dong et al. [13, 14] proposed an SR method based on convolutional neural network (SRCNN). SRCNN consists of three layers. Training SRCNN [13] takes roughly 3 days to converge. Lai et al. [36] proposed the Laplacian Pyramid Super-Resolution Network (LapSRN) based on a cascade of CNNs. LapSRN progressively generates the sub-band residuals of HR output images in a coarse-to-fine scheme. The generated residuals at each level are
used to reconstruct the target HR output by upsampling and addition operations. The training time of LapSRN on a Titan X GPU is about 3 days.

Decision tree can be used to support classification and regression. Huang et al. [24] presented a decision tree-based method for single image SR, which uses all the training data to initialize the root node and generates the hierarchical decision trees. This algorithm fuses regression models that come from the same tree to improve accuracy. Random forest-based SR methods [23, 25, 53] divide a training dataset into many subsets, each of which is used to train a decision tree. When the training is done, each leaf node of a decision tree corresponds to a learned regression model. In the testing stage, the input LR patch is passed to a leaf node and converted to an HR patch using the corresponding regression model. The learned decision trees form the SR random forest. Huang et al. [25] grouped a training dataset into four subsets depending on the structure of pixels in the interpolated images. An SR decision tree is learned for each subset.

The ANR and A+ methods search nearest neighbors for each dictionary atom, which is equivalent to grouping dictionary atoms into different classes. The number of classes equals the number of dictionary atoms. So aforementioned learning-based SR methods [9, 23–25, 47, 48, 58, 59, 64] divide the training data into different classes and learn a regression model for each class. The searching time of the methods [9, 58, 59, 64] is linear to the number of classes, and that of methods [23–25, 53] is approximately linear to the depth of the tree, i.e., the logarithm of the number of leaf nodes. This property of decision tree makes it possible to achieve fast SR. Two other methods [47, 48] use a Spherical Hashing (SpH) [19] algorithm to search a regressor. They rely on a parallel implementation to deal with the sparse dictionaries with a large amount of atoms. Besides Spherical Hashing algorithm, the emerging cross-media hashing algorithm [68] may be used to search a proper regressor in a learning-based SR method.

In addition, the way that learning-based methods [46, 58, 59, 64, 65, 70] extract image feature can add to computational complexity, and the CNN-based methods take significant training time.

We propose to use Hadamard patterns as image features for SR because it can
Figure 1: The flowchart explaining the steps used to construct a training dataset of LR-HR patch pairs and learn the SR decision tree from this training dataset. We divide the training data into different groups based on the generated Hadamard patterns of LR patches using a coarse-to-fine strategy, and then learn a mapping model for each group. We cluster the training data and at the same time learn a SR decision tree.

represent typical LR image patterns. Also, Hadamard pattern is simpler to compute than image gradient [58, 59], which is not computationally demanding and only needs small memory. Decision tree is used in our method to achieve fast classification and regression.

3. The Proposed Method

In this section we present our method for fast regression-based SR. Our proposed method is based on the idea of piecewise linear regression presented in [47, 48]. It employs an ensemble of piecewise linear mapping models (piecewise linear regressors) anchored to certain leaf nodes and searches the appropriate mapping model through a ternary search algorithm. We train and select the mapping models similarly, as shown in the upcoming sections.

An overview of our algorithm is shown in Fig. 1. It explains how to construct a training dataset of LR-HR image patch pairs. Based on the generated Hadamard patterns of the LR training image patches, an SR decision tree is learned, where the
LR-HR image patch pairs cluster into different classes on the leaf nodes. A linear mapping model is learned for each leaf node using the training data arriving at this node. Since all the data are classified into different classes based on the SR decision tree, and each class is modelled by a linear mapping model, the decision tree represents a piecewise linear system.

3.1. Linear Regression Framework

Some CNN-based SR methods [13, 14, 33, 34, 36, 37, 52] choose a non-linear regression scheme, which leads to prohibitive complexity in training. In testing phase, the complicated and deep network structure (a global regression model) may affect running time.

In our method, we choose a simple regression scheme, i.e. piecewise linear regression. Considering one linear regressor (mapping model), we just need to compute the linear weighted sum of the input LR pixels (they compose an LR image patch) for a desired output HR patch. We split the feature space into many subspaces and obtain a better piecewise linear regression system that consists of many linear mapping models. In the training phase, the training data are grouped, and during the testing phase the proper mapping model is selected for each input LR patch.

For the SR problem discussed in this paper, regression is used to reconstruct HR patches from the LR input patches using a set of linear mapping models that conform a piecewise linear regression system. The process can be formulated as:

\[ h^r = lM_q \]  

where \( l \) is a row vector, representing a vectorized input LR image patch. The reconstructed HR image patch of \( l \) is represented by a row vector \( h^r \). \( M_q \) (\( q=1,2,\ldots,D \)) is a coefficient matrix, representing the \( q^{th} \) mapping model and \( D \) is the total number of the learned mapping models.

3.2. Learning the SR decision tree

In this paper, we propose an SR method using Hadamard patterns. The Hadamard patterns are obtained by Hadamard transform that uses Hadamard matrix as the trans-
formational matrix. The calculation of Hadamard pattern is simple because it just involves addition and subtraction. Our method uses the Hadamard patterns of LR image patches to describe their image features, and clusters training data based on them. For each class, we train the mapping model $M_q$ from the LR space to the HR space using the training data that belong to it.

The concept of decision tree is first proposed by Breiman et al. [6], which is often used in data mining. The decision tree has a tree structure, where a node with two or more child nodes is called a non-leaf node and a node without a child node is called a leaf node.

In this paper, we employ the ternary decision tree for image SR, where each non-leaf node has three child nodes. We have conducted experiments on both the traditional binary decision tree and the ternary decision tree. Experimental results show that the ternary decision tree can result in better accuracy than the binary decision tree.

In the training stage, the root node of the SR decision tree is initialized with all the training data. Then threshold parameters are learnt to determine how each non-leaf node with sufficient training data splits the training data into its left, middle and right child nodes. Finally, each leaf node holds some training data, which are used to learn a mapping model.

3.2.1. The Extraction of Training Data

We extract LR-HR patch pairs from the training image dataset, which consists of LR-HR image pairs. The HR training images $I_h$ are directly downsampled by bicubic interpolation to generate corresponding LR training images $I_l$. The extracted LR-HR patch pairs $(l_j, h_j)$ are used for training, where $l_j \in R^{1 \times 16}$ is a vectorized LR image patch and $h_j$ is a vectorized HR image patch.

3.2.2. Feature Representation

The selection and extraction of LR image feature will affect the quality of HR output and the running time. The simple function method [64] uses the normalized LR patch as image feature. The methods [58, 59, 70] use the first-order and second-order gradients of an LR image patch as its image features, which adds to computational
complexity. In this paper, we perform Hadamard transform on vectorized LR image patches to calculate their Hadamard patterns. The implementation of transform is fast, which saves the running time. Eq. (4) shows how to calculate the Hadamard pattern $p_i$ for a vectorized LR image patch $l_i$.

$$p_i = l_i Q_{15} \quad (4)$$

where $Q_{15}$ is the reduced Hadamard matrix described below.

$$Q_{16} = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & -1 & -1 & 1 \\
1 & -1 & 1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & -1 & -1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & -1 & -1 & 1 \\
1 & -1 & 1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 & -1 & 1
\end{bmatrix}$$

A 16-order Hadamard matrix $Q_{16}$ is used in our paper. The Eq. (5) shows the Hadamard matrix $Q_{16}$. $Q_{16}$ has all its rows (columns) orthogonal to each other and any two rows (columns) of $Q_{16}$ differ in half their elements. The Hadamard matrix with order of a power of 2 (e.g. $Q_{16}$) can be constructed through the following recursive method (6). It can be realized by a built-in MATLAB function (i.e. hadamard()).

$$Q_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad Q_{2^{k+1}} = \begin{bmatrix} Q_{2^k} & Q_{2^k} \\ Q_{2^k} & -Q_{2^k} \end{bmatrix} \quad (k \geq 1) \quad (6)$$

In our method, we extract square patches and vectorize them. Each patch is represented by a row vector. According to Eq. (6), the order of Hadamard matrix is 2, 4, 8, 16, 32, 64, ..., $2^k (k \geq 1)$. In order to perform Hadamard transform on vector-
ized square patches (see Eq. (4)), the side length of square patches needs to be an even number.

We set the size of an LR image patch to $4 \times 4$ and use a 16-order Hadamard matrix $Q_{16}$ (see Eq. (5)) in our method. When the size of an LR image patch is $2 \times 2$, its corresponding Hadamard matrix is $Q_4$. The small patch size will result in capturing less image information. When the size of an LR image patch is $8 \times 8$, its corresponding Hadamard matrix is $Q_{64}$. The accuracy of adopting $Q_{64}$ is worse than that of adopting $Q_{16}$. Besides, the order of $Q_{64}$ is bigger. We need to compute more parameters in our method, which adds to the computation load and may cause over-fitting.

Each column of $Q_{16}$ is equivalent to a convolution filter, which can be used to obtain different statistics of the image features of an LR image patch. The first column of the $Q_{16}$ is all 1. This filter just calculates the sum of all pixels in an LR image patch. It can not reflect the texture characteristics (texture diversity) of an LR image patch. So we delete the first column of $Q_{16}$ to get a new matrix $Q_{15}$. Later, the so-called Hadamard matrix refers to the new matrix $Q_{15} \in R^{16 \times 15}$.

Each column of $Q_{15}$ can be reshaped as a $4 \times 4$ matrix and visualized. Fig. 2 is the visualization of Hadamard matrix $Q_{15}$, where the white pixel represents +1 and the black -1. The subgraph (a)-(o) represents the $1^{st} - 15^{th}$ column of $Q_{15}$ respectively.

The big block of black (white) blocks implies low frequency signal and small size implies high frequency signal. Small size is more likely related to noise. In consideration of this, we set the sequence $Seq = [2 \ 8 \ 3 \ 12 \ 10 \ 1 \ 4 \ 11 \ 14 \ 6 \ 9 \ 15 \ 7 \ 13 \ 5]$. Following
this determined sequence, we perform 15 round of splittings to group training data into different classes using the corresponding column of Hadamard patterns of LR training data.

### 3.2.3. Clustering and Training

All the extracted LR image patches form a matrix $L \in \mathbb{R}^{N \times 16}$ by stacking the row vectors $l_i (i = 1, ..., N)$, where $N$ is the number of extracted pairs, and the corresponding HR image patches form a matrix $H \in \mathbb{R}^{N \times s^2}$ ($s$ is the upscaling factor). The Hadamard pattern $P \in \mathbb{R}^{N \times 15}$ can be calculated by the following Eq. (7).

$$P = LQ_{15}$$

In the process of learning an SR decision tree, the training data are split from non-leaf nodes into leaf nodes to perform clustering on training data. Once the clustering is done, each cluster is used to learn a mapping model. We initiate the root node with all the training data. According to the determined sequence $Seq$, in the first round of splitting, we use the $2^{nd}$ ($Seq[1]$) column of the generated Hadamard patterns to group training data into three classes based on two learnt thresholds described below. By now, the SR decision tree has one root node and three child nodes. Then the three classes go on the second round of splitting separately. During the second round of splitting, we use the $8^{th}$ column ($Seq[2]$) of the Hadamard patterns corresponding to each class to perform further classification. The splitting goes on round after round and there are at most 15 round of splittings. In the $k^{th}$ ($k = 1, ..., 15$) round of splitting, how many times we perform classification depends on the current number of non-leaf nodes. For each non-leaf node, its training data are partitioned according to the $Seq[k]^{th}$ column of its Hadamard patterns. The SR decision tree is progressively constructed by partitioning the training data from non-leaf nodes into leaf nodes. When we are performing the $k^{th}$ round of splitting, we are constructing the $k^{th}$ layer of the SR decision tree.

The depth of the learned SR decision tree is at most 16 because $Q_{15}$ has 15 columns and so the generated Hadamard patterns has 15 columns. Here, we consider that the root node has depth 1. When we have finished the $15^{th}$ round of splitting, we mark the
generated child nodes as leaf nodes.

In the splitting at the non-leaf node $j$ with $N_j$ training patch pairs (i.e., $L_j$ and $H_j$), we assume that it has sufficient training data. We generate Hadamard patterns $P_j$ (see Eq. (7)) for training data in current node $j$. We assume that this splitting is in the $k^{th}$ ($k = 1, ..., 15$) round of splitting. We use the $\text{Seq}[k]^{th}$ column of $P_j$ to group $L_j$ and $H_j$. First we sort the $\text{Seq}[k]^{th}$ column of $P_j$ in ascending order to get $P^s$ as shown in Eq. (8). Then the threshold values $v_1$ and $v_2$ are obtained from $P^s \in R^{N_j}$ by Eq. (9)

$$P^s = \text{Sort}(P_j(:, \text{Seq}[k]^{th}))$$

$$v_1 = P^s(\lfloor (1 - v)N_j/2 \rfloor, 1), \quad v_2 = P^s(\lceil (1 + v)N_j/2 \rceil, 1)$$

where $v \in (0, 1)$ controls the position we select threshold values. It is the constraint we employ to restrict the relative training data size of three child nodes.

The training data that their Hadamard pattern values in the $\text{Seq}[k]^{th}$ column are smaller than $v_1$ will be passed to the left child node, and greater than $v_2$ to the right child node. The rest of the training data will be passed to the middle child node. Then a set of parameters $\beta_j = [k, \text{ind}_l, \text{ind}_m, \text{ind}_r, v_1, v_2]$ are stored in this non-leaf node. The parameter $k$ is the depth of this node (i.e. this node’s training data are classified in which round of splitting). $\text{ind}_l$, $\text{ind}_m$ and $\text{ind}_r$ are indices that point to this node’s left, middle and right child node respectively. $v_1$ and $v_2$ are the learned threshold values. $v_1$ is the smaller one.

The ternary splitting should fulfill Eq. (10).

$$\min(N_l, N_m, N_r) \geq \text{min}\_\text{num}$$

where $N_l$, $N_m$ and $N_r$ are the training data sizes of the left, middle and right child node respectively, and $\text{min}\_\text{num}$ represents the minimum size of training samples in one leaf node.

After one splitting, if the number of training samples in one child node is less than the minimum $\text{min}\_\text{num}$ we have determined, then this splitting is invalid, and the
current node is marked as a leaf node. Before we begin a new splitting, we also check whether the number of training samples in current node is less than $3 \times \text{min} \_\text{num}$.

If it is, then the current node is marked as a leaf node because splitting this node will result in at least one child node whose training samples are less than $\text{min} \_\text{num}$.

For each leaf node, we learn a mapping model from the LR space to the HR space using the training data arrived here and just store the index to this mapping model in this leaf node.

A non-leaf node in the learned SR decision tree stores its depth (i.e. this node’s training data are classified in which round of splitting) in the tree, the learned threshold values and the indices that point to its child nodes. The learned threshold values are used for classification. The training and testing data are partitioned into this non-leaf node’s left, middle or right child node according to a comparison result between the learned threshold values and their Hadamard patterns. A leaf node in the learned SR decision tree stores the index that points to a mapping model. Let $M_q$ be the mapping model that is learned using training data arrived at leaf node $q$.

For each leaf node $q$, a mapping model is calculated using the least squares method to solve Eq. (11) with the constraint that the sum of each column of $M_q$ is 1.

$$H_q = L_q M_q$$

where $M_q$ is the regression matrix of the $q^{th}$ leaf node, $H_q$ and $L_q$ are the training data pairs arriving at leaf node $q$. The clustering and training scheme is summarized in Algorithm 1.

### 3.3. Time Complexity Analysis

Let $N$ be the total number of the LR-HR patch pairs in the training dataset, and $L$ be the number of layers in the decision tree. The time complexity of training the decision tree is $O(N \cdot L)$, because $N$ Hadamard patterns need to be computed in each layer. In the proposed method a constant (at most 15) layers exist in the decision tree, so the time complexity of training is $O(N)$.
Figure 3: The flowchart explaining the searching process. Each time we extract one LR patch from the input LR image and compute its Hadamard pattern. Then this generated Hadamard pattern is compared with the learned thresholds in the obtained SR decision tree until arrives at a leaf node. The proper mapping model is found.

Figure 4: The position relationship between an input LR patch and its predicted HR patch. In this figure, each small square represents a pixel. The black squares in the LR image are padding and the yellow squares are LR pixels. The right one is the predicted HR image with the upscaling factor $s = 2$. Obtaining all the predicted HR patches, we crop the border to get the final HR output.
3.4. SR Scheme

For regression-based SR methods, searching proper mapping models in the stage of performing SR is time-critical. In our method, we perform a ternary search, which yields state-of-the-art running time. The searching process is shown in Fig. 3. When we search a mapping model for an input LR image patch, we need to go through at most 15 (a constant) number of layers of the decision tree. Each layer involves only one Hadamard pattern computation and two comparisons, so the time complexity of traversing the decision tree is $O(1)$.

We use a sliding window of $4 \times 4$ to extract a patch from the input LR image in a raster-scan order and calculate its Hadamard pattern. Each time the sliding window moves one pixel. According to the current depth, we compare the $Seq[depth]^{th}$ column of the generated Hadamard pattern with the thresholds corresponding to current node and pass this test patch to next node until it arrives at a leaf node. The corresponding mapping model is then used to map the LR image patch to the target HR output. All the mapped HR patches form the predicted HR output. The extracted patches from input LR image have overlapping regions, and the predicted HR image patches have no overlapping regions. So we need not to average the overlapping regions for the target output in the testing stage. As seen in Fig. 4, when the upscaling factor is 2, the sliding window in input LR image moves one pixel and the sliding window in predicted HR image moves two pixels.

4. Experimental Results and Analysis

In this section, we show experimental results and analyse them. In order to demonstrate effectiveness and efficiency of the proposed algorithm, we employ a common training image dataset and two testing datasets. We use the training image dataset [65] that contains 91 natural images. For testing image datasets, we use Set5 [4] (5 images) and Set 14 [70] (14 images). The testing images are not included in the training image dataset. We adopt peak signal-to-noise ratio (PSNR), structural similarity index (SSIM) [61] and running time to measure the performance for all methods.
Following the experimental setting of other papers [14, 24, 36, 53, 58, 59], we extract LR training data from the standard image dataset without Gaussian blurring on these training images. For generating the testing images, however, to imitate the real imaging process, all the images in Set5 and Set14 are first blurred by a $5 \times 5$ Gaussian filter with standard deviation 1.6 and then downsampled by bicubic interpolation with scaling factor of 2 to generate the corresponding LR testing images. The size of an LR image patch is $4 \times 4$ and the size of an HR image patch is $s \times s$ ($s$ is the upscaling factor). The proposed method only deals with the luminance channel in YCrCb color space and the chromatic components are enlarged to the desired size with bicubic interpolation.

We use the LR testing images in the aforementioned conditions to measure all methods [14, 24, 36, 53, 58, 59].

4.1. Experimental Settings

The quality of the proposed method is related to the quality of the mapping models. It is obvious that the quality of mapping models can be improved by using more training data. More training data can make the relationship between LR and HR image patches be described more accurately. Fig. 5 (a) illustrates the relationship between the minimum size of training data in a leaf node $\text{min}_\text{num}$ and the average PSNR of the reconstructed images in Set5 when the upscaling factor is 2 and $v$ is 0.4. We vary $\text{min}_\text{num}$ from 16 to 2048 and each time $\text{min}_\text{num}$ doubles. It can be seen from Fig. 5 (a) that the average PSNR of these testing images is improved by more than 2.0dB. As $\text{min}_\text{num}$ is larger than 512, the accuracy converges. In the following experiments, $\text{min}_\text{num}$ is set to 512.

In our proposed method, we use the $v$ value to restrict the relative training data size of three child nodes, as stated in Eq. (9) and Eq. (10). The average PSNR of the reconstructed images in Set5 with respect to different $v$ are shown in Fig. 5 (b). A larger or smaller $v$ gives a more tight constraint on the training data size of child nodes, which results in longer training time. Considering both the training effectiveness and the training time, in the following experiments, we set $v$ to 0.5.

Our computing platform is an Intel Core i7-4790 CPU 3.60 GHZ 4 core processor with 16GB RAM.
Figure 5: Upscaling factor=2: (a) the relationship between $\text{min\_num}$ and the average PSNR of the reconstructed images in Set5 when upscaling factor is 2, with $v=0.4$; (b) the relationship between $v$ and the average PSNR of the reconstructed images in Set5 with $\text{min\_num}=512$. 
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Figure 6: Speed and accuracy trade-off. The results of (a) and (b) are evaluated on Set5 and Set14 respectively with the upscaling factor 2. The proposed method generates SR images efficiently and accurately.
4.2. Comparison With State-of-the-Art Methods

We compare our method with some well-known single image SR methods, such as ANR [58], A+ [59], SRHDT_f* [24], RFL [53], SRCNN [14] and LapSRN [36] methods. We have used their published implementations. Fig. 6 shows the trade-off between running time and accuracy clearly. The proposed method performs best.

In Fig. 7, we show the normalized average PSNR, SSIM and running time by different methods on Set5. In Table 1, we provide a detailed quantitative evaluation on Set14. Among them, the Bicubic, ANR, A+, SRCNN, LapSRN methods are implemented in MATLAB 2015a. The RFL and the proposed methods are implemented based on mixed programming of C++ and MATLAB. For the SR method in [24], we
use their proposed hierarchical framework with fused regression models (SRHDTf) for comparison. SRHDTf* is implemented in C++ and applies the standard 91 training images for training, but its running time is still slower than ours as shown in Fig. 7 and Table 1. For SRCNN method, its published code is slower than the one used in their paper. However their reported times for SRCNN are slower than those of A+ in their benchmark [14] and our running times are faster than those of A+ as shown in Fig. 7 and Table 1. For LapSRN method, we only test its accuracy and running time on a CPU platform. They applied GPU acceleration in their published paper [36].

As can be seen in Fig. 7 and Table 1, comparing with the state-of-the-arts, our method can achieve comparable accuracy with much less running time. In addition, visual comparison in Fig. 8 - 9 shows that our method can better preserve sharp edges and restore more detailed information.

4.2.1. SR methods based on sparse coding

The proposed method, ANR method and A+ method use the same training image dataset [65]. As shown in Fig. 7, the average PSNR of our method is higher than both the average PSNR achieved by ANR method and the average PSNR of A+ method. Besides, our method leads in the average running time. In addition, our method can obtain higher average SSIM. The A+ method improves ANR method. As shown in Fig. 7 and Table 1, our method outperforms ANR and A+ in running time while being competitive in quality.

When searching the nearest neighbor dictionary atom for an input LR feature, the ANR and A+ methods calculate the correlation between the input LR feature and all dictionary atoms to find the dictionary atom with maximum correlation. The searching time is linear to the size of this dictionary. The searching process of our method is a ternary search. In our method, the learned SR decision tree has at most 16 layers (the depth of the root node is 1). So we only need at most 15 comparisons until the desired leaf node is found. In the ANR and A+ methods, there are 1024 atoms in the dictionary. They need to find the nearest neighbor atom from them. Obviously, we are the best-performer in the trade-off between quality and running time, confirming the best appropriateness of practical application.
Table 1
The PSNR, SSIM and running time by different methods for scaling factor 2 on Set14.

<table>
<thead>
<tr>
<th>Images</th>
<th>Measures</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>baboon</td>
<td>PSNR</td>
<td>23.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>barbara</td>
<td>PSNR</td>
<td>26.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bridge</td>
<td>PSNR</td>
<td>24.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>coastguard</td>
<td>PSNR</td>
<td>26.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>comic</td>
<td>PSNR</td>
<td>30.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>face</td>
<td>PSNR</td>
<td>28.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>flowers</td>
<td>PSNR</td>
<td>27.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>foreman</td>
<td>PSNR</td>
<td>29.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lenna</td>
<td>PSNR</td>
<td>31.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>man</td>
<td>PSNR</td>
<td>26.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>monarch</td>
<td>PSNR</td>
<td>29.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pepper</td>
<td>PSNR</td>
<td>31.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ppt3</td>
<td>PSNR</td>
<td>23.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>zebra</td>
<td>PSNR</td>
<td>26.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>PSNR</td>
<td>27.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.2. SR methods based on decision tree and random forest

For upscaling factor of 2, the average PSNR of our method is higher than that of SRHDT_* and our average running time is faster as shown in Fig. 7. The average results of Table 1 show that we are consistently better than SRHDT_* in average PSNR. Besides, our method has a faster running speed. The speed-up with respect it is ×27. The hierarchical structure and fusing relevant predicted results within the same decision tree result in its longer running time.

The RFL method learns multiple trees. During inference, RFL has to average pre-
dictions over all trees. The proposed method just has one SR decision tree and has no averaging operations. We are competitive in terms of PSNR and SSIM when compared with RFL. Beyond that, we are much faster.

The tree structure in SRHDT_J* is more complex than that of ours and RFL method has more trees than the proposed method. They fail to balance the accuracy and running time due to higher computational complexity.

4.2.3. **SR methods based on CNN**

The SRCNN method [14] is trained on two different training image datasets respectively, one is the training dataset contains 91 images and another is the ILSVRC 2013 ImageNet training dataset contains 395,909 images. The SRCNN performs better on the second training dataset. So the SRCNN method used in this paper is trained on the ImageNet.

As shown in Fig. 7 and Table 1, the average PSNR obtained with our method is higher than that of SRCNN. Besides, our method is highly competitive in terms of running time. Compared with SRCNN method, our method clearly outperforms it in both running time and average quality (PSNR). Furthermore, our training time is less than 15 seconds and the training time of the SRCNN method is roughly 3 days. It can be seen from Table 1, the speed-up with regard to SRCNN is \( \times 258 \).

The LapSRN method constructs its network based on the Laplacian pyramid framework. The HR output image is reconstructed progressively. The LapSRN method uses the 91 images from [65] and 200 images from the training dataset of Berkeley Segmentation Dataset [2] to train its model. We show the objective evaluation in Fig. 7 and Table 1. The PSNR obtained with our method is higher than that of LapSRN and our running speed is much faster. As shown in Table 1, the speed up by using our method is \( \times 37.33 \).

The structure of our decision tree with Hadamard patterns is much simpler than that of a deep CNN, but it resulted in similar or even better accuracy. The reason is that Hadamard patterns cover almost all the possible patterns an LR image patch can have and division of the whole feature space into piecewise linear subspaces based on Hadamard patterns can effectively approximate the non-linear feature space. So, our
approach can reach the results a complex deep CNN may produce.

Therefore, when quality of image with a fast processing speed is the priority, our proposed method can be a better candidate than aforementioned methods in real applications.

5. Conclusion

This paper proposed a Hadamard pattern-based SR method for single-image SR problem, which focuses on reducing the running time dramatically while preserving the accuracy. Our method performs Hadamard transform on LR image patches and use the generated Hadamard patterns to describe their image features. The calculation of Hadamard pattern is simple because it just involves addition and subtraction. Moreover, the use of ternary decision tree speeds up our method further.
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Algorithm 1 The Algorithm of Clustering and Training

**Input:** The HR training images $I_h$ and LR training images $I_l$. The Hadamard matrix $Q_{15}$. The determined sequence $Seq$.

**Output:** The learned SR decision tree $dt$ and the mapping models $M$.

1. Extract LR-HR patch pairs from $I_h$ and $I_l$ and initiate the root node with all the training data. Initiate the number of leaf nodes $q$ with 1.
2. for $i = 1$; $i \leq \text{length}(Seq)$; $i++$ do
3.    for each unprocessed non-leaf node $j$ do
4.        if $N_j < 3 \times \text{min} \_ \text{num}$ then
5.            Mark this node as a leaf node and learn the mapping model $M_q$. The index $q$ is stored in this leaf node; $q++$.
6.        else
7.            Generate Hadamard patterns $P_j$ for this node as (7).
8.            Sort the $Seq[i]^{th}$ column of $P_j$ in ascending order and find threshold values $v_1$ and $v_2$ as (8, 9).
9.            Split the training data at node $j$ into its left, middle and right child node by comparing the learned threshold values ($v_1$ and $v_2$) and the generated Hadamard patterns $P_j$.
10.           if $\text{min}(N_l,N_m,N_r) < \text{min} \_ \text{num}$ then
11.              Mark this node as a leaf node and learn the mapping model $M_q$. The index $q$ is stored in this leaf node; $q++$.
12.           else
13.               Mark this node as a non-leaf node and store the set of parameters $\beta_j$ in this node.
14.           end if
15.       end if
16.    end for
17. end for
18. for each unprocessed non-leaf node $j$ do
19.    Mark this node as a leaf node and learn the mapping model $M_q$. The index $q$ is stored in this leaf node; $q++$.
20. end for
Figure 8: Comparison of super-resolution on butterfly by different methods for scaling factor 2. The proposed method can better preserve sharp edges.
Figure 9: Comparison of super-resolution on foreman by different methods for scaling factor 2. The proposed method obtains highest PSNR and can better restore more detailed information.