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1 Introduction

This work is an investigation into quasi-stationarity of the classical Shiryaev diffusion re-

stricted to an interval. Specifically, the focus is on the solution (Rr
t )t≥0 of the stochastic

differential equation

dRr
t = dt +Rr

t dBt with Rr
0 := r ≥ 0 fixed, (1)

where (Bt)t≥0 is standard Brownian motion in the sense that E[dBt ] = 0, E[(dBt)
2] = dt, and

B0 = 0. The time-homogeneous Markov process (Rr
t )t≥0 is an important particular version
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of the so-called generalized Shiryaev process. The latter has been first arrived at and studied

by Prof. A.N. Shiryaev—hence, the name—in his fundamental work [30,31] on quickest

change-point detection. While interest to the Shiryaev process in the context of quickest

change-point detection has never weakened (see, e.g., [21,32,11,6,23,26,24,25]), the pro-

cess has received a great deal of attention in other areas as well, notably in mathematical

finance (see, e.g., [13,9,16]) and in mathematical physics (see, e.g., [19,8]). It has also been

considered in the literature on general stochastic processes (see, e.g., [36,37,9,10,29,20,28,

27]).

The particular version of the Shiryaev process (Rr
t )t≥0 governed by equation (1) is of

special importance and interest because it is the only version with probabilistically nontrivial

behavior in the limit as t →+∞, exhibited in spite of the distinct martingale property E[Rr
t −

r− t] = 0 for all t ≥ 0 and r ≥ 0. Moreover, the process is convergent (as t →+∞) regardless

of whether the state space is (I) the entire half-line [0,+∞) with no absorption on the interior;

or (II) the interval [0,A] with absorption at a given level A > 0; or (III) the shortened half-

line [A,+∞) also with absorption at A > 0 given. The case of a negative initial value r was

touched upon in [20]. Cases (I), (II), and (III) have all been considered in the literature,

which we now briefly review.

Case (I) is probably the easiest of the three cases. The asymptotic (as t → +∞) distri-

bution of (Rr
t )t≥0 in this case is known as the stationary distribution. Formally, the latter is

defined as

H(x) := lim
t→+∞

P(Rr
t ≤ x) and h(x) :=

d

dx
H(x), (2)

and it has already been found, e.g., in [30,31,21,11,6,28], to be the momentless distribution

H(x) = e
− 2

x ✶{x≥0} and h(x) =
2

x2
e
− 2

x ✶{x≥0}, (3)

which is an extreme-value Fréchet-type distribution, and can also be recognized as a partic-

ular case of the inverse (reciprocal) gamma distribution. Exact closed-form formulae for the

distribution of Rr
t for any given t ≥ 0 and r ≥ 0 can be found, e.g., in [16,2,28].

Cases (II) and (III) are fundamentally different from and far less understood than case (I),

due to absorption at one of the boundaries. The corresponding asymptotic (as t → +∞)

distributions are quasi-stationary distributions, i.e., stationary but conditional on extended

survival. Formally, consider the stopping time

S
r

A := inf{t ≥ 0: Rr
t = A} such that inf{∅}=+∞,

where Rr
0 := r ≥ 0 and A > 0 are fixed. The quasi-stationary distribution is defined as

QA(x) := lim
t→+∞

P(Rr
t ≤ x|S r

A > t) and qA(x) :=
d

dx
QA(x), (4)

and it does depend on whether r ∈ [0,A], which is case (II), or r ∈ [A,+∞), which is case (III),

but the specific value of r inside the state space of choice is irrelevant.

Case (III) is arguably the least understood case. To the best of our knowledge, the first

attempt to treat this case was made in [7, Section 7.8.2] where the authors proved that not

only does the quasi-stationary distribution exist for any A > 0, but also that there is a whole

parametric continuum of quasi-stationary distributions when A is not sufficiently large. Fur-

ther progress on this case was recently made in [27] where QA(x) and qA(x) were, for the

first time, found analytically for any A> 0. It was also shown in [27] that the quasi-stationary

distribution is unique whenever A ≥ A∗ ≈ 1.265857361 where A∗ is the solution of a certain
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transcendental equation. While case (III) may be the least understood case, the focus of this

work is entirely on case (II), which is discussed next along with the motivation.

Case (II) is of importance in quickest change-point detection, and in this context, it was

investigated in, e.g., [21,6,26]. See also, e.g., [22,16] and [7, Section 7.8.2]. For example,

it is known from [21,22] that, expectedly, the limit of QA(x), defined in (4), as A → +∞ is

H(x), defined in (2) and given by (3); the convergence is from above, and is pointwise, at

every x ∈ [0,+∞), i.e., at all continuity points of H(x). Moreover, analytic closed-form for-

mulae for QA(x) and qA(x) were recently obtained in [26], apparently for the first time in the

literature; see formulae (10) and (11) below. To boot, the distribution of Rr
t conditional on no

extinction prior to time t > 0, for any given t > 0 and r ∈ [0,A) has been derived explicitly

as well (see, e.g., [23,16]); this conditional distribution becomes the quasi-stationary distri-

bution in the limit, as t → +∞. Due to its connection to quickest change-point detection, it

is case (II) that is of interest to this work, which is also motivated by quickest change-point

detection. Notwithstanding all the headway made lately on case (II), gaps do remain, and

this work seeks to fill some of these gaps in.

More precisely, the contribution of this work in relation to case (II) is two-fold: (a) ob-

tain exact closed-form formulae for the quasi-stationary distribution’s moments; and subse-

quently use the moment formulae to (b) derive an exact formula (in different forms) for the

Laplace transform of the quasi-stationary distribution. The moment formulae are obtained

as an extension of the effort made earlier in [26] where the moment sequence was shown

to satisfy a certain recurrence whose closed-form solution, at the time, seemed out of reach.

This work “runs that leg” and solves the recurrence explicitly. This is done in the first half

of Section 3, which is the main section of the present paper. The second half of Section 3

is devoted to the computation of the Laplace transform in two different ways: first using the

obtained moment formulae, and then also by solving a certain order-two ordinary differen-

tial equation that the Laplace transform of interest can be easily shown (see [26]) to satisfy.

Since nearly all of the formulae involve special functions, we conveniently preface Section 3

and the derivations therein with Section 2 which introduces the relevant special functions.

Lastly, Section 4 wraps up the entire paper with a few concluding remarks.

2 Notation and nomenclature

For convenience we shall adapt the standard notation employed uniformly across mathe-

matical literature. In particular, this applies to a host of special functions we shall deal with

throughout the sequel. These functions, in their most common notation, are:

1. The Gamma function Γ (z), z ∈ C, frequently also referred to as the extension of the

factorial to complex numbers, due to the property Γ (n) = (n−1)! exhibited for n ∈ N.

See, e.g., [3, Chapter 1].

2. The Pochhammer symbol, or the rising factorial, often notated as (z)n and defined for

z ∈ C and n ∈ N∪{0} as

(z)n :=

{

1, for n = 0;

z(z+1) · · ·(z+n−1), for n ∈ N,

and it is of note that (1)n = n! for any n ∈ N∪{0}. See, e.g., [34, pp. 16–18]. Also,

observe that

(z)n =
Γ (z+n)

Γ (z)
for n ∈ N∪{0} and z ∈ C\{0,−1,−2, . . .},
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and if z is a negative integer or zero, i.e., if z =−k and k ∈ N∪{0}, then

(−k)n =







(−1)n k!

(k−n)!
, for n = 0,1, . . . ,k;

0, for n = k+1,k+2, . . .;

(5)

cf. [34, p. 16–17].

3. The special case of the generalized hypergeometric function (see, e.g., [3, Chapter 4])

with two numeratorial and two denominatorial parameters. The function, denoted as

2F2[z], is defined via the power series

2F2





a1,a2

b1,b2

∣

∣

∣

∣

∣

∣

z



 :=
∞

∑
n=0

(a1)n (a2)n

(b1)n (b2)n

zn

n!
, (6)

where b1,b2 6∈ {0,−1,−2, . . .} and |z| < +∞. See [34, p. 20]. It is of note that when

only one of the numeratorial parameters ai, i = 1,2, is a negative integer or zero, then, in

view of (5), the power series on the right of (6) terminates, thereby turning the function

2F2[z] into a polynomial in z of degree −ai.

4. The Whittaker M and W functions, traditionally denoted, respectively, as Ma,b(z) and

Wa,b(z), where a,b,z∈C; the Whittaker M function is undefined when −2b∈N, but can

be regularized. These functions were introduced by Whittaker [35] as the fundamental

solutions to the Whittaker differential equation. See, e.g., [33,5].

5. The modified Bessel functions of the first and second kinds, conventionally denoted,

respectively, as Ia(z) and Ka(z), where a,z∈C; the index a is referred to as the function’s

order. See [4, Chapter 7]. These functions form a set of fundamental solutions to the

modified Bessel differential equation. The modified Bessel K function is also known as

the MacDonald function.

6. The particular case of the generalized bivariate Kampé de Fériet function

F
0:2;1
2:0;0





−−−− : a1,a2 ; 1

b1,b2 : −−−−−;−−

∣

∣

∣

∣

∣

∣

xy,x



 :=
∞

∑
i=0

∞

∑
j=0

(a1)i (a2)i (1) j

(b1)i+ j (b2)i+ j

(xy)ix j

i! j!
, (7)

which is well-defined for b1,b2 6∈ {0,−1,−2, . . .} and |x|<+∞ and |y|<+∞. See [34,

p. 27]. The above F
0:2;1
2:0;0[x,y] function was introduced in [15], and is slightly more gen-

eral than the original Kampé de Fériet function proposed by Prof. J. Kampé de Fériet

in [12].

3 The formulae and discussion

As was mentioned in the introduction, the quasi-stationary distribution defined in (4) was

recently expressed analytically in [23] through the Whittaker W function. Specifically, it

can be deduced from [23, Theorem 3.1] that if A > 0 is fixed and λ ≡ λA > 0 is the smallest

(positive) solution of the equation

W
1,

1
2

ξ (λ )

(

2

A

)

= 0, (8)
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where

ξ (λ ) :=
√

1−8λ so that λ =
1

8

(

1−
[

ξ (λ )
]2
)

, (9)

then the quasi-stationary probability density function (pdf) is given by

qA(x) =

e
− 1

x
1

x
W

1,
1
2

ξ (λ )

(

2

x

)

e
− 1

A W
0,

1
2

ξ (λ )

(

2

A

) ✶{x∈[0,A]}, (10)

and the respective cumulative distribution function (cdf) is given by

QA(x) =











































1, if x ≥ A;

e
− 1

x W
0,

1
2

ξ (λ )

(

2

x

)

e
− 1

A W
0,

1
2

ξ (λ )

(

2

A

) , for x ∈ [0,A);

0, otherwise,

(11)

and qA(x) and QA(x) are each a smooth function of x and A; observe that qA(A) = 0, as im-

plied by (8), (9), and (10). The smoothness of qA(x) and QA(x) is due to analytic properties

of the Whittaker W function on the right of formulae (10) and (11). These formulae stem

from the solution of a certain Sturm–Liouville problem, and λ is the smallest positive eigen-

value of the corresponding Sturm–Liouville operator; in [23], the Sturm–Liouville operator

is negated, causing λ to be its largest negative eigenvalue.

Remark 1 The definition (9) of ξ (λ ) can actually be changed to ξ (λ ) := −
√

1−8λ with

no effect whatsoever on either equation (8), or formulae (10) and (11), i.e., all three are

invariant with respect to the sign of ξ (λ ). This was previously pointed out in [26], and the

reason for this ξ (λ )-symmetry is because equation (8) and formulae (10) and (11) each

have ξ (λ ) present only as (double) the second index of the corresponding Whittaker W

function or functions involved, and the Whittaker W function in general is known (see,

e.g., [5, Identity (19), p. 19]) to be an even function of its second index, i.e., Wa,b(z) =
Wa,−b(z).

It is evident that equation (8) is a key ingredient of formulae (10) and (11), and conse-

quently, of all of the characteristics of the quasi-stationary distribution as well. As a transcen-

dental equation, it can only be solved numerically, although to within any desired accuracy,

as was previously done, e.g., in [16,23,26,24], with the aid of Mathematica developed by

Wolfram Research: Mathematica’s special functions capabilities have long proven to be su-

perb. Yet, it is known (see [16,23]) that for any fixed A> 0, the equation has countably many

simple solutions 0 < λ1 < λ2 < λ3 < · · · , such that limk→+∞ λk = +∞. All of them depend

on A, but since we are interested only in the smallest one, we shall use either the “short”

notation λ , or the more explicit λA to emphasize the dependence on A. Also, it can be con-

cluded from [23, p. 136 and Lemma 3.3] that λA is a monotonically decreasing function of

A such that limA→+∞ λA = 0, and more specifically λA = A−1 +O(A−3/2).

Remark 2 Since λ ≡ λA is monotonically decreasing in A, and such that limA→+∞ λA = 0,

one can conclude from (9) that ξ (λ ) is either (a) purely imaginary (i.e., ξ (λ ) = iα where

i :=
√
−1 and α ∈ R) if A is sufficiently small, or (b) purely real and between 0 inclusive
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and 1 exclusive (i.e., 0 ≤ ξ (λ ) < 1) otherwise. The borderline case is when ξ (λ ) = 0,

i.e., when λA = 1/8, and the corresponding critical value of A is the solution Ã > 0 of

the equation W1,0(2/Ã) = 0. A basic numerical calculation gives Ã ≈ 10.240465. Hence, if

A < Ã ≈ 10.240465, then λA > 1/8 so that ξ (λ ) is purely imaginary; otherwise, if A ≥ Ã ≈
10.240465, then λA ∈ (0,1/8] so that ξ (λ ) is purely real and such that ξ (λ ) ∈ [0,1) with

limA→+∞ ξ (λA) = 1.

The asymptotics λA = A−1 +O(A−3/2) was first established (in a more general form)

in [26] with the aid of Jensen’s inequality applied to ascertain that the variance of the

quasi-stationary distribution (10)–(11) is strictly positive. This is an example of potential

applications of the quasi-stationary distribution’s low-order moments. We now recover the

distribution’s entire moment series.

3.1 The moment series

Let Z be a random variable sampled from the quasi-stationary distribution given by (10)

and (11). Let Mn :=E[Zn] denote the n-th moment of Z for n∈N∪{0}; it is to be understood

that M0 ≡ 1 for any A > 0, and that all other Mn’s actually do depend on A. For every fixed

A > 0, the series {Mn}n≥0 can be inferred from [26, Theorem 3.2, p. 136] to satisfy the

recurrence
(

n(n−1)

2
+λ

)

Mn +nMn−1 = λAn, n ∈ N, (12)

with M0 ≡ 1; recall that λ ≡ λA and A are interconnected via equation (8). While recur-

rence (12) may seem easy to iterate forward on a computer, a general closed-form expression

for Mn for any n ∈ N∪{0} would be more convenient, especially for analytic purposes. To

that end, it was lamented in [26] that although the recurrence is possible to solve explicitly,

the solution is too cumbersome. We now show that the solution can be expressed compactly

through the hypergeometric function 2F2[z] defined in (6).

Lemma 1 For every A > 0 fixed, the solution {Mn}n≥0 to the recurrence (12) is given by

Mn =
2λAn

n(n−1)+2λ
2F2







1,−n

3

2
+

ξ (λ )

2
−n,

3

2
− ξ (λ )

2
−n

∣

∣

∣

∣

∣

∣

∣

2

A






, n ∈ N∪{0}, (13)

where λ ≡ λA (> 0) is determined by (8) while ξ (λ ) is defined in (9); recall also that 2F2[z]
denotes the generalized hypergeometric function (6).

Proof The idea is to first rewrite (12) equivalently as

[

n(n+1)+2λ
]

Mn+1 +2(n+1)Mn = 2λAn+1,

and then substitute Mn of the form

Mn =
2λAn

n(n−1)+2λ
m(n,A),

where m(n,A) is the new unknown. After some elementary algebra this gives

−(n+1)
2

A
m(n,A)+

[

n(n−1)+2λ
][

1−m(n+1,A)
]

= 0,
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which can be recognized as a particular case of the contiguous function identity

(b−a)z 2F2





a+1,b+1

c+1,d +1

∣

∣

∣

∣

∣

∣

z



+ cd





2F2





a,b+1

c,d

∣

∣

∣

∣

∣

∣

z



− 2F2





a+1,b

c,d

∣

∣

∣

∣

∣

∣

z







= 0,

that the function 2F2[z] defined in (6) is known to satisfy: it suffices to set

a := 0, b :=−n−1, c :=−1

2
+

ξ (λ )

2
−n, d :=−1

2
− ξ (λ )

2
−n, and z :=

2

A
,

and observe directly from (6) that

2F2





0,a2

b1,b2

∣

∣

∣

∣

∣

∣

z



= 1,

for any appropriate a2, b1 and b2. ⊓⊔

It is clear that the obtained formula (13) is symmetric with respect to ξ (λ ), as it should

be, by Remark 1. More importantly, since one of the numeratorial parameters of the function

2F2[z] on the right of (13) is from the set {0,−1,−2,−3, . . .}, the power series buried inside

the generalized hypergeometric function terminates, so that Mn ends up being a polynomial

of degree n in A. However, the coefficients of the polynomial do depend on λ ≡ λA, and

since the latter is connected to A via the transcendental equation (8), the actual nature of

dependence of Mn on A is more complicated than polynomial. Specifically, from (5), (6),

and the identity

(z)n−k =
(−1)k (z)n

(1− z−n)k

, k = 0,1,2, . . . ,n,

as given, e.g., by [34, Formula (10), p. 17], we readily obtain

2F2





1,−n

a−n,b−n

∣

∣

∣

∣

∣

∣

z



=
n

∑
k=0

(1)k (−n)k

(a−n)k (b−n)k

zk

k!

=
n

∑
k=0

(−n)k

(a−n)k (b−n)k

zk

= n!
n

∑
k=0

1

(a−n)k (b−n)k

(−1)k

(n− k)!
zk

= n!
n

∑
k=0

(−1)2k (1−a)n−k (1−b)n−k

(1−a)n (1−b)n

(−z)k

(n− k)!

=
n!(−z)n

(1−a)n (1−b)n

n

∑
k=0

(1−a)k (1−b)k

(−z)−k

k!
,
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whence

2F2







1,−n

3

2
+

ξ (λ )

2
−n,

3

2
− ξ (λ )

2
−n

∣

∣

∣

∣

∣

∣

∣

2

A






=

=
(−2)n n!A−n

(

−1

2
+

ξ (λ )

2

)

n

(

−1

2
− ξ (λ )

2

)

n

×

×
n

∑
k=0

(

−1

2
+

ξ (λ )

2

)

k

(

−1

2
− ξ (λ )

2

)

k

1

k!

(

−A

2

)k

,

(14)

and subsequently, in view of (13), we finally find

Mn =
(−2)n n!

(

1

2
+

ξ (λ )

2

)

n

(

1

2
− ξ (λ )

2

)

n

×

×
n

∑
k=0

(

−1

2
+

ξ (λ )

2

)

k

(

−1

2
− ξ (λ )

2

)

k

1

k!

(

−A

2

)k

, n ∈ N∪{0},

(15)

where again λ ≡ λA (> 0) is determined by (8) and ξ (λ ) is defined in (9); this formula is

also invariant with respect to the sign of ξ (λ ).
Let us now briefly contrast the two obtained formulae (13) and (15). To this end, observe

first that formula (15) is more explicit than formula (13): unlike the latter, the former is

free of special functions, and can thus provide more insight into the relationship between

Mn and A. A better understanding of this relationship can, in turn, shed more light on the

relationship between λ ≡ λA and A, an important question difficult to answer by direct

analysis of the transcendental equation (8) connecting the two. For example, from (15) and

the trivial observation that Mn > 0 for all n we readily obtain

M1 = A− 1

λA

> 0 and Var[Z] =M2 −M
2
1 =

λA − (AλA −1)2

λ 2
A(1+λA)

> 0,

whence

1

A
< λA <

1

A
+

1+
√

4A+1

2A2
for any A > 0, (16)

so that λA = A−1 +O(A−3/2); cf. [26]. For applications of this result in quickest change-

point detection see [25,24]. Similarly, since the quasi-stationary distribution is supported on

the interval [0,A], we may further deduce that Mn ≤ Ai
Mn−i for any i ∈ {0,1, . . . ,n} and

n ∈ N∪{0}. For n = 2 and i = 1, after some elementary algebra, this leads to the lower-

bound
1

A
+

1

A+A2
< λA for any A > 0,

which clearly improves the left half of the double inequality (16). By “playing around” with

the moments more, one can tighten up the lower- and upper-bounds for λA even further,

although every such improvement will come at the price of increased complexity of the

bounds. That said, the bounds will remain fully amenable to numerical evaluation. See [26]

for very accurate high-order bounds.



On quasi-stationarity of the Shiryaev diffusion 9

On the other hand, formula (13) is more convenient than formula (15) to implement in

software, especially in Wolfram Mathematica with its excellent special functions capabili-

ties. To illustrate this point, we implemented formula (13) in a Mathematica script, and used

the script to produce Figures 1 and 2 which show the behavior of Mn as a function of A with

n fixed and as a function of n with A fixed, respectively; note the different ordinate scales

in the figures. Figures 1(a)–1(f) make it clear that if n is fixed, then Mn is an increasing

function of A, concave for n = 1 and convex otherwise. Given the definition of Mn, the in-

creasing nature of its dependence on A is in alignment with one’s intuition. The concavity of

the Mn-vs-A curve for n = 1 and its convexity for n ≥ 2 is due to the aforementioned asymp-

totics λA = A−1 +O(A−3/2), implying limA→+∞

(

λA A
)

= 1 but limA→+∞

(

λ 1+κ
A A

)

= 0 for

any κ > 0; cf. [26,24]. The dependence of Mn on n for a fixed A has its nuances too: as

can be seen from Figures 2(a)–2(f), if A is sufficiently small (as in around 1 or even less),

then Mn is a decreasing function of n, and otherwise Mn is an increasing function of n.

This is essentially because f (x) := ax with a > 0 is an increasing function of x for a > 1,

and is a decreasing function for a ∈ (0,1). It is also noteworthy that the rate of growth (or,

correspondingly, the rate of decay) of Mn as a function of n with A fixed or as a function of

A with n fixed (at 2 or higher) is rather steep: an eye examination of Figures 1(b)–1(f) and

Figures 2(a)–2(f) suggests that it is at least exponential, and the rate is the higher, the higher

the (fixed) value of n or A.

However, as we shall see below, should one wish to compute the Laplace transform

of the quasi-stationary distribution (10)–(11), either of the two formulae is instrumental,

although one may find formula (15) to be of greater help than formula (13). The details as

well as the actual computation of the Laplace transform are offered in the next subsection.

3.2 Laplace transform

We now use the moment formulae obtained above to recover the Laplace transform of the

quasi-stationary distribution (4). Specifically, recall that, for each A > 0 fixed, the quasi-

stationary pdf qA(x) is given explicitly by (10), and since it is supported on the interval

[0,A], its Laplace transform can be defined as the integral

LQ(s)≡ LQ{qA(x);x → s}(s,A) :=
∫ A

0
e−sxqA(x)dx, s ≥ 0, (17)

and it is connected to the quasi-stationary distribution’s moment sequence {Mn}n≥0, given

either by (13) or by (15), via the standard identity

Mn = (−1)n

[

dn

dsn
LQ(s)

]∣

∣

∣

∣

s=0

, (18)

leading to the classical power series representation of the Laplace transform

LQ(s) =
∞

∑
n=0

(−s)n

n!
Mn, (19)

which is nothing but the Taylor expansion of LQ(s) around the origin. It is this expansion,

rather than definition (17), that we intend to employ shortly to compute LQ{qA(x);x →
s}(s,A), although with some restrictions on s and A. The reason to prefer (19) along with (13)

and (15) over (17) and (10) is the presence of the Whittaker W function on the right of the
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(f) n = 10.

Fig. 1: Quasi-stationary distribution’s n-th moment Mn as a function of A for A ∈ [0,50] and

n ∈ {1,2,3,4,5,10}.

quasi-stationary pdf formula (10): the Whittaker W function is a special function direct inte-

gration of which as in (17) is unlikely an option, for existing handbooks of special functions

appear to offer no suitable integral identities. By contrast, the power series (19) and the ex-

plicit moment formulae (13) and (15) provide a more straightforward way to recover LQ(s).
However, one should keep in mind that the domain of convergence of the series need not be

as large as the region of convergence of the integral (17) defining LQ(s).
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Fig. 2: Quasi-stationary distribution’s n-th moment Mn as a function of n for n ∈
{1,2,3,4,5,6,7,8,9,10} and A ∈ {1,3,5,10,30,50}.

Lemma 2 For every A > 0 fixed and finite, the Laplace transform LQ{qA(x);x → s}(s,A)
of the quasi-stationary distribution (10)–(11) is given by

LQ{qA(x);x → s}(s,A) =

= F
0:2;1
2:0;0









−−−−−−−−−−−−−−−− : −1

2
− ξ (λ )

2
,−1

2
+

ξ (λ )

2
; 1

1

2
− ξ (λ )

2
,

1

2
+

ξ (λ )

2
: −−−−−−−−−−−−−−−−−−;−−

∣

∣

∣

∣

∣

∣

∣

∣

−sA,2s









,
(20)

where s∈ [0,+∞), and λ ≡ λA (> 0) is determined by (8) while ξ (λ ) is defined in (9); recall

also that F
0:2;1
2:0;0[x,y] denotes the Kampé de Fériet function (7).
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Proof If we tentatively set

a :=
1

2
+

ξ (λ )

2
and b :=

1

2
− ξ (λ )

2

to ease our notation, then together (15), (19), and (7) can be seen to yield

LQ{qA(x);x → s}(s,A) =

=
∞

∑
n=0

{

(2s)n

(a)n (b)n

n

∑
k=0

(1−a)k (1−b)k

1

k!

(

−A

2

)k
}

=
∞

∑
k=0

{

(1−a)k (1−b)k

1

k!

(

−A

2

)k ∞

∑
n=k

(2s)n

(a)n (b)n

}

=
∞

∑
k=0

∞

∑
n=0

(1−a)k (1−b)k (1)n

(a)n+k (b)n+k

(−sA)k(2s)n

k!n!

= F
0:2;1
2:0;0





−−− : 1−a,1−b; 1

a,b : −−−−−−−−;−−

∣

∣

∣

∣

∣

∣

−sA,2s



 ,

and the desired result is now apparent. ⊓⊔

The obtained Laplace transform formula (20) was arrived at through the transform’s

power series expansion (19) and the quasi-stationary distribution’s n-th moment formula

(15). However, since the n-th moment also has the alternative but equivalent representa-

tion (13), the latter, too, by virtue of the power series expansion (19), can be used to obtain

a (different, but equivalent) expression for the Laplace transform.

Lemma 3 For every A > 0 fixed and finite, the Laplace transform LQ{qA(x);x → s}(s,A)
of the quasi-stationary distribution (10)–(11) is given by

LQ{qA(x);x → s}(s,A) = λ

s
×

×









F
0:2;1
2:0;0









−−−−−−−−−−−−−−−−−− : −1

2
− ξ (λ )

2
,−1

2
+

ξ (λ )

2
; 1

−1

2
− ξ (λ )

2
,−1

2
+

ξ (λ )

2
: −−−−−−−−−−−−−−−−−−;−−

∣

∣

∣

∣

∣

∣

∣

∣

−sA,2s









−

− e−sA









,

(21)

where s∈ [0,+∞), and λ ≡ λA (> 0) is determined by (8) while ξ (λ ) is defined in (9); recall

also that F
0:2;1
2:0;0[x,y] denotes the Kampé de Fériet function (7).

Proof The idea is to multiply equation (12) through by (−s)n/n! to obtain

(

n(n−1)

2
+λ

)

(−s)n

n!
Mn − s

(−s)n−1

(n−1)!
Mn−1 = λ

(−sA)n

n!
,
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which, in conjunction with (19), readily gives

sLQ{qA(x);x → s}(s,A) = s
∞

∑
n=1

(−s)n−1

(n−1)!
Mn−1

=
∞

∑
n=1

(

n(n−1)

2
+λ

)

(−s)n

n!
Mn −λ

∞

∑
n=1

(−sA)n

n!

=
1

2

(

∞

∑
n=0

[

n(n−1)+2λ
] (−s)n

n!
Mn −2λ

)

−λ
(

e−sA −1
)

=
1

2

∞

∑
n=0

[

n(n−1)+2λ
] (−s)n

n!
Mn −λe−sA,

so that if we could now show that

1

2

∞

∑
n=0

[

n(n−1)+2λ
] (−s)n

n!
Mn =

= λF
0:2;1
2:0;0









−−−−−−−−−−−−−−−−−− : −1

2
− ξ (λ )

2
,−1

2
+

ξ (λ )

2
; 1

−1

2
− ξ (λ )

2
,−1

2
+

ξ (λ )

2
: −−−−−−−−−−−−−−−−−−;−−

∣

∣

∣

∣

∣

∣

∣

∣

−sA,2s









,

(22)

then the proof would be complete. To show (22), introduce

a :=
3

2
+

ξ (λ )

2
and b :=

3

2
− ξ (λ )

2
(23)

to, again, temporarily ease the notation, and observe from (13) and (14) that

1

2

∞

∑
n=0

[

n(n−1)+2λ
] (−s)n

n!
Mn =

= λ
∞

∑
n=0

(−sA)n

n!
2F2





1,−n

a−n,b−n

∣

∣

∣

∣

∣

∣

2

A





= λ

{

∞

∑
n=0

(−2s)n

(1−a)n (1−b)n

n

∑
k=0

(1−a)k (1−b)k

1

k!

(

−A

2

)k
}

= λ

{

∞

∑
k=0

(1−a)k (1−b)k

1

k!

(

−A

2

)k ∞

∑
n=k

(−2s)n

(1−a)n (1−b)n

}

= λ
∞

∑
k=0

∞

∑
n=0

(1−a)k (1−b)k (1)n

(1−a)n+k (1−b)n+k

(−sA)k (2s)n

k!n!

= λF
0:2;1
2:0;0









−−−−−−−− : 1−a,1−b; 1

1−a,1−b : −−−−−−−−;−−

∣

∣

∣

∣

∣

∣

∣

∣

−sA,2s









,

which, in view of (23), can be recognized to be exactly (22). The proof is now complete. ⊓⊔
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We now return to the point made earlier about the domain of convergence of the se-

ries (19) potentially being narrower than the region of convergence of the integral (17)

defining LQ(s). This is, in fact, the case, for the obtained Laplace transform formulae (20)

and (21) both break down in the limit, as either A →+∞ or s →+∞. The reason is because

the Kampé de Fériet function involved in either formula is well-defined only when both of

its two arguments are finite. That said, except for the two limiting cases—one as A → +∞

and one as s →+∞—formulae (20) and (21) are valid.

At this point one may rightly remark that the Kampé de Fériet function in general is

a somewhat “exotic” special function, although its importance appears to have been well-

understood in the literature on mathematical physics. To that end, an interesting question is

whether the function F
0:2;1
2:0;0[x,y] on the right of formula (20) permits an alternative expression

involving either no special functions at all, or, in the worst case, only “less exotic” special

functions. While it is very unlikely that our particular function F
0:2;1
2:0;0[x,y] can be reduced to

a form completely free of special functions, it may be possible to express it in terms of fairly

widespread modified Bessel functions of the first and second kinds, conventionally denoted

as Ia(z) and Ka(z), respectively. This possibility is indicated by [18, Identity (4.2a), p. 184]

which states that

F
0:2;1
2:0;0











−−−−−−−−−−−−−−− :
a+b+1

2
,

a−b+1

2
; 1

a+b+3

2
,

a−b+3

2
: −−−−−−−−−−−−−−−;−−

∣

∣

∣

∣

∣

∣

∣

∣

∣

x
y2

4
,

y2

4











=

=
(a+b+1)(a−b+1)

ya+1

{

Ib(y)
∫ y

0
e

x
4

u2

uaKb(u)du−Kb(y)
∫ y

0
e

x
4

u2

uaIb(u)du

}

,

(24)

valid so long as ℜ(1 + a ± b) > 0; the condition ℜ(1 + a ± b) > 0 is to assure that the

near-origin behavior of the modified Bessel I function

Ib(z)∼
1

Γ (b+1)

( z

2

)b

, as z → 0, provided b 6∈ {−1,−2,−3, . . .}, (25)

as given, e.g., by [1, Property 9.6.7, p. 375], and that of the modified Bessel K function

Kb(z)∼
1

2Γ (b)

( z

2

)−b

, as z → 0, provided ℜ(b)> 0, (26)

as given, e.g., by [1, Property 9.6.9, p. 375], are such that the two integrals on the right

of (24), i.e., the integrals

∫ y

0
e

x
4

u2

ua Ib(u)du and

∫ y

0
e

x
4

u2

ua Kb(u)du,

are convergent, for any y ∈ [0,+∞); cf. [17]. Incidentally, the foregoing two integrals are

examples of incomplete Weber integrals, which arise in mathematical physics and in certain

areas of probability theory; see, e.g., [17,18].

It is plain to see that the Kampé de Fériet function on the left of identity (24) with

a = −2 and b = ξ (λ ) is of precisely the same form as the Kampé de Fériet function on

the right of the Laplace transform formula (20). However, identity (24) with a = −2 and

b = ξ (λ ), which is the case we are interested in, does not hold true. This is due to two

reasons. First, the condition ℜ(1+ a± b) > 0 is false for a = −2 and b = ξ (λ ), because
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ξ (λ ), as was explained in Remark 2, is either purely imaginary (so that ℜ(b) = 0) or purely

real and between 0 inclusive and 1 exclusive (so that 0 ≤ b < 1). The second reason is that,

in our case, the parameter b = ξ (λ ) happens to be connected (and in very specific manner!)

to the first argument of the Kampé de Fériet function; the connection is through equation (8).

Yet, although not directly applicable in our case, identity (24) is still of value: observe that

its right-hand side resembles the variation of parameters formula for a particular solution

to a second-order nonhomogeneous ordinary differential equation. Moreover, this equation

is not too difficult to “reverse engineer”. To this end, it can be deduced from [26] that, for

every A > 0 fixed, the Laplace transform LQ(s) ≡ LQ{qA(x);x → s}(s,A) defined in (17)

is the solution L(s)≡ L(s,A) of the equation

s2

2

∂ 2

∂ s2
L(s)− (s−λ )L(s) = λe−sA, s ≥ 0, (27)

where recall that λ ≡ λA (> 0) and A are coupled together via equation (8). As we shall

see shortly, the right-hand side of identity (24) with a = −2 and b = ξ (λ ) is precisely

what the method of variation of parameters yields as a particular solution to the foregoing

equation (27). However, this particular solution is not the solution, because it does not satisfy

the appropriate boundary conditions, which are lims→0+ L(s) = 1, lims→+∞ L(s) = 0, and

[

dn

dsn
L(s)

]∣

∣

∣

∣

s=0

= (−1)n
Mn, n ∈ N, (28)

where Mn is the n-th moment of the quasi-stationary distribution; recall formulae (13)

and (15) we established for Mn in the preceding subsection. The first two of the boundary

conditions come from the definition (17) of the Laplace transform, and the third condition

is due to (18).

To solve equation (27) directly, observe that the change of variables s 7→ u ≡ u(s) :=
2
√

2s and the substitution L(s) 7→ L(u) := uℓ(u) together convert the equation into

u2 ∂ 2

∂u2
ℓ(u)+u

∂

∂u
ℓ(u)−

(

u2 +
[

ξ (λ )
]2
)

ℓ(u) =
8λ

u
e
−A

8
u2

, (29)

which is a nonhomogeneous version of the modified Bessel equation. Hence, by definition,

the two fundamental solutions, ℓ(1)(u) and ℓ(2)(u), to the homogeneous version of the equa-

tion are

ℓ(1)(u) := Iξ (λ )(u) and ℓ(2)(u) := Kξ (λ )(u),

which can be used to construct a particular solution, ℓ(p)(u), to the nonhomogeneous equa-

tion via variation of parameters. Specifically, since the Wronskian between Ia(z) and Ka(z)
is

W {Ka(z), Ia(z)} := Ka(z)
d

dz
Ia(z)− Ia(z)

d

dz
Ka(z) =

1

z
,

as given, e.g., by [1, Formula 9.6.15, p. 375], the basic variation of parameters formula

asserts, after some calculation, that the function

ℓ(p)(u) := 8λ

{

Iξ (λ )(u)
∫ u

e
−A

8
x2

Kξ (λ )(x)
dx

x2
−Kξ (λ )(u)

∫ u

e
−A

8
x2

Iξ (λ )(x)
dx

x2

}

,
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when defined, solves the nonhomogeneous equation (29). Parenthetically, it is worth nothing

that, just as the Laplace transform LQ(s) should be, by definition (17) and Remark 1, the

above function ℓ(p)(u) is, too, an even function of ξ (λ ), because

Ka(z) = π
I−a(z)− Ia(z)

2sin(πa)
, (30)

as given, e.g., by [1, Identity 9.6.2, p. 375].

The problem now is to understand whether the two indefinite integrals involved in the

above function ℓ(p)(u) can be turned into convergent definite integrals, so that the result is a

well-defined function that still satisfies the nonhomogeneous equation (29). To that end, it

can be gleaned, e.g., from [3, p. 99], that

Ia(z)∼
1√
2πz

ez, as |z| →+∞, and Ka(z)∼
√

π

2z
e−z, as |z| →+∞,

which, in conjunction with Remark 2, enables one to see that the integrals

∫ +∞

z
e
−A

8
x2

Iξ (λ )(x)
dx

x2
and

∫ +∞

z
e
−A

8
x2

Kξ (λ )(x)
dt

x2
(31)

are both convergent for any z > 0, but divergent for z = 0. As a result, one can conclude that

the function

ℓ(p)(u) := 8λ

{

Kξ (λ )(u)
∫ +∞

u
e
−A

8
x2

Iξ (λ )(x)
dx

x2
− Iξ (λ )(u)

∫ +∞

u
e
−A

8
x2

Kξ (λ )(x)
dx

x2

}

,

is a well-defined, valid particular solution to equation (29); note the similarity of ℓ(p)(u) to

the right-hand side of identity (24).

We are now in a position to claim that the general solution to equation (27) is of the form

L(s) =C1 2
√

2s Iξ (λ )(t)+C2 2
√

2sKξ (λ )(2
√

2s)+

+8λ

{

2
√

2sKξ (λ )(2
√

2s)
∫ +∞

2
√

2s
e
−A

8
t2

Iξ (λ )(t)
dt

t2
−

−2
√

2s Iξ (λ )(2
√

2s)
∫ +∞

2
√

2s
e
−A

8
t2

Kξ (λ )(t)
dt

t2

}

, s ≥ 0,

(32)

where C1 and C2 are arbitrary constants, each independent of s, but possibly dependent on

A. The only question left to be considered is that of “pinning down” the two constants C1

and C2 so as to make the foregoing L(s) satisfy the necessary boundary conditions.

With regard to fitting the boundary conditions, let us first examine the behavior of L(s)
given by (32) in the limit as s → 0+. To that end, from the small-argument asymptotics (25)

of the modified Bessel I function, and the derivative formula

d

dz
Ia(z) = Ia+1(z)+

a

z
Ia(z), (33)



On quasi-stationarity of the Shiryaev diffusion 17

as given, e.g., by [14, Identity 8.486.4, p. 937], we obtain

lim
u→0+

{

uIξ (λ )(u)
∫ +∞

u
e
−A

8
x2

Kξ (λ )(x)
dx

x2

}

=

= lim
u→0+

{(

∫ +∞

u
e
−A

8
x2

Kξ (λ )(x)
dx

x2

)/(

1

uIξ (λ )(u)

)}

(∗)
= lim

u→0+

{(

−e
−A

8
u2

Kξ (λ )(u)
1

u2

)/(

− 1
[

uIξ (λ )(u)
]2

d

du

[

uIξ (λ )(u)
]

)}

= lim
u→0+

{

e
−A

8
u2[

Iξ (λ )(u)
]2

Kξ (λ )(u)
[

1+ξ (λ )
]

Iξ (λ )(u)+
[

ξ (λ )
]

uIξ (λ )+1(u)

}

=
1

2ξ (λ )
[

1+ξ (λ )
] ,

(34)

where equality (∗) is due to L’Hôpital’s rule, applicable because the corresponding integral

of the modified Bessel K function is divergent when the lower limit of integration is zero.

Likewise, from the small-argument asymptotics (26) of the modified Bessel K function,

its symmetry with respect to the order, i.e., Ka(z) = K−a(z), trivially implied by (30), and

the derivative formula

d

dz
Ka(z) =−Ka−1(z)−

a

z
Ka(z) =−K1−a(z)−

a

z
Ka(z), (35)

as given, e.g., by [14, Identity 8.486.12, p. 938], we obtain

lim
u→0+

{

uKξ (λ )(u)
∫ +∞

u
e
−A

8
x2

Iξ (λ )(x)
dx

x2

}

=

= lim
u→0+

{

e
−A

8
u2[

Kξ (λ )(u)
]2

Iξ (λ )(u)
[

1−ξ (λ )
]

Kξ (λ )(u)−
[

ξ (λ )
]

uK1−ξ (λ )(u)

}

=
1

2ξ (λ )
[

1−ξ (λ )
] ,

(36)

where we again used L’Hôpital’s rule, applicable because the corresponding integral of the

modified Bessel I function is divergent when the lower limit of integration is zero.

Next, from the foregoing two limits (34) and (36), and (9) we obtain

lim
s→0+

{

2
√

2sKξ (λ )(2
√

2s)
∫ +∞

2
√

2s
e
−A

8
x2

Iξ (λ )(x)
dx

x2
−

−2
√

2s Iξ (λ )(2
√

2s)
∫ +∞

2
√

2s
e
−A

8
x2

Kξ (λ )(x)
dt

x2

}

=

=
1

2ξ (λ )

{

1

1−ξ (λ )
− 1

1+ξ (λ )

}

=
1

8λ
,

whence, recalling again (25) and (26), one finds that L(s) given by (32) converges to unity

as s → 0+, whatever C1 and C2 be. Put another way, it turns out that lims→0+ L(s) = 1, for

any choice of C1 and C2.
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Let us switch attention to the behavior of L(s) for large values of s. To that end, from (31)

and (35) we obtain

lim
u→+∞

{

uIξ (λ )(u)
∫ +∞

u
e
−A

8
x2

Kξ (λ )(x)
dx

x2

}

=

= lim
u→+∞

{

e
−A

8
u2[

Iξ (λ )(u)
]2

Kξ (λ )(u)
[

1+ξ (λ )
]

Iξ (λ )(u)+
[

ξ (λ )
]

uIξ (λ )+1(u)

}

= 0

and

lim
u→+∞

{

uKξ (λ )(u)
∫ +∞

u
e
−A

8
x2

Iξ (λ )(x)
dx

x2

}

= 0,

so that the limit of L(s) given by (32) as s →+∞ can now be seen to be infinite if C1 6= 0, or

0 if C1 = 0. Hence, with C1 set to 0, our function L(s) simplifies down to

L(s) =C2 2
√

2sKξ (λ )(2
√

2s)+

+8λ

{

2
√

2sKξ (λ )(2
√

2s)
∫ +∞

2
√

2s
e
−A

8
t2

Iξ (λ )(t)
dt

t2
−

−2
√

2s Iξ (λ )(2
√

2s)
∫ +∞

2
√

2s
e
−A

8
t2

Kξ (λ )(t)
dt

t2

}

, s ≥ 0,

(37)

where C2 is still to be found.

To “pin down” C2 one may invoke (28) for any one value of n ∈ N. The easiest choice

is n = 1, so that, in view of (15), we obtain

[

d

ds
L(s)

]∣

∣

∣

∣

s=0

=−M1 =
1

λ
−A, (38)

which is what we now intend to make L(s) given by (37) satisfy so as to get an equation to

subsequently recover C2 from.

To find dL(s)/ds, first recall the symmetry Ka(z)=K−a(z), and then devise (33) and (35)

and integration by parts to establish the indefinite integral identities

∫ u

e
−A

8
x2

Ia(x)
dx

xk
=

1

a+1− k

{

u1−k e
−A

8
u2

Ia(u)+

+
A

4

∫ u

x2e
−A

8
x2

Ia(x)
dx

xk
−
∫ u

xe
−A

8
x2

Ia+1(x)
dx

xk

}

,

and

∫ u

e
−A

8
x2

Ka(x)
dx

xk
=

1

a−1+ k

{

u1+k e
−A

8
t2

Ka(u)+

+
A

4

∫ u

x2e
−A

8
x2

Ka(x)
dx

xk
+
∫ u

xe
−A

8
x2

K1−a(x)
dx

xk

}

,
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so that

∫ +∞

u
e
−A

8
x2

Iξ (λ )(x)
dx

x2
=

1

1−ξ (λ )
u−1 e

−A
8

u2

Iξ (λ )(u)+

+
1

8λ
e
−A

8
u2

Iξ (λ )+1(u)−

− 1

8λ

(

1

1+ξ (λ )
− A

4

)

ue
−A

8
u2

Iξ (λ )(u)+

+
1

8λ

(

1

1+ξ (λ )
− A

4

)

A

4

∫ +∞

u
x2e

−A
8

x2

Iξ (λ )(x)dx−

− 1

8λ

1

1+ξ (λ )

∫ +∞

u
xe

−A
8

x2

Iξ (λ )+1(x)dx,

and

∫ +∞

u
e
−A

8
x2

Kξ (λ )(x)
dx

x2
=

1

1+ξ (λ )
u−1 e

−A
8

u2

Kξ (λ )(u)−

− 1

8λ
e
−A

8
u2

K1−ξ (λ )(u)−

− 1

8λ

(

1

1−ξ (λ )
− A

4

)

ue
−A

8
u2

Kξ (λ )(u)+

+
1

8λ

(

1

1−ξ (λ )
− A

4

)

A

4

∫ +∞

u
x2e

−A
8

x2

Kξ (λ )(x)dx+

+
1

8λ

1

1−ξ (λ )

∫ +∞

u
xe

−A
8

x2

K1−ξ (λ )(x)dx,

which is sufficient to compute the limit of dL(s)/ds as s → 0+. Specifically, from (38), after

quite a bit of algebra involving repeated use of (25) and (26), we find that

C2 =
1

1+ξ (λ )

∫ +∞

0
xe

−A
8

x2

Iξ (λ )+1(x)dx−
(

1

1+ξ (λ )
− A

4

)

A

4

∫ +∞

0
x2e

−A
8

x2

Iξ (λ )(x)dx,

which can be brought to a more explicit form by appealing to [14, Identity 6.643.2, p. 716],

i.e., the definite integral

∫ +∞

0
xκ e−cxI2a(2b

√
x)

dx√
x
=

Γ (κ +a+1/2)

Γ (2a+1)
e

b2

2c
1

bcκ
M−κ,a

(

b2

c

)

,

valid for ℜ(κ +a+1/2)> 0; recall that Ma,b(z) here denotes the Whittaker M function. The

foregoing definite integral immediately gives

∫ +∞

0
x2e

−A
8

x2

Iξ (λ )(x)dx = e
1
A

Γ (1+[ξ (λ )+1]/2)

Γ (ξ (λ )+1)

8

A
M−1,

1
2

ξ (λ )

(

2

A

)

,

and

∫ +∞

0
xe

−A
8

x2

Iξ (λ )+1(x)dx = e
1
A

Γ (1+[ξ (λ )+1]/2)

Γ (ξ (λ )+2)

√

8

A
M− 1

2
,
1
2

ξ (λ )+
1
2

(

2

A

)

,
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so that

C2 = e
1
A

ξ (λ )+1

Γ (ξ (λ )+1)
Γ

(

ξ (λ )+1

2

)

{

1
[

1+ξ (λ )
]2

√

2

A
M− 1

2
,
1
2

ξ (λ )+
1
2

(

2

A

)

−

−
(

1

1+ξ (λ )
− A

4

)

M−1,
1
2

ξ (λ )

(

2

A

)

}

,

where we also used the factorial property of the Gamma function Γ (z+ 1) = zΓ (z). Now,

from [1, Identity 13.4.28, p. 507], i.e., the identity

2bM
a− 1

2
,b− 1

2

(z)−√
zMa,b(z)−2bM

a+
1
2
,b− 1

2

(z) = 0,

we find at once that

√

2

A
M− 1

2
,
1
2

ξ (λ )+
1
2

(

2

A

)

=
[

1+ξ (λ )
]

{

M−1,
1
2

ξ (λ )

(

2

A

)

−M
0,

1
2

ξ (λ )

(

2

A

)

}

,

whence

C2 = e
1
A

1

Γ (ξ (λ )+1)
Γ

(

ξ (λ )+1

2

)

A

2

{

1+ξ (λ )

2
M−1,

1
2

ξ (λ )

(

2

A

)

− 2

A
M

0,
1
2

ξ (λ )

(

2

A

)

}

,

which is equivalent to

C2 = e
1
A

1+ξ (λ )

2Γ (ξ (λ )+1)
Γ

(

ξ (λ )+1

2

)

A

2
M

1,
1
2

ξ (λ )

(

2

A

)

,

because of [1, Identity 12.4.29, p. 507], i.e., the recurrence

(1+2b+2a)Ma+1,b(z)− (1+2b−2a)Ma−1,b(z) = 2(2a− z)Ma,b(z),

whereby

1+ξ (λ )

2
M−1,

1
2

ξ (λ )

(

2

A

)

− 2

A
M

0,
1
2

ξ (λ )

(

2

A

)

=
1+ξ (λ )

2
M

1,
1
2

ξ (λ )

(

2

A

)

.

Next, since the Wronskian between Ma,b(z) and Wa,b(z) is

W {Ma,b(z),Wa,b(z)} := Ma,b(z)
d

dz
Wa,b(z)−Wa,b(z)

d

dz
Ma,b(z) =− Γ (1+2b)

Γ (1/2+b−a)
,

as given, e.g., by [33, Formula (2.4.27), p. 26], and because

Wa−1,b(z) =
z−2a

2(1/2+b−a)(1/2−b−a)
Wa,b(z)+

z

(1/2+b−a)(1/2−b−a)

d

dz
Wa,b(z),

as given, e.g., by [33, Formula (2.4.21), p. 25], it follows that

λAΓ

(

ξ (λ )−1

2

)

W
0,

1
2

ξ (λ )

(

2

A

)

M
1,

1
2

ξ (λ )

(

2

A

)

=−Γ (ξ (λ )+1),

where we also appealed to equation (8).
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Putting all of the above together, we can finally conclude that

C2 = 1

/{

e
− 1

A W
0,

1
2

ξ (λ )

(

2

A

)

}

,

which is precisely the normalizing factor in the quasi-stationary distribution’s formulae (10)

and (11).

We have now solved the differential equation (27) and obtained yet another representa-

tion of the Laplace transform LQ{qA(x);x→ s}(s,A) of the quasi-stationary distribution (4).

Lemma 4 For every A > 0 fixed, the Laplace transform LQ{qA(x);x → s}(s,A) of the

quasi-stationary distribution (10)–(11) is given by

LQ{qA(x);x → s}(s,A) =

= 2
√

2sKξ (λ )(2
√

2s)

/{

e
− 1

A W
0,

1
2

ξ (λ )

(

2

A

)

}

+

+8λ

{

2
√

2sKξ (λ )(2
√

2s)
∫ +∞

2
√

2s
e
−A

8
x2

Iξ (λ )(x)
dx

x2
−

−2
√

2s Iξ (λ )(2
√

2s)
∫ +∞

2
√

2s
e
−A

8
x2

Kξ (λ )(x)
dx

x2

}

,

(39)

where s ≥ 0, and λ ≡ λA (> 0) is determined by (8) while ξ (λ ) is defined in (9); recall

also that Wa,b(z) denotes the Whittaker W function, and Ia(z) and Ka(z) denote the modified

Bessel functions of the first and second kinds, respectively.

Yet again, from the symmetry of the Whittaker W with respect to the second index, i.e.,

Wa,b(z) = Wa,−b(z), one can see that, just like formulae (20) and (21) obtained earlier, the

new formula (39) is also symmetric with respect to ξ (λ ), as it should be, by definition (17)

and Remark 1. However, unlike formulae (20) and (21), the new formula (39) is not only

free of the Kampé de Fériet function, but more importantly, it is valid even in the limit,

as A → +∞ or as s → +∞. While the (trivial) limit as s → +∞ is of little interest, the

(nontrivial) limit as A → +∞ does merit some consideration, especially in the context of

quickest change-point detection [21]. To that end, since

lim
A→+∞

{

e
− 1

A W
0,

1
2

ξ (λ )

(

2

A

)

}

= 1,

which was observed previously in [26, p. 139] as an implication of the limits limA→+∞ λA = 0

and limA→+∞ ξ (λA) = 1, it can be shown directly from (39) with the aid of (25) that

lim
A→+∞

LQ{qA(x);x → s}(s,A) = 2
√

2sK1(2
√

2s) =: LH(s),

for every s ≥ 0 fixed. However, in view of [4, Identity (24), p. 82], i.e., the identity

Ka(bz) =
1

2

∫ +∞

0

(

b

x

)a

e
− z

2

(

x+
b2

x

)

dx

x
, valid for ℜ(z)> 0 and ℜ(b2z)> 0,
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the function LH(s) := 2
√

2sK1(2
√

2s) can be recognized to be the Laplace transform of

the Shiryaev diffusion’s stationary distribution defined in (2) and given explicitly by (3).

That is, for every s ≥ 0 fixed, the limit of LQ{qA(x);x → s}(s,A) as A → +∞ is precisely

LH(s), and, therefore, the stationary distribution (3) is the limit of the quasi-stationary dis-

tribution (10)–(11) as A →+∞. This convergence of distributions (for a more general family

of stochastically monotone processes) was previously established by Pollak and Siegmund

in [21,22], although through an entirely different approach and with no explicit formulae.

We conclude with an admission that, in our derivation of the Laplace transform for-

mula (39), we actually had to “cut some corners”. Strictly speaking, by Remark 2, we should

have considered separately three different cases: (1) A < Ã ≈ 10.240465 so that λA > 1/8

and ξ (λ ) is purely imaginary; (2) A = Ã ≈ 10.240465 so that λA = 1/8 and ξ (λ ) = 0; and

(3) A> Ã≈ 10.240465 so that λA < 1/8 and ξ (λ ) is purely real and strictly between 0 and 1.

However, for lack of space, we only attended to the third case. The reason to distinguish the

three cases is because the asymptotics of the modified Bessel I and K functions are highly

order-dependent, and, in our specific situation, the order of either function is determined

entirely by ξ (λ ). For example, the limits (34) and (36) are clearly false when ξ (λ ) = 0.

Nevertheless, the end-result, viz. formula (39), is valid in all three cases.

4 Concluding remarks

It is generally rare that quasi-stationary distributions and their characteristics lend them-

selves to explicit analytic evaluation. Furthermore, in the rare cases one can recover the

distribution itself or its characteristics analytically, the result is usually of limited use, for

the corresponding formulae, though explicit, are typically rather complex and involve spe-

cial functions (or, worse yet, exotic special functions). This work, as a continuation of [26]

and being in the same vein as [27], presented an example of a situation where the distribution

itself, its Laplace transform as well as the entire moment series are all obtainable analyti-

cally and in closed-form, despite the presence of special functions in all of the calculations.

It is our hope that the special functions calculus heavily used in this work will aid further

research on stochastic processes, an area where special functions (including those appearing

in this paper) arise routinely.
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