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Abstract. Autonomous vehicle (AV) technology is developing rapidly. Level 3 

automation assumes the user might need to respond to requests to retake control. 

Levels 4 (high automation) and 5 (full automation) do not require human moni-

toring of the driving task or systems [1]: the AV handles driving functions and 

makes decisions based on continuously updated information. A gradual switch in 

the role of the human within the vehicle from active controller to passive passen-

ger comes with uncertainty in terms of trust, which will likely be a key barrier to 

acceptability, adoption and continued use [2]. Few studies have investigated trust 

in AVs and these have tended to use driving simulators with Level 3 automation 

[3, 4]. The current study used both a driving simulator and autonomous road ve-

hicle. Both were operating at Level 3 autonomy although did not require inter-

vention from the user; much like Level 4 systems. Forty-six participants com-

pleted road circuits (UK-based) with both platforms. Trust was measured imme-

diately after different types of turns at a priority T-junction, increasing in com-

plexity: e.g., driving left or right out of a T-junction; turning right into a T-junc-

tion; presence of oncoming/crossing vehicles. Trust was high across platforms: 

higher in the simulator for some events and higher in the road AV for others. 

Generally, and often irrespective of platform, trust was higher for turns involving 

an oncoming/crossing vehicle(s) than without traffic, possibly because the turn 

felt more controlled as the simulator and road AVs always yielded, resulting in a 

delayed maneuver. We also found multiple positive relationships between trust 

in automation and technology, and trust ratings for most T-junction turn events 

across platforms. The assessment of trust was successful and the novel findings 

are important to those designing, developing and testing AVs with users in mind. 

Undertaking a trial of this scale is complex and caution should be exercised about 

over-generalizing the findings.  

Keywords: Autonomous Driving · Autonomous Simulator · Autonomous Vehi-

cle · Trust · Acceptability 



 

 

1 Introduction 

The technological development of road vehicles that can drive themselves is accelerat-

ing at a swift pace [5, 6], much like former boom periods in other domains such as 

aviation and nuclear. Within these domains, some automated systems were not always 

developed with the human operator/monitor/user in mind, and this led to multiple prob-

lems [7, 8, 9, 10]; including abuse, overuse, misuse, and in some cases, disuse [11]. 

Automation disuse is often associated with lack of trust in the system to perform the 

job(s) it was designed for, with trust influencing acceptability, adoption and continued 

use of automation technology [2, 12]. Trust in automation is influenced by factors such 

as the reliability, resilience, and robustness of the system [13, 14]. Multiple frameworks 

have been developed to better understand automation in terms of appropriate levels and 

types to support optimal human interaction and most consider the key issue of trust [11, 

14, 15, 16, 17,]. The widespread use of road vehicles that can drive themselves is rap-

idly approaching: many with possible fallback to human users [1] and some under de-

velopment that are highly (Level 4) or even fully autonomous (Level 5) and do not 

require human intervention or even monitoring of the driving task or systems. Despite 

this, few AV studies over the past decade or so have measured trust [3, 4]. Given past 

lessons learned, trust should feature as a major factor when testing and developing AVs 

whether using simulator or actual road-vehicle platforms. The main aim of the current 

study is to measure human trust in simulator and road-based AVs that are able to per-

form a series of increasingly complex maneuvers, with or without other traffic. 

Trust is quite easily one of the most important enablers (and indeed barriers) to hu-

mans adopting and continuing to use new automation technology. It is a key parameter 

of the Automation Acceptance Model [15] that considers trust in automation in terms 

of intention to use [18], adoption [19, 20], reliance [21, 22], and possible rejection due 

to an untrustworthy experience or experiences [23]. These studies stress the multi-di-

mensionality of trust as a construct based upon experiential factors such as system reli-

ability, predictability, ability to efficiently handle all associated actions, as well as in-

dividual characteristics such as propensity to trust (including trust in technology and in 

automation, [15]). As important as it is to consider, trust is subject to difficulties in 

terms of how and when to measure, as well as human individual differences.     

Some recent studies have considered human trust when testing mainly Level 3 AV 

technology in the laboratory [3, 4, 24]and on the road [25]. [3] conducted a simulator 

study in AV mode with a maximum speed of 20-mph and measured trust and comfort 

when passing other objects including bicycles and scooters. They found that trust and 

comfort were highest during earlier steering maneuvers and with wider lateral distances 

than participants reportedly would implement themselves during manual driving. De-

spite these interesting findings, the authors did not test participants in a control simu-

lated manual non-AV driving mode, and, trust and comfort ratings were self-reported 

and thus possibly impacted by idiosyncratic subjective factors.  

Some studies have examined trust in Level 3 simulation AV systems that handback 

control of the AV system at various points within a journey, with subsequent switching 

back again to autonomous mode. [6] define takeover as the time taken to re-engage with 

vehicle controls and handover as the time taken to regain a baseline/normal level of 

driving. [4] conducted a multi-phase simulator study and measured trust in automation 

before as well as after experiencing handover scenarios. They found a general trend that 



 

 

experience led to an increase in self-reported trust in automation, although this was 

marginally non-significant. They also examined age as a possible mediating factor 

(given that age can influence trust in automation: [16]) and found a significant improve-

ment in trust for participants aged above 60 years which was not significant for those 

30 years or younger. They attributed this difference to older adults relying more on 

automation [26] and tending to be a population sector most sensitive to automation 

reliability changes [27]. The scenarios used were however limited to high speed (120 

km/hr) freeway type driving for 15-20 minute periods with relatively infrequent hand-

overs. In fact, the Level 3 handover design (i.e., request occurs x seconds in advance of 

a potential collision) could have affected findings as even though handover requests 

were unpredictable, participants would have likely learned to expect them thus being 

poised to retake driving controls. Thus, studies that do not include handover are needed. 

Furthermore, the authors measured trust after completion of each scenario rather than 

during scenarios with the latter likely to capture more accurate situation-specific rat-

ings. However, capture immediately after the event may distract participants but many 

real-time measures (e.g., situation awareness / SA [28, 29]) have similar issues.  

A recent study by [24], again using a handover paradigm but with non-critical as well 

as critical takeover situations, investigated the impact of introductory instructions de-

signed to increase (‘trust promoted’) or decrease (‘trust lowered’) on reliance of and 

trust in Level 3 vehicle autonomy. They found higher ratings of trust with experience 

although only moderate differences due to the manipulation of introductory infor-

mation. For example, those in the trust promoted group spent more time looking at a 

non-driving related task, and were more likely to over-rule the AV system in non-criti-

cal situations. Alarmingly, they also found that a sub-set of trust promoted participants 

collided with obstacles compared to none in the trust lowered group.  

Finally, it is worth noting that AV trust has recently been considered outside of the 

laboratory. [25] reported on a naturalistic study using the Tesla Model S over 6-months. 

At the end of the study, a cautionary note was stressed in terms of over-trust in vehicles 

with self-driving capabilities. Specifically, and drawing upon her own work on SA 

spanning more than two decades [30, 31, 32], Endsley noted that increased reliability 

will lead to increased trust. This will likely have a damaging effect on SA (e.g., com-

prehend current situation, project future states), which could be problematic for Level 

3 AVs at least in the event of e.g., a handover request. This unearths a crucial dilemma 

in which it might actually be counterintuitive to strive for high levels of trust in Level 

3 AVs although this should be highly desirable in Level 5 (and possibly Level 4) AVs. 

 

Current Study 
The main aim of the current experiment was to measure human trust in AVs – one 

road based, one simulator – performing a series of frequently experienced T-junction 

maneuvers (with and without approaching/oncoming vehicles). In non-autonomous ve-

hicles, this requires fine-tuned driving skills and experience and a series of complex 

cognitive processes including perception, attention, memory and judgment. Maneuver-

ing at a T-junction is a very common urban road situation. The AV needs to safely and 

efficiently handle each one of the different possible movements, both with and without 

on-coming traffic. In particular, the vehicle’s ability to decide whether it is safe to make 

a turn or not is critical. We tested a variety of T-junction turn events with increasing 

complexity from empty roads to turns involving another vehicle(s). For this, and to our 



 

 

knowledge, first study of its type, the AVs always yielded to oncoming/crossing vehi-

cles before making a turn into or out of a side road at a T-junction.  

There are a number of predictions. First, trust ratings will be higher for all events in 

the simulator compared with the road-based AV owing to the fact that the former is a 

fixed non-moving platform. Second, turns associated with the highest degree of per-

ceived risk (i.e., turning into or out of a side road with at least one oncoming/crossing 

vehicle) will result in the lowest trust ratings, especially within the road-based AV 

where participants may perceive the chances of a road traffic collision to be higher. 

Related to this is that the prediction that the lowest trust ratings should be associated 

with turns involving more than one oncoming/crossing vehicle. Nevertheless, and given 

the novelty of the current experiment, and noting that participants had no past direct 

experience of an AV, these predictions are tentative at best. We included questionnaires 

that measure trust in technology and automation. It is predicted that higher ratings on 

such questionnaires will be related to higher trust ratings for simulator and road-based 

T-junction maneuvers; especially between trust in automation and trust ratings within 

the road-based AV. Despite this, we also hypothesize that such positive relationships 

will be weaker as the complexity associated with the T-junction maneuver increases.     

2 Method 

Participants. A quota sampling method was used to recruit 46 volunteers aged 22-78 

years of age (M = 46.22; SD = 15.53). Twenty were women. The sample size was ade-

quate to detect medium-large effect sizes (Cohen’s f = .25 - .4) with power of .8 [33]. 

All had full driving licenses and experience of driving in the UK, ranging from 2-60 

years (M 26.26; SD 18.56). All had normal-corrected vision and hearing, and were Eng-

lish first language or highly proficient in English as a second language. The highly 

immersive simulator resulted in some experiencing nausea and two had simulator sick-

ness. The simulator drop-out rate after one circuit was 11% rising to 24% after three 

circuits. Thus a reduced (N = 37, adequate to detect large effect sizes) sample were 

considered for cross-platform analyses. None experienced high levels of nausea or sick-

ness within the road AV, although one did not complete due to not feeling comfortable. 

Design. A repeated measures design was adopted whereby participants were driven on 

three circuits of the same ~10-minute route and thus experienced the same events (Table 

1) in the same order of increasing complexity (route permitting: Event 3, 5, 4, 6, 1, 7, 

2) three times. There was also a shorter practice route to provide orientation with the 

simulator and road AV. There were seven Event Types of T-junction maneuvers per 

circuit (see Table 1) and thus 21 T-junction maneuvers in total for participants who 

completed all three circuits, 14 for those who completed two full circuits, and so on. 

The main dependent measure was trust rating in the simulator and road AV recorded 

immediately after completion of each T-junction maneuver. This was measured on an 

11-point Likert scale ranging from 0 (no trust) to 10 (complete trust). Nausea ratings 

were taken immediately after each circuit (including practice), again using an 11-point 

Likert scale ranging from 0 (no nausea) to 10 (completely nausea). Platform order was 

counterbalanced such that 50% of participants completed the simulator component first.  



 

 

Materials. The hardware consisted of a Williams Advanced Engineering modified Land 

Rover Evoque Sport fixed base simulator and a bespoke Land Rover Bowler ‘Wildcat’ 

autonomous road vehicle (Fig 1). The Wildcat contains actuators and additional braking 

system and is governed by multiple e-stops configured to either stop the vehicle and 

apply brakes or revert to manual control. The Wildcat is programmed using real-time 

GPS and sensor data to follow and learn pre-planned routes and within the bounds of 

the road layout until it is able to perform optimally in full AV mode. All decisions (e.g., 

when to slow down and at what rate, when to pull in or out of junctions and at what 

speed, level of assertiveness) are controlled by a bespoke Decision Making System 

(DMS) designed and programmed by partners working on the current project (Bristol 

Robotics Laboratory and BAe Systems). The DMS used: the finite state machine (al-

lowing it to know what part of the circuit it was on); a clear distance measurement (to 

stop behind the obstacle car for an avoidance maneuver); and, vehicle crossing detec-

tion (to give a clear-to-go signal at junctions). This scripted approach meant that deci-

sions were constrained and consistent. The critical gap acceptance at T-junctions was 

set to 4 seconds which is the time accepted by 50% of drivers [34], and both the simu-

lator and Wildcat were programmed to yield to approaching vehicles at all times. 

Highly immersive simulator journeys were programmed to mimic Wildcat scenarios 

using Oktal (Simulation in Motion) software modified by BRL programmers. The sim-

ulator used the same autonomous DMS as the Wildcat. The set-up included three large 

projector screens to provide 180º front and side views, and side-mirrors with back left 

and right screens projected, and a windscreen mounted rearview mirror with the rear 

view projected via a large monitor. The interior was standard for the vehicle model. 

The simulator was controlled by five Hewlett Packard 8 Core 3.70 GHz Intel Xeon v3 

PCs. There was also an experimenter control station with 5 21” Iiyama Prolite 

E2480HS monitors. The DMS ran on a separate PC of the same specification.  

 

 
Fig 1. Wildcat road AV (left) and Williams Advanced Engineering AV Simulator (right)  

 

A ~10-minute driving circuit involving four different routes (loops) around a major 

carpark (including approach and exit roads) within the University of the West of Eng-

land, Bristol (UK) Frenchay campus was designed. The vehicle and simulator stopped 

after each circuit (not between loops) and started the next circuit when the participant 

was ready to continue. Events occurred (Wildcat) or were programmed to occur (sim-

ulator) within the same positions during each circuit and included seven different in-

stances of negotiating a set of T-junctions (Table 1). Event 1 involved turning right off 

the main road into the side road and differed to Event 2 which involved yielding to an 



 

 

on-coming vehicle before making a right turn. Event 7 was similar to Event 2 but in-

volved turning left into the side road and did not need a yield to be performed by the 

vehicle. Event 3 involved turning left out of the side road onto the main road, and Event 

4 was similar although involved the AV yielding before the turn to allow a vehicle to 

pass on the main road. Event 5 was similar to Event 3 although involved a right turn 

and Event 6 was similar to Event 5 but involved yielding before committing to the turn 

due to vehicles passing in each direction on the main road. This pattern of events al-

lowed for three direct comparisons: Events 1 and 2 at the same right hand turn in; Events 

3 and 4 at the same left hand turn out; and, Events 5 and 6 at the same right hand turn 

out. There were variable lengths of time interval between events, which helped reduce 

anticipation and possible unintentional fluctuations in alertness.  
 

Table 1. Scenarios and Events  

 

 
 

The Wildcat and simulator were programmed to drive with a ‘neutral’ (not assertive 

or cautious) driving personality, that is with a gap acceptance at junctions of 4-seconds. 

Similarly, vehicle acceleration, including starting from a standstill, was programmed to 

occur in a neutral non-assertive manner. Both platforms were set to maximum speeds 

of 20-mph and only achieved this on longer straight or slightly curved road stretches, 

which is the campus speed limit and consistent with many UK urban city center roads.  

Some questionnaires and scales were administered. Key to the current study are the:  

- General Trust (in Technology) Scale / GTS [35], which contains seven questions (e.g., 

‘I believe that most technologies are effective at what they are designed to do’) with 7-

point Likert scale answers. A higher overall score represents higher trust in technology. 

- Trust in Automation Checklist / TAC [36], which contains 12 questions (e.g., ‘the 

system is reliable’) measuring trust in the autonomous platform just experienced with 

higher scores indicating increased dependability and trust in the system. 

 



 

 

Procedure. Participants were given a detailed pre-experiment briefing including health 

and safety prior to consenting to take part. For the simulator component, participants 

sat in the right hand driving seat and could adjust the seat position. A researcher sat in 

the passenger seat to record trust and nausea ratings. A 2.5-minute practice and orien-

tation loop was experienced followed by a nausea rating request. A nausea rating of ≥1 

– 4 resulted in asking the participant if they were comfortable continuing, and advice 

was given not to continue if a rating of ≥5 was given and/or if the participant felt sick. 

For those that could continue (>98%) circuit 1 began, and the experimenter called out 

the trust rating question immediately after each event had been experienced, and rec-

orded the participant’s rating. The full question was: “On a scale of 0-10, where 0 is 

‘no trust’ and 10 is ‘complete trust’, rate how much you trusted the automated vehicle 

simulator during the last maneuver.” As participants became familiar with the proce-

dure, this was simplified until only needing to ask “rate trust”. Another nausea rating 

was taken at the end of the first circuit. There were 1-2 minute breaks between circuits, 

and the same testing protocol applied for circuits 2 and 3. Participants could ask to stop 

the experiment at any time and the simulator could be stopped immediately either by 

the experimenter sitting with them and/or by a second experimenter sitting at the control 

station. This component of the experiment took approximately 40-45 minutes. 

The Wildcat procedure was very similar. It involved an additional safety briefing to 

familiarize participants with a safety driver who could take manual control at any point 

and/or stop the vehicle in the event of an emergency or emergency stop protocol, which 

could be activated at any time during a journey by the participant. In order to meet the 

requirements of the safety case and maximize safe operation, the Wildcat component 

involved deployment of marshals around the circuit who were in constant contact with 

2-3 experimenters in a control center with visibility of the test track and the safety 

driver. The chief control center experimenter requested all trust and nausea ratings via 

an audio communication system linked to headphones worn by the participant. Verbal 

trust and nausea ratings were recorded via a microphone and logged by control center 

experimenters. This component of the experiment took approximately 50-55 minutes. 

At the end of the experiment, all participants received a full written and verbal debrief. 

3 Results and Discussion 

Fig 3 displays mean trust ratings (over two circuits) for each of the events experienced 

across both platforms. Generally, trust ratings were quite high (lowest = 7.39/10 for 

simulator Events 1 and 5, highest = 8.37/10 for simulator Event 4), and marginally 

highest overall for the simulator platform (M = 7.86 versus 7.76 for the Wildcat).  

For the Wildcat platform, trust ratings seem surprisingly higher for Events 2 and 6 

(right turning with an oncoming vehicle(s)) versus Events 1 and 5 (right turning without 

an oncoming vehicle(s)). This was not the case for left turn events where trust ratings 

were similar with and without other traffic (Events 3, 4 and 7). For the simulator plat-

form, trust is (perhaps surprisingly) higher for Events 2 and 6 (right turn with oncoming 

vehicle(s)) versus Event 1 (right turn without an oncoming vehicle(s)), although the 

rating is similar for Events 5 and 6 (right turn with and without an oncoming vehicle(s)). 

Despite higher trust ratings for left versus right turns, there appears to be little difference 

between Event 4 (that involved oncoming traffic) and Events 3 and 7 (where the route 



 

 

was clear). Variance (as measured using standard deviations) is relatively low across 

all events and between platforms, although perhaps surprisingly highest for Event 5 in 

the simulator (turning right without an oncoming vehicle(s)).  

Within platform trust rating data was analyzed using 2-tailed paired-samples t-tests. 

For the Wildcat, ratings were significantly higher for Event 2 (turning right with one 

oncoming vehicle) versus Event 1 (turning right with no oncoming traffic, t(44) = 3.39, 

p < .001, and did not support our prediction of an effect in the opposite direction. There 

was a non-significant difference between Events 3 (turning left without an oncoming 

vehicle) and 4 (turning left with one oncoming vehicle), t(44) = 1.40, p = .17, which 

did not support our prediction of a difference (higher trust for Event 3). Ratings were 

significantly higher for Event 6 (right turn with crossing traffic) versus Event 5 (right 

turn with no traffic), t(44) = 2.68, p = .01, again in the opposite direction predicted. For 

the simulator, trust was also significantly higher for Event 2 than 1, t(37) = 2.72, p = 

.01, and there was no difference between Events 3 and 4, t(37) = 1.40, p = .17. Unlike 

the Wildcat, there was also no difference between Events 5 and 6, t(37) = 1.57, p = .12.  

 

 
 
Fig 3. Mean Trust Rating (Two Circuits) by Event Type. Error Bars = ±Standard Deviation.   

   

A series of factorial repeated measures analyses of variance (ANOVA) were con-

ducted with platform as one variable (Wildcat versus simulator) and highly similar and 

comparable Event pairings (i.e., 1 versus 2, 3 versus 4, 5 versus 6) as the other variable 

within each analysis. Bonferroni tests were applied for all post-hocs. The reduced sam-

ple of 37 participants who completed at least the first two circuits within the simulator 

were included within these analyses. For Event 1 (turning right with no on-coming traf-

fic) versus 2 (turning right with one on-coming vehicle), there was a non-significant 

main effect of platform, F(1, 36) = .16, MSE = .947, p = .70, a significant main effect 

of Event, F(1, 36) = 15.46, MSE = .27, p < .001, ηp2 = .30, and a non-significant inter-

action, F(1, 36) = .037, MSE = .29, p = .73. Trust ratings were higher for Event 2 than 

1 (p < .001), irrespective of platform type, whilst we predicted that they would be higher 

in the simulator. For Event 3 (turning left without an oncoming vehicle) versus Event 

4 (turning left with one oncoming vehicle), there was a significant main effect of plat-

form, F(1, 36) = 19.36, MSE = 1.14, p < .001, ηp2 = .350, due to higher trust within the 

simulator. This was in line with our prediction. There was a non-significant main effect 
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of Event, F(1, 36) = 3.05, MSE = .21, p = .090, and a non-significant interaction, F(1, 

36) = .584, MSE = .20, p = .45. For Event 5 (right turn with no traffic) versus Event 6 

(right turn with crossing traffic), there was a non-significant main effect of platform, 

F(1, 36) = 2.06, MSE = .91, p = .159, despite our prediction that trust would be higher 

in the simulator. There was a significant main effect of Event, F(1, 36) = 4.82, MSE = 

.17, p = .04, ηp2 = .11 as trust ratings were higher for Event 6 than 5, irrespective of 

platform type. The interaction was not significant, F(1, 36) = .04, MSE = .16, p = .84.  

 
Table 2. Correlations (using Pearson’s r Tests) between Trust in Technology and Trust in Auto-

mation for each Event (1-7) across each Platform (Simulator and Wildcat)   

 Event 

1 2 3 4 5 6 7 

Trust in Technology 

Simulator  .54** .49** .28 .33* .48** .30 .40** 

Wildcat  .44** .41** .37** .42** .40** .35** .50** 

 Trust in Automation 

Simulator   .37* .42** .29 .28 .32* .35* .31* 

Wildcat  .50** .42** .46** .46** .50** .40** .40** 

Note. * p < .05, ** p < .01, no * p > .05 (non-significant) 

 

Finally, we consider possible correlations (Pearson’s r) between participant factors 

(age, driving experience, driving time over past year, trust in technology, and trust in 

automation) and trust ratings. In terms of participant age, 13 of 14 correlations run 

(seven events per platform) were non-significant. The only significant correlation in 

terms of age was for Event 3 in the simulator (turning left without an oncoming vehi-

cle), and this was positive (r = .31, p = .03) suggesting higher trust ratings for older 

participants. Next, we considered number of years as a qualified driver and again found 

only one significant correlation again for Event 3 in the simulator (r = .34, p = .02). 

There were no significant correlations for time spent driving over the past year. Trust 

ratings for most events across both platforms (especially Wildcat) were positively re-

lated to trust in technology (Table 2), apart from Event 3 (turning left without an on-

coming vehicle) and 6 (right turn with crossing traffic) in the simulator. Also, trust 

ratings for most Events across both platforms (all Wildcat Events) were positively re-

lated to trust in automation (Table 2), apart from Event 3 and 4 (turning left with one 

oncoming vehicle) in the simulator. Generally, the findings from the latter two sets of 

correlations were largely expected and reasonable, although a possible limitation in re-

lation to our tested sample is discussed within the limitations section below.  

4 Limitations 

There are limitations to the current study, many of which were unavoidable conse-

quences of embarking on such a large-scale experiment using both a road-based AV 

and highly immersive simulator. The scale of the experiment, and requisite levels of 

sophistication and reliability with both platforms, as well as factors that could not be 

controlled for, are likely to have impacted upon at least some of the trust ratings. Wild-



 

 

cat factors include change in weather conditions that occasionally meant pausing be-

tween circuits, and battery capacity when testing over prolonged periods. However, we 

are confident that these issues did not have a major impact as standard deviations were 

relatively low and mostly consistent across platform and Event means, and this was 

helped by averaging over no less than two full circuits. A further factor with the simu-

lator was the lack of smoothness (‘jerkiness’) at some junctions which may have im-

pacted results. There was also an issue with simulator nausea and sickness. Only 35 out 

of 46 participants completed three circuits in the simulator, with 38 completing two, 

and 41 completing one. Since running the current experiment, the simulator and sce-

narios have undergone work to reduce both issues and we are developing a better sim-

ulator orientation protocol within another project (http://www.flourishmobility.com/) 

that is proving to be effective. Also, and due to our recruitment method, participants 

were mostly self-selecting having responded to an advert to take part in an early project-

related study regarding views on, attitudes, and expectations of AVs. Thus, many may 

have been sympathetic to new and emerging technologies, which might have affected 

trust ratings. Finally, the current reported findings only include one type of frequently 

experienced vehicle maneuver (T-junctions) and others require consideration (such as 

negotiating parked vehicles, pedestrians, and other road users such as cyclists).  

5 Implications 

There are many important implications of the study although we can only cover some 

in interest of brevity. We have successfully demonstrated how trust can be measured 

within a highly immersive simulator designed and programmed to mimic a road-based 

AV. There were multiple instances where trust for T-junction events did not differ be-

tween platforms and an almost equal number of instances where it was higher for one 

platform. Despite issues with simulator nausea and sickness, this is an important step 

towards validating simulator platforms to orient humans to AVs in terms of increasing 

experience and trust. This is important based on limits of road-based testing given e.g., 

infrastructure, costs, and safety. A future step towards developing and testing Level 4 

and 5 AVs will be to assess whether even more immersive solutions such as virtual and 

augmented reality environments could be used. The methods used in the current study 

represent an important step to measuring trust in AVs using simulator and vehicle plat-

forms that can be extended to other scenario parameters (e.g., varied traffic density, 

different speed settings, and assertiveness) and events (e.g., pedestrians, cyclists).  
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