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Abstract 

 

 This thesis is mainly focused on the new technique of X-ray Birefringence 

Imaging (XBI). It reports applications of XBI in different research areas and also presents 

some developments of the fundamental theory of XBI analysis. At the end of the thesis, 

work on crystal structure determination directly from powder X-ray diffraction data is 

also included.  

 Chapter 1 and Chapter 2 provide the theoretical background of XBI and introduce 

the other techniques used in this thesis. As XBI is analogous to Polarizing Optical 

Microscopy (POM), the introduction begins with a discussion of general optics, which is 

then expanded to specific case of polarized X-rays. The methodology for structure 

determination directly from powder X-ray diffraction data is also described. 

 Chapter 3 demonstrates the application of XBI to study liquid crystalline 

materials, representing the first investigation of liquid-state samples by XBI. The 

experimental results show that the XBI technique is successful to elucidate the molecular 

orientational ordering in different liquid crystalline phases, demonstrating that 

characterization of molecular orientations by XBI is not limited to the solid-state.  

 Chapter 4 explores a novel type of material – bending crystals. As an effective 

technique to investigate molecular orientations, XBI is shown to provide clear 

information on the crystal curvature. Both plastic and elastic types of bending crystal are 

analysed in both static and dynamic experiments. A theoretical analysis of XBI behaviour 

of a material containing multiple molecular orientations is also established.  

 In Chapter 5, XBI is used to study composite organic materials. The experimental 

results vindicate the ability of XBI to characterize spatial distribution of molecules in 

composite samples.  

 Chapter 6 reports XBI behaviour for the novel case in which two different crystals 

with independent orientations are present in the X-ray beam. The development of an 

experimental set-up for recording XBI data using a transmission-based polarization 

analyzer is also reported for the first time. 



II 

 

 Chapter 7 is focused on structure determination directly from powder X-ray 

diffraction. Three crystal structures are determined – two different urea co-crystals and 

one poly-aromatic compound. 

 Chapter 8 summarises the work in this thesis, gives an appraisal of the strengths 

and limitations of the XBI technique, and proposes some potential research directions for 

the future.  
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Chapter 1 

Introduction 

 

1.1 Birefringence and Polarizing Optical Microscopy 

1.1.1 Birefringence 

 When a ray of light passes from one medium to another medium, the direction of 

the ray will change from its original direction. This phenomenon is called “refraction”,1 

and it happens universally in our daily life, from observing fish in a river to looking out 

through home windows. Snell’s law2 (Eq.1.1) explains the relationship between the 

angles of incidence (θ1) and refraction (θ2): the ratio of the sines of the two angles is 

equivalent to the inverse of the ratio of the refractive indices (n1 and n2). Each kind of 

medium has its own refractive index (n), which is the ratio of the speed of light (c) in 

vacuum and the velocity of light (v) in the medium (Fig. 1.1). 

 
1

2
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1

n

n

Sin

Sin





 (1.1) 

 As the medium is different, the velocity of light (v) changes when it enters another 

medium, and the velocity of light depends on the molecular structure of the medium, e.g., 

light travels faster in air (~ 80% N2 and 20% O2) than in water (H2O). Because both 

incident ray and refracted ray come from the same source, the two light waves have the 

same frequency (f). Thus, we can connect together the angle, velocity, wavelength and 

refractive index (Eq.1.2 – Eq.1.4). It is obvious that the molecular-level components of 

the medium have a real impact on how light travels.   

 11 fv   (1.2) 

 22 fv   (1.3) 
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 Snell’s law is quite helpful for understanding a lot of phenomena, i.e., a pencil 

looks broken in a glass of water (Fig. 1.2.a). However, sometimes we come across some 

“double refraction” situations. Figure 1.2.b is an image of a calcite crystal above a line 
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drawn on paper, in which it looks like there are two lines behind. This is because the 

incident ray disperses into two different rays in the calcite crystal. Then, when the two 

rays reach the detector (human eyes or a camera), it forms two images.  

 

Figure 1.1 Refraction: when an incident ray travels from medium 1 to medium 2, the 

direction of the propagation of the ray is altered (forming a refracted ray). The normal 

line is perpendicular to the interface of medium 1 and medium 2. The angle between the 

incident ray and the normal line is the incident angle (θ1); the angle between the refracted 

ray and the normal line is the refracted angle (θ2). Medium 1 and medium 2 are composed 

of different materials, thus the light speed is different (v1 and v2), and hence each medium 

has its unique refractive index (n1 and n2).  

 

Figure 1.2 (a) Refraction: a pencil looks broken at the boundary of water and air. (b) 

Double Refraction: a single line gives rise to an image of double lines when viewed 

through a calcite crystal. 

 As discussed above, the molecular-level components are important in these 

phenomena. So, why does the calcite case have “double refraction”? While the water does 
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not? The reason is that in water, air, and even glass, the molecules in the medium are 

packed randomly, without any long range order, which is called “isotropic”. Thus, the 

light travels at the same speed in any direction. However, the calcite crystal is an 

anisotropic material, and so the light can find two possible ways to go at a different speed: 

one is the ordinary ray and obeys the Snell’s law; the other is the extraordinary ray and 

has a different refractive index (Fig. 1.3). The difference between the two refractive 

indices is defined as “birefringence (∆n)” (Eq. 1.5).3 If the refractive index of the 

extraordinary ray (ne) is greater than the refractive index of the ordinary ray (no), ne > no, 

it is positive birefringence, which also means that the speed of the ordinary ray is faster 

than the extraordinary ray; and vice versa, if ne < no, it is negative birefringence. We can 

conclude that only anisotropic materials can have birefringent behaviour.  

 

Figure 1.3 When an incident ray passes through an isotropic medium, it will obey the 

Snell’s law and the emergent ray remains as one ray; while, in an anisotropic medium, 

one incident ray is split into two rays – the ordinary ray and the extraordinary ray.  

 oe nnn   (1.5) 

 Crystals can be classified into seven systems according to the symmetry of the 

structure: triclinic, monoclinic, orthorhombic, tetragonal, trigonal, hexagonal and cubic.4  

Among these seven systems, six of them are birefringent – except cubic, all the other six 

can show double refraction. These six systems can be further divided into two types 

depending on how many optical axes it has: uniaxial (only one optical axis) and biaxial 

(having two optical axes).5 As we discussed before, birefringence gives rise to a split 

incident ray; however, there is still a special direction in which the incident ray is not split 

into two. This direction is called the “optical axis”. Tetragonal, hexagonal and trigonal 
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crystal systems are uniaxial; while, triclinic, monoclinic and orthorhombic crystal 

systems are biaxial (Fig. 1.4).  

 

Figure 1.4 Classification of seven crystal systems, according to birefringence and the 

number of optical axes.  

 

1.1.2 Polarized Light and Plane Waves 

 Light is a form of electromagnetic radiation with a certain wavelength.3 Visible 

light is in a range of wavelengths that human eyes can detect, which is from 400 nm to 

700 nm (Fig. 1.5). If the light waves vibrate in only one plane, the light is linearly 

polarized; however, if the light waves vibrates in all planes, it is unpolarized light. Most 

light sources or illuminators emit unpolarized light, e.g., the sun, a light bulb and a fire. 

Polarized light can be achieved with the help of a suitable optical filter, called a polarizer, 

which only allows polarized light parallel to its transmitted direction to pass through, and 

absorbs or blocks all other polarization directions. Light transmitted through a polarizer 

is in the form of a plane wave (Fig. 1.6, Page 6).    

 A plane wave of light moves at a constant rate in a uniform medium and can be 

described mathematically as a sine wave: y = Asinx (Fig. 1.7, Page 6).6 As the rate of the 

propagation is constant, we can also use a model of a point (P') moving around a circle 

with a constant velocity (ω). The radius of the circle is equal to the amplitude of the sine 
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function (A), and φ is the angle between the real axis and the vector from the circle centre 

to the moving point ( 'OP ). If we put this circle in the complex plane and let the circle 

centre be at (0, i0), the position of the moving point (P') should be (Acosφ, iAsinφ). When 

the point (P') moves anti-clockwise, the imaginary part describes the sine wave. With 

Euler’s formula (Eq. 1.6), the plane wave can be described in a complex exponential form 

(Eq. 1.7).  

 If one optical filter allows plane waves of a certain polarization direction to pass 

through, what would happen if we put a second filter behind the first one? According to 

Malus’s law,3 the emerging light depends on the angle between the two filters. Usually, 

the second filter is called an “analyzer”. As the incident and the transmitted beams come 

from the same light source, the frequency remains the same, but the amplitude is changed. 

With the intensity of light proportional to the square of the amplitude, the intensity (I) of 

a beam of plane polarized light transmitted by the analyzer is equal to the original 

intensity multiplied by the square of the cosine of the angle between the transmitted 

direction of the polarizer and the analyzer (Fig. 1.8, Page 7).  

 

Figure 1.5 A diagram of the electromagnetic spectrum, ranging from cosmic rays to radio 

waves with increase of wavelength. Violet is the colour of the shortest wavelength of 

visible light. Electromagnetic radiation with shorter wavelengths (i.e., less than 400 nm) 

is ultraviolet (UV). If the wavelengths are bigger than the red edge of the visible spectrum 

(700 nm), the radiation is infrared (IR).  

  sincos iei   (1.6) 

   tiAetf   (1.7) 
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Figure 1.6 The light source emits unpolarized light, which has several planes of 

electromagnetic waves (blue line, yellow line, and green line; in reality, the wave planes 

will have all possible orientations, here only three are drawn for clarity). The polarizer 

allows only waves vibrating horizontally to pass through. So, the wave after the polarizer 

is a plane wave (blue line), which is parallel to the polarization direction of the polarizer.  

 

 

Figure 1.7 Representation of a plane wave in two forms. The left part is a circle in the 

complex plane, and its radius is equal to the amplitude A. Point (P') is moving anti-

clockwise around the circle (blue arrow) at a constant angular speed (ω). After time t, its 

position would be (Acosφ, iAsinφ). The right part is a sine wave (y = Asinx), which moves 

to the right (orange arrow). If we put P on the sine wave, it has the same height as P', 

then the position of P would be (φ, Asinφ). 
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Figure 1.8 Illustration of transmitted light for different relative orientations of polarizer 

and analyzer. (a) Parallel, all light can transmit without any loss before and after the 

analyzer; (b) vertical, no light can pass through; (c) between parallel and vertical, only 

a component of the polarized light can transmit. The angle between the directions of 

transmission of the polarizer and the analyzer is θ. Before the analyzer, the amplitude of 

the plane wave is A0. After the analyzer, the amplitude is changed to A0cosθ, i.e., the 

component of A0 in the analyzer direction. Because intensity is proportional to the square 

of its amplitude, the intensity relationship between the light before and after the analyzer 

depends on cos2θ. The yellow arrow is the direction of light propagation. 
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1.1.3 Polarizing Optical Microscopy 

 According to Malus’s law, when the analyzer is perpendicular to the polarizer, no 

beam can pass through (Fig. 1.8.b). However, if we place something between the polarizer 

and analyzer that can change the polarization direction of the original polarized light, 

there will be some components that can pass through the analyzer (Fig. 1.9). Thus, we 

can get information on the optical properties of a sample by putting it between a polarizer 

and analyzer that are perpendicular to each other (called “crossed” polarizer 

configuration). This is the principle of Polarizing Optical Microscopy (POM); optical 

properties can be evaluated by analysing the intensity measured on the detector, and in 

particular by studying the changes in intensity as the orientation of the sample is changed.7 

 

Figure 1.9 Diagrammatic representation of Polarizing Optical Microscopy (POM). The 

sample (crystal) is placed between crossed polarizer and analyzer. If the sample object 

rotates the polarized light from the polarizer, there will be some components of light that 

can pass through the analyzer, i.e., the detector can receive some photons. The yellow 

arrow is the direction of light propagation. 

 In 1.1.1 we mentioned that birefringence happens based on the split rays, because 

the incident ray can have two possible directions to travel at the same time. Photons will 

travel at different rates, because the molecular environment in each of these directions is 

different. Apart from the nomenclature of the ordinary ray and extraordinary ray, we can 

also call these two rays the “slow ray” and “fast ray” according to which ray travels faster 

in the medium, and each ray has its unique refractive index (ns and nf). In positive 

birefringence, the ordinary ray is the fast ray; while, in negative birefringence, the 

extraordinary ray is the fast ray.  
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 When a plane wave enters a birefringent medium, this plane wave will split into 

two plane waves, and these two planes are perpendicular to each other. Thus, we can 

describe this situation in a Cartesian coordinate system, in which the propagation 

direction of the incident ray is the z-axis, and the slow wave plane and the fast wave plane 

are in the yz-plane and xz-plane respectively (Fig. 1.10).  

 Because of the different speeds of the slow ray and the fast ray, when the slow ray 

reaches the end of the birefringent medium, there is a lag behind the fast ray, which is 

called the “retardation (∆)”.7 We denote d as the thickness of the crystal; vs, vf, and v as 

the velocities of the slow ray, the fast ray and the light in the air, respectively. The 

retardation can be represented by the distance and the three velocities (Eq. 1.8 – Eq. 1.10): 

when the slow ray travels within the birefringent crystal, the fast ray has already 

transmitted out of the crystal and gone a little further in the air. If we assume that the 

velocity in the air is close to the light speed in vacuum, thus, the refractive index of each 

ray can be represented by the ratio of the light velocities in the air and in the medium (Eq. 

1.11 and Eq. 1.12). Then, we can get the representation of the retardation, which is only 

dependent on the thickness of the birefringent medium and the refractive indices of the 

two rays (Eq. 1.13).  

 

Figure 1.10 A plane polarized incident ray (blue) is split into two mutually perpendicular 

plane waves (green and red) with different velocities when it enters into a birefringent 

crystal. Retardation is the distance due to lagging of the slow ray, and is proportional to 

the thickness of the crystal.  
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 Now we put this crystal (with retardation, ∆) between a crossed polarizer and 

analyzer (Fig. 1.11). The incident ray QP  (Eq. 1.14) will be split into the fast ray QF  and 

the slow ray QS , which depends on the crystal structure. The angle between the 

polarization direction of the fast ray and the incident ray is θ. Since QF  and QS  are 

perpendicular to each other, both can be generated by the equation for QP  giving Eq. 

1.15 and Eq. 1.16 respectively. The components of QF  and QS  along the analyzer can 

also be represented in trigonometric form (Eq. 1.17 and Eq. 1.18). Because the intensity 

of light after the analyzer is proportional to the square of its amplitude, the final intensity 

is calculated in Eq. 1.21. When δ is constant for a given crystal (the thickness d is fixed), 

the intensity is only dependent on sin2(2θ) (Eq. 1.22).8  

 Figure 1.12 (Page 12) shows a theoretical POM image of a sample with 

orientations that vary continuously through 360°. Here the bright and dark regions appear 

sequentially and the interval between the brightest and darkest is 45°, forming a Maltese 

cross pattern. 
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Figure 1.11 Illustration of crossed polarizer and analyzer with birefringent sample 

(purple). The transmitted direction of the polarizer is horizontal; the analyzer is vertical. 

QP  is the incident polarized wave, and θ is the angle between the plane of the fast ray 

(red) and the incident polarized ray (blue). QM  and QN  are the component vectors of  

the fast ray and the slow ray along the transmitted direction of the analyzer.  
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Figure 1.12 Theoretical diagrams of intensity changing with the optical axis in a crossed 

polarizer and analyzer system. If we combine a lot of needle-shaped single crystals as a 

round pan with the needles spreading uniformly around 360°, the image under POM 

should be a pan with bright and dark showing up sequentially and its intensity is a 

function of sin2(2θ). Here we assume that birefringence happens along the long-axis of 

the crystal, and θ is the angle between the long-axis of the crystal and the transmitted 

direction of the polarizer. 

 

1.2 Interaction of Polarized X-rays with Materials 

1.2.1 Brewster Angle and Polarized X-rays 

 Apart from refraction, reflection is also a common phenomenon when incident 

radiation reaches the interface of two media. According to the law of reflection, the 

incident angle (angle between the incident ray and the normal line) is equal to the reflected 

angle (angle between the reflected ray and the normal line). With Snell’s law, the angles 

can be determined once we know the incident angle and the refractive indices of the 

media. As the refracted ray and the reflected ray both originate from the incident ray (the 

incident ray may be regarded to be split into a refracted ray and a reflected ray) and, 

according to the first law of thermodynamics, the combination of the intensity of the 

refracted ray and the reflected ray is equal to the intensity of the incident ray. As the 

frequency of the incident, refracted and reflected rays are the same, only the amplitude is 
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changed. If the incident ray is unpolarized, the reflected ray and the refracted ray are 

partially polarized, and their polarization and intensity depend on the incident angle.7 

 The Brewster angle7 is a special angle of incidence at which the reflected ray is 

perfectly polarized, i.e., the electric vector of the reflected ray is perpendicular to the 

plane containing the incident ray and the reflected ray. Under the conditions of the 

Brewster angle, the angle between the reflected ray and the refracted ray is always 90° 

(Eq. 1.23). In a known system (for which the refractive indices n1 and n2 are known), the 

Brewster angle and the angles of the reflected and refracted rays are fixed (Fig. 1.13). The 

Brewster angle is denoted θb, and it can be calculated by Brewster’s law (Eq. 1.24). The 

reflected angle (θrfl) and the refracted angle (θrfr) can be further calculated by the law of 

reflection (Eq. 1.25) and Snell’s law (Eq. 1.26) respectively.  

  90rfrrfl   (1.23) 
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 We now consider the situation in the specific case of incident X-rays. Because X-

rays are high energy light, the frequency of the light is high, it travels in straight line and 

is difficult to be optically focused as no significant refraction occurs in most common 

materials.9 As a consequence, the incident angle is approximately equal to the refracted 

angle (Eq. 1.27). Adding Eq. 1.23 and Eq. 1.25, we reach the conclusion that the Brewster 

angle for X-ray is approximately 45° (Eq. 1.28 and Fig. 1.14, Page 15). Thus, the 

polarized X-rays can be achieved when the incident angle is close to 45°.  

 
rfrb    (1.27) 

  45rfrrflb   (1.28) 

 Strictly speaking, in the same way that X-ray refraction does not actually exist (or 

is difficult to be observed), X-ray reflection also does not actually exist – in most cases, 

X-rays just pass straight through objects. The way “X-ray reflection” can be manifested 

is based on Bragg Diffraction,10, 11 which arises from interference of scattered X-ray 
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waves from different crystal planes (Fig. 1.15). In particular, diffracted X-rays are 

observed only when the Bragg diffraction condition (Fig. 1.15) is satisfied. 

 

Figure 1.13 Refraction and Reflection. (a) The incident ray, refracted ray and reflected 

ray are in the same plane. Refraction obeys Snell’s law, and reflection obeys the law of 

reflection. If the incident ray is unpolarized, the reflected ray and the refracted are 

partially polarized. (b) If the incident angle is equal to the Brewster angle, the reflected 

ray is totally polarized – the electric vector is perpendicular to the plane containing the 

incident, reflected and refracted rays. The law of reflection and Snell’s law still hold. The 

propagation direction of the reflected ray and the propagation direction of the refracted 

ray are perpendicular to each other.   
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Figure 1.14 In the case of X-rays, the incident ray is essentially parallel to the refracted 

ray, and the Brewster angle is 45°. According to the Snell’s law, if the incident angle is 

equal to the refracted angle, the refractive indices are equal (n1=n2), which means they 

are the same medium and there’s no refraction. In the case of X-rays, refraction may still 

happen, but the refractive index is essentially constant in different materials, so we can 

treat the refracted rays as parallel to the incident ray.  

 

Figure 1.15 Bragg Diffraction: when X-rays are scattered by adjacent crystal planes with 

the same set of Miller indices (hkl), the phase difference is 2dsinθ. According to the 

principle of superposition of waves, constructive interference occurs only when the phase 

difference is equal to an integer multiple (n) of the wavelength (λ). The perpendicular 

distance between the lattice planes is denoted d. 

 In the theory of X-ray diffraction from crystalline materials, a polarization factor 

(p)12 (Eq. 1.29) is introduced within the description of the intensity of the scattered X-
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rays observed at the detector. This factor arises from regarding the unpolarized incident 

beam as two equivalent components: one with the electric vector perpendicular to the 

scattering plane (the plane of the incident ray and the diffracted ray), and the other with 

the electric vector parallel to the scattering plane. According to the theory of Thomson 

scattering,13 the amplitude of the scattered ray is proportional to the sine of the angle (γ) 

between the electric vector and the propagation direction of the scattered ray. Once the 

amplitude is known, we can determine the intensity, because the intensity is proportional 

to the square of the amplitude. 

 
2

)2(cos1 2 
p  (1.29) 

 For the first component (green arrows in Fig. 1.16, Page 18) with the electric 

vector perpendicular to the scattering plane, γ is always 90°; for the second component 

(violet arrows in Fig. 1.16, Page 18) with the electric vector parallel to the scattering 

plane, γ depends on the incident angle (θi) or the Bragg angle (θ), with γ = 90° − 2θ. As 

the amplitude of each component is proportional to sin(γ), and as the intensity of each 

component is therefore proportional to sin2(γ), the average intensity of the two 

components is given by Eq. 1.30, which corresponds to the polarization factor (p). Thus, 

the intensity of the scattered ray is proportional to this factor. 
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 The above hypothesis is based on the assumption that the incident ray is 

unpolarized. If the incident ray is polarized, the situation becomes more complicated. We 

assume that the incident ray is polarized with its electric vector neither parallel nor 

perpendicular to the scattering plane, as indicated by the blue arrows in top part of Fig. 

1.16 (Page 18). This situation is now analysed in a Cartesian coordinate system (defined 

in the bottom part of Fig. 1.16, Page 18): the electric vector is in the yz–plane and the 

diffracted ray is in the xy–plane; the angle between the diffracted ray and the y-axis is α; 

the angle between the electric vector and the y-axis is β; and the angle between the electric 

vector and the diffracted ray is γ (which relates to the intensity of the diffracted ray as 

discussed above).   

 The position N represents a point on the wave crest of the incident polarized ray 

with amplitude of A and has coordinates (0, Acosβ, Asinβ). We also draw another point 
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M, making sure that the distance to the origin is also A; thus, the position of point M is 

(Asinβ, Acosβ, 0). We can use vectors to describe these two points (Eq. 1.31 and Eq. 1.32), 

and the angle between the electric vector and the diffracted ray is the angle between these 

two vectors. Thus, we can get the value of this angle through trigonometry (Eq. 1.33). As 

the intensity is proportional to the square of the amplitude, and the amplitude is 

proportional to the sine of the angle (γ) between the incident electric vector and the 

propagation direction of the diffracted ray, the final intensity of a polarized incident ray 

after diffraction can be expressed in terms of the angles α and β (Eq. 1.34). 

 We return now to consider the Brewster angle, which is equal to 45° in the case 

of X-rays, as discussed above. In Bragg diffraction, if the incident angle is 45°, the Bragg 

angle is also 45°, which means that α is zero in Fig 1.16.  Under these circumstances, the 

geometry is illustrated in Fig. 1.17 (Page 19). Now, the diffracted ray is along the y-axis, 

and its intensity is only determined by the square of the sine of the angle (β) between the 

incident electric vector and the scattering plane. If we define δ as the angle between the 

electric vector and the z-axis, the intensity is proportional to cos2(δ) (Eq. 1.35, Page 19), 

which resembles Malus’s law introduced previously (Fig. 1.8, Page 7). In this way, we 

have effectively described a polarization analyzer for X-rays, which only detects the 

component of the incident electric vector in the vertical direction.10, 11, 14-19 
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 Volobuev and Tolstonogov discussed Malus’s law for X-ray radiation based on 

quantum principles,20 taking into account Compton scattering (not only Thomson 

scattering as we discussed above). The formula for Malus’s law in the case of X-rays is 
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given in Eq. 1.36. Here, I is the intensity after scattering, I0 is the intensity of the incident 

rays, Θ is the rotation angle of the polarization plane of the photon after interaction with 

the electron, ħ is the reduced Planck constant, ω is the cyclic frequency of the final 

photon, ω0 is the cyclic frequency of the initial photon and E0 (E0 = m0 c
2) is the energy 

of the motionless electron in the initial state. This equation looks complicated in the case 

of X-rays; however, the assumption that the intensity of the diffracted ray is proportional 

to the square of the cosine of the angle between the electric vector of the incident ray and 

the normal vector of the scattering plane is still reasonable. So, the conclusion about the 

polarization analyzer of X-rays is still valid. Based on this principle, X-ray polarization 

analyzers are utilized at synchrotron facilities to obtain polarized X-rays.  

 

Figure 1.16 Schematic illustration of the diffracted ray (orange) from a polarized 

incident X-ray (blue). The Bragg angle is denoted θ; the incident angle is denoted θi; the 

blue arrow is the electric vector of the polarized incident X-ray; the angle between the 

projection of the electric vector on the scattering plane and the propagation direction of 

the diffracted ray is denoted α; the angle between the electric vector and the scattering 

plane is denoted β; the angle between the electric vector and the propagation direction 

of the diffracted ray is denoted γ. Points M, N and P represent three positions on the 

diffracted ray, incident X-ray and the y-axis respectively. The intensity of the scattered 

ray is dependent on the angles α and β.  



19 

 

 

Figure 1.17 Schematic illustration of a polarization analyzer for X-rays. If the Bragg 

angle is 45°, the intensity of the diffracted ray depends only on the angle between the 

incident electric vector and the normal vector to the scattering plane. Effectively, this 

situation represents a polarization analyzer for which the transmitted direction is parallel 

to the normal vector to the scattering plane.  
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 As we have thus found a suitable polarization analyzer for X-rays, if we have a 

source of polarized incident X-rays, we can construct an experimental set-up analogous 

to POM but instead using X-rays. This set-up will thus allow birefringence image to be 

recorded using X-rays – this technique (first reported in 2014) is called “X-ray 

Birefringence Imaging (XBI)”.21 In this technique, the variation of intensity in the X-ray 

birefringence images will exhibit similar behaviour to POM, i.e., the intensity is 

proportional to sin2(2θ), where θ is the angle between the birefringence direction (optic 

axis) and the direction of polarization of the incident ray. In XBI, the linearly polarized 

incident X-ray radiation is from a synchrotron source, for which the electric vector of the 

incident X-ray is horizontal and the transmitted direction of the analyzer is vertical (Fig. 

1.18).  
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Figure 1.18 In the experimental configuration for X-ray birefringence imaging, the 

incident polarized X-rays are horizontal, and the transmission direction of the analyzer 

is vertical. Under appropriate circumstances (see 1.2.2), birefringent materials will show 

a similar intensity variation to that observed in POM (Fig. 1.12, Page 12).  

 

1.2.2 X-ray Birefringence and X-ray Birefringence Imaging  

 As we discussed in 1.2.1, if the incident ray is a linearly polarized X-ray, with an 

analyzer crystal set at the correct orientation to give Bragg diffraction at a Bragg angle of 

ca. 45°, we effectively have an experimental configuration that represents the X-ray 

analogue of POM (Fig. 1.19). Studies using this kind of X-ray birefringence set-up have 

verified this hypothesis.21-25 In the first experiment, single crystals of the 1-

bromoadamantane/thiourea inclusion compound (1-BA/thiourea) were tested under 

polarized X-rays (the electric vector is horizontal) with energy corresponding to the Br 

K-edge, so that the interaction of the polarized X-rays with the material is sensitive to the 
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electron environment around the bromine atoms. In the crystal structure of 1-BA/thiourea, 

all the C–Br bonds are parallel to the long-axis of the single needle-shaped crystals (Fig. 

1.20). The crystal was mounted on the goniometer with the long-axis perpendicular to the 

propagation direction of the incident X-ray beam. Here, χ is defined as the angle between 

the long-axis of the crystal and the horizontal plane and φ is the rotation angle of the 

crystal around its long-axis. The polarization analyzer was set up to transmit the vertical 

polarized component.  

 

Figure 1.19 Schematic of the experimental set-up for X-ray birefringence imaging. The 

propagation direction of the incident X-rays is along the x-axis, with polarization in the 

xy-plane. The crystal orientation angles χ and φ are defined. Modified and reprinted with 

permission from Palmer, B. A.; Morte-Ródenas, A.; Kariuki, B. M.; Harris, K. D. M.; 

Collins, S. P., X-ray Birefringence from a Model Anisotropic Crystal. J. Phys. Chem. Lett. 

2011, 2, 2346-2351. Copyright 2011 American Chemical Society. 

 The intensity after the polarization analyzer was measured as a function of 

variation of χ and φ (Fig. 1.21, Page 23). During the χ scan, the intensity shows a perfect 

sinusoidal curve in good agreement with the intensity predicted theoretically in 1.2.1, and 

the effective X-ray “optic axis” is parallel to the C–Br bond. In the φ scan, which simply 

involves rotating the single crystal around its long-axis, the C–Br bond direction does not 

change, and the intensity remains essentially constant. The slight fluctuation of intensity 

in the experimental data may be caused by variation in the thickness of the crystal and 

defects or impurity inside the sample. 

 When the area of the incident polarized beam is made as large as possible and 

using an area detector, it becomes possible to record a spatially resolved two-dimensional 

map of the X-ray birefringence of the materials, and hence to obtain good quality “X-ray 
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birefringence images” of samples. Figure 1.22 (Page 24) shows the images recorded for 

a needle-shaped single crystal of the bromocyclohexane/thiourea inclusion compound at 

20 K using this set-up. A classic bright and dark change is observed during the χ scan. 

However, in this case, the C–Br bond is not parallel to the long-axis of the single crystal, 

so the brightest and darkest images arise when the C–Br bond is oriented appropriately. 

When the crystal is oriented at  χ = 82° the C–Br bonds form an angle of 45.5° (close to 

45°) relative to the direction of polarization of the incident X-rays, hence giving higher 

transmitted X-ray intensity. 

 

Figure 1.20 Crystal structure of the 1-bromoadmantane/thiourea inclusion compound (1-

BA/thiourea). (a) Molecular structures of 1-bromoadamantane and thiourea; (b) crystal 

structure of 1-BA/thiourea viewed along the thiourea host tunnel (the long-axis of the 

needle-shaped single crystal); (c) crystal structure of 1-BA/thiourea viewed 

perpendicular to the thiourea host tunnel. Thiourea molecules form the outside hexagonal 

tunnels as host molecules; 1-bromoadmantane molecules are packed inside the tunnels 

as guest molecules. Reprinted with permission from Palmer, B. A.; Morte-Ródenas, A.; 

Kariuki, B. M.; Harris, K. D. M.; Collins, S. P., X-ray Birefringence from a Model 

Anisotropic Crystal. J. Phys. Chem. Lett. 2011, 2, 2346-2351. Copyright 2011 American 

Chemical Society. 
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 Figure 1.23 (Page 25) shows a comparison of XBI and POM of single crystals 

containing isotropically disordered bromocyclohexane guest molecules. In this situation, 

because the thiourea host molecules still have a well-defined host crystal structure, the 

crystal still shows birefringence under POM; however, no X-ray birefringence is observed, 

as this phenomenon only depends on the orientational distribution of the C–Br bonds, 

which in this case is isotropic. 

 Clearly the above examples demonstrate that XBI can provide information on the 

orientational distribution of the local bonding environment of atoms of a selected element 

in the materials (in this case Br), rather than depending on the overall crystal symmetry 

as in POM. 

 

Figure 1.21 X-ray intensity recorded in X-ray birefringence studies of a single crystal of 

the 1-bromoadamantane/thiourea inclusion compound (1-BA/thiourea). (a) χ scan, the 

brightest position is at 45° and the darkest appears at 0° and 90°; (b) φ scan, the intensity 

is essentially constant. Reprinted with permission from Palmer, B. A.; Morte-Ródenas, 

A.; Kariuki, B. M.; Harris, K. D. M.; Collins, S. P., X-ray Birefringence from a Model 

Anisotropic Crystal. J. Phys. Chem. Lett. 2011, 2, 2346-2351. Copyright 2011 American 

Chemical Society.  
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Figure 1.22 XBI data recorded at 20 K for the bromocyclohexane/thiourea inclusion 

compound needle-shaped single crystal. The angle between the C–Br bond and the long-

axis of the single crystal is 52.5°. The intensity of the XBI depends on the orientation of 

the C–Br bonds. When χ is 38°, the image is dark as the C–Br bond is close to 90° to the 

direction of polarization of the incident X-rays (horizontal); when χ is 82°, the image is 

bright as the C–Br bond is close to 45°. Reprinted with permission from Palmer, B. A.; 

Edwards-Gau, G. R.; Kariuki, B. M.; Harris, K. D. M.; Dolbnya, I. P.; Collins, S. P., X-

ray Birefringence Imaging. Science 2014, 344, 1013-1016. Copyright 2014 American 

Association for the Advancement of Science.  
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Figure 1.23 Comparison of (a) XBI and (b) POM data for a single crystal of the 

bromocyclohexane/thiourea inclusion compound at ambient temperature. In this high-

temperature phase, the guest molecules (bromocyclohexane) undergo isotropic 

reorientation, but the host tunnels structure (thiourea) maintains a well-defined crystal 

structure. Reprinted with permission from Palmer, B. A.; Edwards-Gau, G. R.; Kariuki, 

B. M.; Harris, K. D. M.; Dolbnya, I. P.; Collins, S. P., X-ray Birefringence Imaging. 

Science 2014, 344, 1013-1016. Copyright 2014 American Association for the 

Advancement of Science.  
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1.3 Crystal Structure Determination from Powder X-ray Diffraction 

Data 

 X-ray diffraction (XRD) has had a significant influence on the field of 

crystallography and crystal structure determination from the single-crystal XRD data has 

already become a mature technique and is now used widely.26 However, sometimes it is 

unfeasible to prepare large enough single crystals for structure determination using 

single-crystal XRD; thus, an alternative method is to use a powder sample (many small 

crystals) and to record powder XRD data.27, 28 Because the signal from the powder XRD 

provides only Bragg angle (2θ) and peak intensity, rather than the three-dimensional 

information provided by single-crystal XRD, it is much more challenging to solve a 

crystal structure from powder XRD data. Figure 1.24 shows the process to determine 

crystal structures from powder XRD data. 

 For crystal structure determination from powder XRD data, the precondition is to 

record high quality experimental data, which requires a pure phase (or, if impurity phases 

are present, it is essential that they are known materials of known structure), high 

crystallinity and no preferred orientations of the crystallites within the powder. Once the 

data has been recorded, several programs can be used in the “indexing” step. In this stage, 

the cell parameters (a, b, c, α, β, γ) and space group can be found. Further profile fitting 

is applied to refine the approximate cell parameters obtained at the indexing stage, and to 

determine the profile shape of peaks. The next step is the most important and the most 

challenging step, “structure solution”, the aim of which is to derive an approximately 

correct description of the structure (starting from zero knowledge of the arrangement of 

the atoms/molecules within the unit cell). If the “indexing” process is likened to just 

defining the “box”, the “structure solution” process aims to put the atoms into this “box” 

in the correct positions. In this thesis, the structure solution method used in this work is 

based on the direct-space Genetic Algorithm (GA) technique,29-31 which is explained in 

detail in 2.4. Once we have found a promising structure, the structure refinement 

procedures are carried out in order to derive an accurate final crystal structure.  

 During each stage of the process, the R-factor is used to evaluate the goodness of 

fit of the calculated data to the experimental data.28 A smaller value of R-factor represents 

a better fit. The profile R-factor (Rp) and the weighted profile R-factor (Rwp) are both used 

in this thesis, and are represented by the following equations: 
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where, yio is the intensity of the ith data point in the experimental data, yic is the intensity 

of the ith data point in the calculated data and wi is the weighting factor for the ith data 

point. 

 After the refinement, the crystal structure is subjected to energy minimization 

using periodic density functional theory (DFT) calculation32 (with fixed unit cell) to get 

the geometry optimized structure and to validate that the final structure obtained in the 

refinement is robust and energetically stable. Thus, if this DFT structure does not change 

too much from the refined structure, it means the final structure represents an energetic 

minimum and gives further evidence of correctness.  

 

Figure 1.24 Flow chart of the process of structure determination from powder XRD.  
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Chapter 2 

Experimental Methods 

 

2.1 X-ray Birefringence Imaging 

 In 1.2.1, it is mentioned that a Bragg angle (defined here as θ) of 45° is important 

in order for a material to be a suitable analyzer for polarized X-rays. The experimental 

results referenced in 1.2.2 were based on the experimental XBI set-up shown in Fig. 2.1. 

For ease of explanation, an orthogonal coordinate system is introduced. The propagation 

direction of the polarized X-rays is anti-parallel to the x-axis. The electric vector of the 

polarized X-rays is along the y-axis. The diffracted beam after the analyzer is parallel to 

the y-axis (assuming that the Bragg angle is exactly 45°). The analyzer is mounted on a 

conveyor belt and can be moved into or out of the beam under remote control. Along the 

x-axis, there is another area detector (area detector 2), and when the analyzer is out of the 

beam, this detector will receive X-rays directly and is used to adjust the position of the 

sample before XBI measurements. The sample is mounted on a Huber diffractometer and 

can rotate in the yz-plane (rotation angle χ) or spin around the goniometer axis (rotation 

angle φ). Once the sample is at the right position for the measurement, the analyzer is 

moved back into the beam and will diffract the X-rays transmitted through the sample by 

ca. 90°. Another area detector (area detector 1) is down-stream of the analyzer for taking 

the XBI images.  

 In order to have good performance, the analyzer usually is chosen as a perfect 

crystal. According to the Bragg diffraction equation4 (Eq. 2.1), only if the wavelength (λ) 

matches the inter-planar spacing (d) multiplied by 2sinθ can diffraction happen. As we 

also need the diffraction angle to be θ = 45° to operate as a polarization analyzer, so, for 

an XBI experiment with a specific wavelength, it is crucial to find a suitable analyzer 

crystal with a matched d value. In our experiments, we focused on bromine containing 

materials, so the X-ray energy was tuned to Br K-edge absorption (~ 13.4737 keV). The 

wavelength of the incident X-ray can be calculated by equation of Planck’s equation33 

(Eq. 2.2) to be λ = 0.9203 Å. For Si (5 5 5) and Ge (5 5 5), the inter-planar spacing (d) 

can be calculated through Eq. 2.3, where a is the lattice parameter of the cubic crystal.34 

Thus, the Bragg angle (θ) can be calculated (n = 1) as θ = 47.193° and θ = 44.768° for Si 
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(5 5 5) and Ge (5 5 5) respectively, both of which are acceptably close to 45°. However, 

because the angle is not exactly 45°, this will bring some minor systematic errors.  

 

Figure 2.1 Experimental set-up for X-ray Birefringence Imaging (XBI). The incident X-

rays propagate along the x-axis, while the diffracted ray from the analyzer is 

approximately along the y-axis. The analyzer is a perfect crystal, and the face of the 

diffraction plane is vertical (i.e., parallel with the z-axis). The electric vector of the 

polarized incident X-rays is along the y-axis. The analyzer is set for detecting polarized 

X-rays with electric vector along the z-axis.  
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 Another thing we should pay attention to at this stage is that the image taken after 

the analyzer crystal is a stripe-shaped image tilted from the horizontal direction,35 which 

is a consequence of the diffraction that occurs at both the monochromator and the analyzer 

(Fig. 2.2). The angle of tilt and the size of the beam area are determined by the Bragg 

angles of the monochromator and the analyzer. As the monochromator is fixed to produce 

the stable polarized incident X-rays, the tilt angle is different depending on the specific 

analyzer used. For Si (5 5 5) and Ge (5 5 5), the tilt angle is 7.82° and 8.51° respectively, 

and the area of the beam region area is 5.0 × 0.871 mm2 and 4.1 × 0.846 mm2 respectively. 
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  As seen in Fig. 2.2, the detected area of XBI is quite small. In order to place the 

sample in the middle of the observed strip, before the measurements of the XBI data, we 

need to adjust the position of the sample, and this adjustment is processed by the help of 

area detector 2 (see Fig. 2.1) with no analyzer. As shown in Fig. 2.3, area detector 2 (used 

for sample alignment) receives the beam directly, while area detector 1 (used to record 

the XBI images) receives the beam after diffraction. So, the images of the sample from 

the two detectors are effectively mirror images of each other, i.e., if we want to move the 

sample left in the XBI image, we need give a command to move it right. Only left and 

right are swapped, up and down are still the same. However, it is important to emphasize 

that it is only the image recorded on area detector 1 that provides information on the 

birefringence of the sample.  

 

Figure 2.2 Images on area detector 1 after the diffraction from the two different crystal 

analyzers: (a) Si (5 5 5) and (b) Ge (5 5 5). The middle bright part is the birefringent 

sample: (a) a single crystal of the 1-bromoadmantane/thiourea inclusion compound and 

(b) a single crystal of the 1,8–dibromooctane/urea inclusion compound. Reprinted with 

permission from Sutter, J. P.; Dolbnya, I. P.; Collins, S. P.; Harris, K. D. M.; Edwards-

Gau, G. R.; Palmer, B. A., Theoretical Analysis of the Background Intensity Distribution 

in X-ray Birefringence Imaging Using Synchrotron Bending-Magnet Radiation. J. Appl. 

Phys. 2015, 117, 164902. Copyright 2015 American Institute of Physics.  

 Because the sample rotation angle φ is also introduced in XBI, the movement of 

the sample is a little more complicated in XBI (three dimensional, i.e., 3D) than in POM 

(two dimensional, i.e., 2D). As we discussed in 1.2.1, the intensity of the diffracted rays 

should be proportional to sin2(2θ) (see Eq. 2.4, Page 32, where K is a constant and I0 is 

the incident ray intensity), which is under the hypothetical condition of φ = 0° (Fig. 2.4.a). 

However, if φ ≠ 0° (Fig. 2.4.b), the projection of the sample on the zy-plane should be 
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considered (Fig. 2.5). The intensity of 3D should be equal to the 2D intensity multiplied 

by the ratio of the projection length to the actual length of the sample (Eq. 2.5). 

 

Figure 2.3 Illustration of the two area detectors. For the same sample (the red arrow), 

area detector 2 (without the analyzer) just takes an image as normal, as shown in (a). 

However, the XBI detector (area detector 1) receives the rays diffracted from the analyzer, 

and therefore represents a mirror image of the sample, as shown in (b). 

 

Figure 2.4 Theoretical analysis of the XBI intensity. (a) When φ = 0°, the intensity is 

proportional to sin2(2θ) (the detailed analysis is in previous 1.1). (b) When φ ≠ 0°, the 

intensity is also influenced by φ. The birefringent sample is shown in purple and the X-

ray optical axis is parallel to the long-axis of the sample. 
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Figure 2.5 Illustration of the projection of the sample on to the yz-plane when φ ≠ 0°. 

Assume the X-ray optic axis of the sample is along OP, and the projection of OP on the 

yz-plane is OP'. In the same coordinate system of XBI (Fig. 2.1, Page 29, and Fig. 2.4), 

assume P is at the position (-a, b, c). The magnitude and orientation of the projection of 

the X-ray optic axis can be represented by a, b and c.  

 )2(sin2
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 The above equation can be further simplified in terms of only θ and φ (Eq. 2.6). 

This means we can predict the intensity once we know the orientation of the sample in 

space. The final mathematical representation of the intensity in XBI is Eq. 2.7. Figure 2.6 

is a plot of the theoretical intensity in the range of 0° to 360° on both θ and φ axes.  
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Figure 2.6 Theoretical XBI intensity as a function of orientation of the sample defined by 

θ in the range of 0° – 360° and φ in the range of 0° – 360°. 

 

2.2 Powder X-ray Diffraction 

 The intensity (Ihkl) of Bragg diffracted X-rays from a crystalline material can be 

represented by Eq. 2.8;26 here, I0 is the intensity of the incident X-rays; Fhkl is the structure 

factor; and K is a constant value for a specific experiment. Fhkl represents the amplitude 

and phase of the diffracted X-rays on the plane with Miller indices (hkl), and it is 

determined by the position (xn, yn, zn) and scattering factor (fn) of each atom in the unit 

cell (Eq. 2.9). Thus, for each plane (hkl), there is a corresponding diffraction maximum 

with a certain intensity on the detector. Crystal structure determination from single-crystal 

XRD is undertaken by analysing the intensity and geometric relationships of the 

diffraction maxima recorded on the detector.  

 
2

0 hklhkl FKII   (2.8) 

   nnnnhkl lzkyhxifF  2exp  (2.9) 

 If the sample is just one perfect single crystal, the detector will show one 

diffraction pattern, in which each diffraction maximum represents each corresponding 

plane with Miller indices (hkl) (Fig. 2.7.a).4 If we have two single crystals, the detector 

will show two sets of the previous pattern (Fig. 2.7.b) and the disparity between the two 

diffraction patterns originates from the relative orientations of the two single crystals. If 

the sample contains four single crystals, there will be four diffraction patterns (Fig. 2.7.c), 
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and so on. For powder XRD, the sample actually contains a very large number of small 

single crystals. Because these crystals are small, it looks like a powder on the macro-

level, so it is called “powder XRD”. As the number of single crystals in powder XRD is 

very large, a very large number of individual diffraction patterns are recorded on the 

detector. For a good isotropic powder XRD sample (i.e., with a random distribution of 

crystal orientations), the detector will show several rings (with continuous intensity 

around each ring) instead of discrete spots (Fig. 2.7.d). By producing rings of diffraction 

instead of separate spots, the three dimensional diffraction data are effectively 

compressed into one dimension. Peaks from planes with different Miller indices but 

similar d-spacings will be overlapped; preventing accurate determination of peak 

intensities.  

 

Figure 2.7 Sketch of X-ray diffraction patterns from single-crystal XRD to powder XRD. 

(a) One single crystal (single-crystal XRD); (b) two single crystals; (c) four single 

crystals; (d) a very large number of randomly oriented single crystals and its powder 

XRD recorded pattern.  

 We already know that XRD can be classified into powder XRD and single-crystal 

XRD. Powder XRD can be further divided into two modes of data collection: reflection 

and transmission (Fig. 2.8).36 For reflection mode powder XRD, the defocusing effect 
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cannot be ignored when the incident angle is small, which needs correction when we 

analyse the intensity. However, in transmission mode powder XRD, the incident beam is 

perpendicular to the surface plane of the sample, and the defocusing effect will be 

decreased. So, for structure determination from powder XRD, it is advantageous to use 

transmission mode powder XRD. In order to get good quality data, the powder crystals 

are sealed into a capillary to decrease the likelihood that the sample will exhibit preferred 

orientation of the crystallites.  

 

Figure 2.8 Illustration of powder XRD measurement in: (a) reflection mode and (b) 

transmission mode. The powder sample is represented by the green rectangle. 

 

2.3 Differential Scanning Calorimetry 

 Differential Scanning Calorimetry (DSC) is a widely used technique to investigate 

the thermal properties of solid or liquid samples.36-44 The basic principle of DSC is to 

measure the heat flow while the heating or cooling process is carried out at a constant 

rate. DSC uses two pans – one is for sample, another is for reference (Fig. 2.9). These 

two pans are like two plates of a pallet balance, but in DSC the balance distinguishes 

temperature instead of weight. The reference pan is made of a stable metal or alloy, 

ensuring that the pan has a constant heat capacity during the experimental process. Thus, 

the heat change of the reference pan can be calculated and predicted. The reference pan 

can also be an empty pan of the same type that is used to hold the sample. When the 

sample undergoes a thermal event (e.g., a phase transition), the sample absorbs heat 

(endothermic) or releases heat (exothermic). If the sample pan and the reference pan are 

to be kept at the same temperature, extra heat flow is needed into or out of the sample 

pan. This extra heat flow can be detected by the computer program; thus, the thermal 

behaviour of the sample can be investigated.  
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 DSC can detect a lot of physical properties, such as crystallization, melting, glass 

transitions, phase transitions and so on.40-43 As long as the sample releases or absorbs 

heat, it can be recorded in DSC curves. Usually, a DSC experiment is set to monitor the 

heat flow change with a constant heating or cooling rate.  

 DSC data are analysed in a two-dimensional graph with temperature as the 

horizontal axis and heat flow as the vertical axis. If the heat flow between the two pans 

changes, there will be a peak shown on the curve, meaning a phenomenon involving 

thermal change happens within the sample. Exothermic peaks and endothermic peaks 

occur in opposite directions.  

 

Figure 2.9 Illustration of DSC set-up. The sample pan and the reference pan are on a 

“temperature balance”. When a thermal change happens in the sample, some 

compensated heat flow will occur in order to maintain the previous balance. The heat 

flow is recorded by computer programs. If the sample has no thermal change, the heat 

flow to the two pans should be constant, which is shown as a flat line in the DSC data.  

 Figure 2.10.a shows two typical DSC results corresponding to crystallization and 

melting. In the heating process, when the temperature reaches the melting point of the 

sample, the sample absorbs heat to melt, and the peak is in the negative direction. On the 

contrary, in the cooling process, when the temperature reaches the freezing point, the 

sample releases some heat and turns into crystals, with a peak in the positive direction. 

To identify a peak as endothermic or exothermic, it should be referred to the labelled 

direction (“Exo Up”, “Exo Down”, “Endo Up” or “Endo Down”) of the DSC equipment, 

and this label is usually shown in the final graph.  

 Figure 2.10.b shows a phenomenon called “cold crystallization”.37-39 Here, 

crystallization happens during the heating process and the sample releases heat even 

though the sample pan is being heated. This phenomenon usually happens in long-chain 



37 

 

molecular crystallization. Because of the long-chains, in the normal cooling process, 

before the molecules are frozen, there is not enough time for molecules to move into the 

crystal lattice to pack orderly to become crystals; however, when the environment warms 

again, the molecules have sufficient flexibility to continue the previous crystallization 

process, thus an exothermic peak appears in the heating curve. As it is still a crystalline 

solid, when the temperature reaches the melting point, the sample will melt as normal, 

giving an endothermic peak in the DSC data.  

 

Figure 2.10 A diagrammatic sketch of typical DSC data: (a) normal crystallization and 

melting; (b) cold crystallization involving an additional exothermic peak in the heating 

process. 

 As mentioned above, DSC curves usually show the heat flow as a function of 

temperature with a fixed heating or cooling rate. If a different heating or cooling rate is 

used, the peak area is different even using the same sample.44 Heat flow is the 

representation of amount of heat in unit time, with the formula given in Eq. 2.10. Heating 

rate is the temperature change in unit time (Eq. 2.11). Thus, heat flow can be represented 

in terms of heating rate in Eq. 2.12. For a given sample, the amount of heat exchange for 

a physical thermal change is fixed. In a given range of temperature, the heat flow is 

proportional to the heating rate. Thus, using a faster heating rate generates a bigger heat 

flow, resulting in a bigger peak in the DSC data (Fig. 2.11). A fast DSC scan gives 

significantly higher sensitivity, which can help us to observe transitions involving only a 

small heat exchange. However, the faster rate is at the expense of temperature resolution 

and accuracy. Traditionally, the scan rate is set as 10 °C/min or 15 °C/min. In this thesis, 

the heating rates used range from 1 °C/min to 10 °C/min.  
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Figure 2.11 A diagrammatic sketch of DSC data recorded at two different heating rates. 

The fast one shows a bigger peak, because of the higher heat flow.  

 

2.4 Direct-Space Structure Solution Using a Genetic Algorithm 

 A Genetic Algorithm (GA) is a metaheuristic in computer science to find solutions 

to optimization problems, which is inspired by some phenomena in evolutionary biology, 

like heredity, hybrid, mutation, natural selection and so on.45 In a GA calculation, the 

quality of solutions is improved from generation to generation; thus, after sufficient 

evolution has taken place, the final generation will be the optimal solution to the original 

problem.  

 As mentioned before, crystal structure determination from powder XRD data is 

much more difficult than from single-crystal XRD data. Traditionally, it is necessary to 

analyse the intensity of each peak in the diffraction patterns. But, because most peaks are 

overlapped in a typical powder XRD pattern, in practice it is hard to distinguish each peak 

clearly especially in crowded areas containing severe peak overlap. A reverse method is 

to use the direct-space strategy. After unit cell determination and the profile fitting 
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process, the direct-space strategy places a certain amount of target molecules arbitrarily 

(the number of molecules is determined by density estimation) within the unit cell. The 

GA calculation produces new trial structures by moving the molecules from generation 

to generation until the simulated powder XRD pattern for the trial structures is as close 

to the experimental data as possible.27, 28 

 Figure 2.12 shows the detailed process on how each generation is produced from 

the previous one. Each generation has Np trial structures. Each structure is defined by 

several variables from the following three aspects – three variables define the position of 

the molecule in the unit cell {x, y, z}; three variables define the orientation of the molecule 

relative to the unit cell axes {α, β, γ}; and a number of variables define the unknown 

torsion angles within the molecule {τ1, τ2, τ3, …, τn}. In each generation, Nm pairs of 

structures are selected randomly from the above trial structures and undergo the mating 

process, producing 2Nm offspring structures. These 2Nm new structures and the initial 

trial structures combine to form an intermediate trial structure population with (2Nm + Np) 

numbers that undergoes natural selection and the generation of mutations. Thus, Nx 

structures are selected randomly from the intermediate trial structures to undergo the 

mutation process, and the (Np – Nx) best trial structures from the intermediate population 

are selected to enter the next generation by “natural selection”. The way to evaluate the 

quality of each trial structure is based on the R-factor (Rwp and Rp) introduced in 1.3. Thus, 

after mutation and natural selection, the number of structures passing into the next 

generation is still Np. Because only the best structures survive into the next generation via 

“natural selection”, each generation is better than the previous one. So, after a sufficient 

number of generations (Pj), the population should contain a trial structure that is very 

similar to the true crystal structure. 

 The parameters Np, Nm, Nx and Pj can be set manually according to the 

requirement of the calculation. Usually, within 100 generations, a good structure can be 

achieved. If not, one possible way to improve the situation is to enlarge the number of 

generations. As this procedure requires a large amount of calculations, in this thesis, the 

supercomputer “RAVEN” is applied to run the direct-space GA calculation incorporated 

in the program EAGER (Evolutionary Algorithm Generalised for Energy and R-factor). 



40 

 

 

Figure 2.12 Flow chart of the GA procedure incorporated in the program EAGER, 

showing the evolutionary processes involved in progressing from one generation (Pj) to 

the next generation (Pj+1) in crystal structure determination from powder XRD. Each 

generation has Np trial structures. 
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Chapter 3 

X-ray Birefringence Imaging on Liquid Crystals 

 

3.1 Introduction 

 Liquid crystals are a state of matter between crystalline solids and isotropic 

liquids, in which the molecules have some liquid-like mobility but still keep some crystal-

like orientational properties.46 Figure 3.1 shows how a material may change phase from 

solid to liquid crystal to liquid with increase of temperature. At lower temperature, the 

molecules have a lower degree of mobility and are fixed in the crystalline state. At higher 

temperature, the molecules have a high degree of mobility and undergo translational and 

reorientational motions, resulting in an isotropic liquid phase. Between these two states, 

a liquid crystal state may exist, in which the molecules are more fluid than a crystalline 

solid but less fluid than an isotropic liquid, and the molecules are oriented loosely along 

one direction. 

 

Figure 3.1 Schematic representation of phase transitions of a liquid crystal material with 

increase of temperature. In the liquid crystal state, the molecules exhibit characteristic 

properties of both liquid (mobility) and solid (orientation) phases.  

 In a magnetic field, molecules in a liquid crystal are aligned preferentially along 

one direction,47 but this alignment is not strictly perfect (unlike the situation expected for 

molecular orientations in a crystalline solid). Within the magnetic field, the assembly of 

molecules adopts one preferred direction, but not all the molecules are aligned parallel to 
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the preferred direction. In most cases, there is a small angular deviation between the long-

axis of the molecule and the preferred direction, but the average direction of the assembly 

of molecules is always along the preferred direction. An order parameter (S)48-51 is used 

to describe this orientational distribution quantitatively (Eq. 3.1): 
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where the angular brackets indicate a statistical average and θ is the angle between the 

long-axis of the liquid crystal molecule and the preferred direction (Fig. 3.2). For a sample 

with perfect orientational order (i.e., θ = 0° for all molecules in the assembly), S = 1. For 

a sample with an isotropic orientational distribution (i.e., with all orientations equally 

populated and with θ ranging from 0° to 90°), S = 0.  

 

Figure 3.2 Schematic representation of order parameter of a liquid crystal material. The 

black arrow is the preferred orientation direction. One molecule in the liquid crystal is 

shown in green. The angle between the long-axis of the molecule and the preferred 

direction is denoted θ.  

 In order to carry out experiments on liquid crystals using X-ray Birefringence 

Imaging (XBI), some modifications are applied to the basic experimental set-up in Fig. 

2.1 (Page 29). The new set-up developed here to study liquid crystals is shown in Fig. 

3.3, comprising an added magnetic field and a sample cell for liquid crystals. The liquid 

crystal sample is packed into a capillary and this capillary is inserted into a graphite tube 

as the sample cell. Because the sample cell is made of graphite, temperature control can 

be achieved by passing an electric current within the graphite tube. The North and South 

Poles of the magnetic field are set on opposite sides of the graphite tube, positioning the 

graphite tube at the centre of the magnetic field. The direction of the magnetic field is 
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perpendicular to the propagation direction of the incident X-ray beam. The molecules of 

the liquid crystal are aligned preferentially along the direction of the magnetic field.  

 Another advantage of choosing graphite as the sample cell is that as graphite is 

relatively “transparent” to X-rays,52 experimental images of the sample within the 

graphite tube can be seen directly in XBI. Figure 3.4 shows images of the sample on area 

detector 2 (i.e., with no analyzer; Fig. 3.4.b) and on area detector 1 (i.e., XBI image 

recorded with the analyzer; Fig. 3.4.c). After melting, air bubbles appear due to beading 

of the liquid sample by the capillary effect.53 In order to avoid the air bubbles, we may 

need move the sample slightly, to ensure that there is no air bubble in the region of the 

sample probed by the X-ray beam. The image recorded on area detector 2 has a bigger 

field of view than the XBI image recorded on area detector 1, giving convenience to adjust 

the position of the sample.  

 

Figure 3.3 Experimental XBI set-up for study of liquid crystals. A new liquid crystal cell 

with a capillary is used instead of the basic sample holder. The North Pole and South 

Pole of the magnetic field create a nearly parallel and uniform magnetic field within the 

sample space. The preferred direction of molecular orientation is along the direction of 

the magnetic field.  
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Figure 3.4 (a) Illustration of the liquid crystal cell for XBI studies: the sample is put into 

a glass capillary, and this capillary is put into the graphite tube. (b) The normal X-ray 

image recorded using area detector 2 (with no analyzer). (c) Images recorded using area 

detector 1 with the analyzer crystal present (XBI images), with the sample cell oriented 

at χ = 45°, 90° and 135°. Here, the temperature is high, and the sample is in the isotropic 

liquid phase.  

 

3.2 Phases of Liquid Crystal 

 Many materials exhibit several different liquid crystalline phases between the 

crystalline phase and the isotropic liquid, with increase of temperature.54 In order to study 

the phase transitions within liquid crystals by XBI, in this section a material (LC1) with 

three liquid crystal phases between the crystalline solid and isotropic liquid is used, and 

its molecular structure is shown in Fig. 3.5. The temperatures of the phase transitions are 

151 °C, 154 °C, 215 °C and 216 °C respectively, which correspond to the following phase 
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transitions: crystalline (Cr) to smectic B (SmB), SmB to smectic A (SmA), SmA to 

nematic (N), and N to isotropic (Iso).  

 

IsoNSmASmBCrLC  216215154151:1  

Figure 3.5 Molecular structure of LC1 which has the typical banana-shape of liquid 

crystals. Its transition temperatures are labeled below, the unit is °C.  

 The definitions of the smectic and nematic phases are based on the positional and 

orientational ordering of the molecules.54-57 If the preferred direction is along the z-axis, 

in the nematic phase, the rod-like molecules are aligned close to the z-axis, but with 

disordered projection on the xy-plane (Fig. 3.6). The nematic phase is the first phase 

formed after the isotropic liquid on reducing the temperature. The molecules in this phase 

can still flow like the molecules in liquid phases, but this mobility is restricted as the 

molecules prefer to be aligned along the z-axis.  

 

Figure 3.6 Illustration of phases of liquid crystals. The order increases from the isotropic 

liquid to the crystal, passing through nematic, smectic A and smectic B phases. The 

preferred orientation direction is the z-axis. For each phase, the projection on the xy-

plane is shown at the bottom.  

 On further cooling, the nematic phase transforms to a smectic phase. The 

distinctive feature of a smectic phase is the layered arrangement of the molecules. 

Because, at this moment, the temperature is lower than in the nematic phase, the 

molecular mobility is further decreased – the material is less fluid, molecules are confined 

in each layer, and there is no molecular exchange between adjacent layers. The smectic 
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phase can be further classified according to the positional ordering of the molecules 

within the layers. In smectic A, compared with the nematic phase, the order of the 

molecules is increased only through layered arrangement, but the projection on the xy-

plane is still disordered. On further decreasing the temperature, the molecules tend to 

form a hexagonal arrangement within each layer, and the order is increased furthermore, 

representing a smectic B phase.  

 With further cooling, the molecules become “frozen” finally, losing all mobility 

and becoming packed into a three-dimensionally ordered crystal lattice to form a 

crystalline solid with the greatest degree of positional and orientational order.  

 As the occurrence of phase transitions depends on changes of temperature, it is 

convenient to use DSC to study phase transition phenomena. Figure 3.7 shows the DSC 

data for LC1, cooling from high temperature to low temperature at two different rates, 1 

°C/min and 10 °C/min, which is consistent with the cooling rate of the XBI experiments 

discussed below.  

 

Figure 3.7 DSC data recorded for LC1 cooling from 250 °C to 100 °C at two different 

cooling rates: 1 °C/min (black) and 10 °C/min (red). The higher cooling rate results in 

higher heat flow.  

 As mentioned in 2.3, use of a higher cooling rate results in higher sensitivity, and 

the peaks in the data recorded at 10 °C/min are bigger than at 1 °C/min. When cooling 

from 250 °C, two exothermic peaks are observed around 215 °C. The first small peak is 

the phase transition from the isotropic liquid to the nematic phase, and the larger peak is 
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the phase transition from the nematic phase to the smectic A phase. The two peaks are 

overlapped in the data recorded at 10 °C/min because of lower accuracy and lower 

resolution at the higher rate of cooling.44  

 Another exothermic peak at ca. 155 °C arises from the phase transition from the 

smectic A phase to the smectic B phase. Here, the molecules move within each layer to 

form a hexagonal patterns arrangement. The next peak on cooling is the biggest 

exothermic peak in each set of data, representing crystallization, and corresponding to 

release of the greatest amount of heat. It is worth noting that, from this point, the peak 

positions of the two curves become different, i.e., for the transition between liquid crystal 

phases, the transition temperatures are nearly independent of cooling rate. However, 

significant differences are observed for the solid state. Both sets of data show a small 

broad peak after the crystallization, indicating a solid-solid phase transition phenomenon. 

 X-ray Birefringence Imaging (XBI) has been proven to be an effective technique 

to investigate the anisotropy of the local bonding environment of selected elements.21-23 

At the energy of the Br K-edge, birefringence occurs, with the X-ray optic axis parallel 

to the C–Br bond. In the present work, LC1 was designed specially to have a C–Br bond 

at the end of the molecule, with this C–Br single bond oriented parallel to the long-axis 

of the liquid crystal molecule (Fig. 3.5, Page 45). The orientation of the C–Br bond, 

therefore, gives a reliable representation of the orientation of the whole molecule.  

 XBI images recorded at three different temperatures and for a range of sample 

orientations (χ) are shown in Fig. 3.8. At 220 °C, the XBI images are dark at all measured 

values of χ, because at this high temperature, the material is in the isotropic liquid phase. 

The molecules are moving randomly and there is no preferred orientation of the C–Br 

bonds and hence no birefringence is observed. The corresponding surface plots show a 

uniform orange colour of the sample, which is in a good agreement with the expected 

properties of the isotropic liquid phase.  

 At 214 °C, the XBI images of the nematic phase are not easy to capture, as the 

temperatures of the phase transitions from Iso to N and from N to SmA are very close, 

differing by just 1 °C. The way to capture the images of the nematic phase is by cooling 

from the isotropic liquid phase with the sample oriented at χ = 45°; once a bright part is 

visible in the image (signifying the presence of the nematic phase), the sample was held 

at this temperature and the χ scan was carried out. The boundary between the bright and 
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the dark regions is clearly seen, in which the dark region is the Iso phase and the bright 

region is the N phase. The brightness arises because the molecules align with the preferred 

direction in the N phase. All the C–Br bonds tend to be parallel to the direction of the 

magnetic field, which is perpendicular to the propagation direction of the incident beam. 

According to the principles of XBI in 2.1, the brightest image arises at χ = 45° and χ = 

135°, and the brightness is minimized at χ = 90° (referring to Eq. 2.7, Page 32). So, the 

boundary of Iso and N is not easily distinguished around χ = 90°. Here, the temperature 

214 °C is just the set-up temperature of the XBI experiment, and the true internal 

temperature of the sample is not necessarily the same temperature, with evidence of 

temperature gradients (which results in the co-existence of the Iso and N phases in the 

XBI images at 214 °C). It is, therefore, unsurprising that the temperature differs by a few 

°C from the phase transition temperature recorded by DSC. 

 

Figure 3.8 XBI images (black and white images) and the corresponding intensity contour 

plots (color images) for χ scans of LC1 at 220 °C, 214 °C and 184 °C. The χ value is 

varied from 45° to 135° with an increment of 5°. The yellow frames identify the area of 

the sample.  
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 As the temperature range of the SmA phase is quite wide, in the cooling process, 

after the phase transition from N to SmA around 215 °C, the next transition (from SmA 

to SmB) occurs at 154 °C. It is safe to set the temperature at 184 °C to ensure that the 

entire sample is in the SmA phase. XBI images at this temperature are brighter than those 

for the N phase at 214 °C, and also have the typical birefringence property with maximal 

brightness at χ = 45° and χ = 135°. This observation proves that the molecules in SmA 

exhibit greater orientational ordering than the N phase. However, on closer inspection of 

the XBI images, several bands can be seen within the sample, and further investigation is 

required to explain this “black-band” phenomenon. The reason may be the variation in 

the strength of the magnetic field, the curvature variations of the surface of the capillary 

or the layer-structure of the SmA itself.  

 The intensity of each image in Fig. 3.8 has been analysed using the program “Fiji-

ImageJ”. Figure 3.9 shows the intensity measured from the XBI images in Fig. 3.8. The 

images at 220 °C, 214 °C and 184 °C represent the Iso, N and SmA phases, respectively. 

In the Iso phase, the intensity is very low (close to 0) and does not change during the χ 

scan, because of the isotropic nature of the material. In the N and SmA phases, the 

intensity plot of each phase shows the familiar sinusoidal behaviour as discussed before 

(Fig. 1.18, Page 20), meaning that the C–Br bonds prefer to be aligned along the magnetic 

field direction, giving rise to birefringence. The intensity can be represented as a function 

of χ, and it is proportional to sin2(2χ). SmA has a higher intensity than N, because of 

increased orientational order. Unfortunately, it was not possible to record a χ scan of SmB, 

because it is not as easy to identify as the N phase, which can be distinguished quickly by 

visual inspection (for synchrotron experiments, beam time is limited and efficiency is a 

crucial factor). Furthermore, as the SmB phase exists only over a temperature interval of 

3 °C, the discrepancy between the XBI set-up temperature and the real temperature inside 

the sample also causes less reliability, thus, we cannot rely on the set target temperature 

to identify the phase as SmB. For the final crystalline phase, carrying out the intensity 

analysis in depth is not meaningful, as the whole sample does not crystallize as one single 

crystal, but instead, several crystalline domains are generated and each domain has its 

own orientation. Thus, the observed XBI behaviour of the Cr phase fluctuates between 

experiments and between different regions of the sample in a given experiment. 
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Figure 3.9 Intensity of XBI images for the Iso, N and SmA phases as a function of χ, which 

is varied from 45° to 135° with an increment of 5°.  

 At χ = 90°, in both the theoretical predictions and experimental data, the intensities 

of birefringence images are always very low. It is, therefore, hard to distinguish different 

phases for this sample orientation. An alternative way to investigate XBI images is to fix 

the sample orientation at χ = 45° and to carry out a temperature scan, as the biggest 

contrast in intensity between the different phases arise at χ = 45°.  

 Figure 3.10 shows the experiment of cooling from the Iso phase to the Cr phase 

at two different rates with sample orientation fixed at χ = 45°. At the highest temperature, 

the intensity is very low, corresponding to the orientationally disordered molecules 

moving randomly inside the capillary in the Iso phase. With decreasing temperature, the 

Iso phase transforms to the N phase. The temperature range of the N phase is very small, 

from 215 °C to 216 °C. As the transformation is from a disordered phase to a more 

orientationally ordered phase, the intensity changes substantially and is reflected as a 

steep rise in the plot of intensity versus temperature (the left part of each plot). As in DSC 

(see 2.3), a slower cooling process can give better temperature resolution and accuracy in 

this type of temperature-scanning XBI experiments. Under the cooling condition of 1 

°C/min, there is a small shoulder around the middle of the initial steep slope (Fig. 3.10.a), 

which represents the N phase. The lifetime of this feature representing the N phase is 

short, and the change in the plot is small, so this phenomenon is not resolved at the cooling 

rate of 10 °C/min.  
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Figure 3.10 Intensity of XBI images, recorded during the cooling process from the Iso 

phase to the Cr phase: (a) slow cooling rate at 1 °C/min and (b) fast cooling rate at 10 

°C/min. The red circle in (a) highlights the N phase.  

 After the steep slope at high temperature, the plot reaches a long plateau of SmA 

and the intensity gradually increases (caused by the increased orientational order of 

molecules) as temperature decreases, until reaching another small slope (the short slope 

before the highest plateau of each plot) representing the phase transition from SmA to 

SmB, which corresponds to highest intensity. The temperature range of SmB at 1 °C/min 

is shorter than at 10 °C/min, fully consistent with the DSC data in Fig. 3.7 (Page 46). 

After the SmB phase, the intensity drops significantly due to the formation of the Cr 

phase, which exists in multiple orientational domains. 

 Figure 3.11 shows selected images from Fig. 3.10.a. No.1 is the image of the Iso 

phase, with a uniform dark sample region representing isotropic orientational disorder. 

No.2 shows co-existence of both Iso phase (dark) and N phase (bright), meaning that the 

molecules began to align along the direction of the magnetic field in part of the sample 

(The co-existence of the Iso and N phases reflects the temperature gradient across the 

sample). No.3 – No.5 display the intermediate stage from the N phase to the SmA phase, 

with an increase of intensity. No.6 – No.8 are the images on the plateau of SmA, and the 

intensity increases gradually as temperature decreases, identifying that the molecules 

progress continually into a greater degree of orientational ordering. No.9 and No.10 are 

the SmB phase, which have the highest intensity. No.11 shows the irregular domains 
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appearing, which corresponds to crystalline phase generation. No.12 is the image of 

crystalline solid.  

 

Figure 3.11 Selected XBI images of LC1 in the cooling process in Fig. 3.10.a. The 12 

images (right) are selected from different stages in the cooling process, and their 

corresponding positions in the temperature-intensity plot are labelled (left). 

 The above experiments show that XBI can provide information of the degree of 

molecular orientational order in different phases of liquid crystals. Especially with slow 

rates of temperature change, each phase transition can be observed clearly. 

 

3.3 Order Parameter of Liquid Crystal 

 Two more liquid crystals are being investigated using XBI and they are labelled 

as LC2 and LC3. The molecular structures and the temperatures of phase transitions are 

shown in Fig. 3.12 and Fig. 3.13. Compared to LC1, the molecular structure of LC2 is 

quite similar with reversal of the ester group. This indicates that the molecular length of 

LC1 and LC2 are nearly the same. LC3 is shorter than LC1 and LC2. In all cases, the 

bromine substituent has been selected such that the C–Br bond direction effectively 

“reports” on the molecular orientation in the orientationally ordered phases. 

 In 3.2, it has been proved that monitoring the intensity of the XBI images with the 

sample fixed at χ = 45° is an effective way to analyse the orientational order of molecules. 

LC2 and LC3 have been tested in the same way: fixing χ = 45° and decreasing temperature 

from the Iso phase to the Cr phase. The results of intensity as a function of temperature 

are shown in Fig. 3.14. At the highest temperature, all molecules are in the isotropic phase 



53 

 

and there is isotropic orientational disorder, resulting in low intensity. With decrease of 

temperature, orientational order is increased, which is represented by the increase of 

intensity. The highest intensity arises for the SmB phase. 

 

IsoSmASmBCrLC  231133132:2
 

Figure 3.12 Molecular structure of LC2 which has the typical banana-shape of liquid 

crystal forming molecules. The transition temperatures are labeled below in units of °C. 

LC2 has a similar structure to LC1. 

 

IsoSmASmBCrLC  10310072:3  

Figure 3.13 Molecular structure of LC3 which has the typical banana-shape of liquid 

crystal forming molecules. The transition temperatures are labeled below in units of °C. 

 

Figure 3.14 Intensity of XBI images for LC1 (green), LC2 (red) and LC3 (blue) as a 

function of temperature in the cooling process from the Iso phase to the Cr phase.  
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 Focusing on the highest value of intensity, LC1 and LC2 have a similar level, while 

the highest intensity for LC3 is lower than for LC1 and LC2. This phenomenon shows that 

even though all liquid crystals are in the same phase (SmB), the degree of orientational 

order of the molecules depends on the molecular length and molecular structure.  

 In a magnetic field, the preferred orientation of a liquid crystal is always along the 

direction of the magnetic field. It is like there are lots of imaginary “tunnels” in the 

magnetic field and all the molecules are confined in these tunnels. The width of the 

imaginary tunnels should depend on the strength of the magnetic field, with a stronger 

field giving rise to narrower tunnels. It is reasonable to expect that longer molecules have 

less orientational freedom when packed into a tunnel of a given width. For the same 

magnetic field (in this thesis, the magnetic field is fixed), the width of the imaginary 

tunnels has a fixed value (d). The molecules of LC1 and LC2 have a similar length 

(denoted l1), and the molecular length of LC3 is denoted l2. Figure 3.15 shows how the 

molecules are packed in a tunnel. The distribution of molecular orientations may be 

simplified by regarding the molecules in the liquid crystal to be confined within a range 

of θ values from −θmax to +θmax, and thus all the molecular orientations are located within 

a cone-shaped object with semi-angle equal to θmax. As l1 is bigger than l2, the shorter LC3 

molecules are expected to have more orientational variability, which is manifested as a 

wider range of angles between the long-axis of the molecule and the preferred direction, 

i.e., θmax1 < θmax2.  

 For order parameter (S) of the liquid crystal, the statistical average of cos2θ is 

represented as Eq.3.2 (Page 56), which can be calculated through a sphere model in Fig. 

3.16 (Page 56). Then, the order parameter (S) can be expressed as a function of θmax (Eq. 

3.3, Page 56). From Eq. 3.3 (Page 56), we can conclude that, in the range of θmax ∈ [0°, 

90°], a smaller value of θmax corresponds to a higher value of S. For the specific values of 

θmax = 0° and θmax = 90°, the values of S are S = 1 and S = 0, respectively, corresponding 

to situations with perfect orientational order (S =1) and an isotropic orientational 

distribution (S = 0), as mentioned in 3.1. 

 At χ = 45° in the XBI experiment, the angle between the preferred direction (the 

magnetic field direction) and the horizontal plane (the direction of polarization of the 

incident X-ray beam) is 45°, and the orientation of the preferred direction is denoted as 

(θ = 45°, φ = 0°), referring to Fig. 2.4 (Page 31). As the molecules in the liquid crystal 
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are oriented within the range of ±θmax from the preferred direction, and as the average 

direction of all the molecules is along the preferred direction, it follows that at χ = 45°, 

the orientations of all the molecules are in the range of θ ∈ [45° + θmax, 45° − θmax] and φ 

∈ [−θmax, +θmax]. The range of molecular orientations thus form a circle projection on the 

θφ-plane of the theoretical intensity plot in Fig. 2.6 (Page 33). The radius of the circular 

projection depends on the value of θmax and the centre of the circle is fixed at (θ = 45°, φ 

= 0°).  

 

Figure 3.15 Schematic illustration of molecules of LC1, LC2 and LC3 in a magnetic field: 

(a) LC1 and LC2 have longer molecular length (l1) and a smaller angular deviation (θmax1); 

and (b) LC3 has shorter molecular length (l2) and a larger angular deviation (θmax2). The 

cone-shaped objects show (schematically) the spatial distribution of the molecular 

orientations relative to the magnetic field direction (which is also the preferred direction) 

at χ = 45° in the XBI experiments.  
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Figure 3.16 Schematic illustration of the orientational distribution of liquid crystal 

molecules (red arrows) in spherical polar coordinates (with radius r). The preferred 

direction is along the z-axis. The angle between the molecule long-axis and the preferred 

direction is θ. The integral slice is denoted ds, which is a small area as shown on the 

sphere (yellow).  
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 The intensity measured is the average intensity for all the molecules, and the 

mathematical representation is given in Eq. 3.4. The total number of molecules in the 

liquid crystal is denoted N, with each molecule labelled i.  According to the equation for 

the relative XBI intensity introduced in 2.1 (Eq. 2.7, Page 32), the XBI intensity is 

proportional to a function of θ and φ denoted f(θ,φ) (Eq. 3.5). Thus, Eq. 3.4 can be 

represented by Eq. 3.6. The XBI intensity of liquid crystals with two different values of 

θmax is illustrated in Fig. 3.17, and the average intensity in these two cases are represented 

by Eq. 3.7 and Eq. 3.8 respectively. According to Eq. 3.6, the integral regions in each 

case are D1 and D2, with the total number of molecules given by N1 and N2. As region D2 

is composed of region D1 plus region S, Eq. 3.8 can be represented by Eq. 3.9. The region 

between the two circles is denoted region S, and the total number of molecules in this 

region is Ns. For brevity, the double integral parts are denoted p and q, as shown in Eq. 

3.10, and the values of p, q, N1 and N2 are positive according to their definitions. Thus, 

the average intensity in each of these two cases are represented by Eq. 3.11 and Eq. 3.12, 

respectively. 
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Figure 3.17 Theoretical XBI intensity plot (calculated from Eq. 2.7, Page 32) for the 

orientational distributions of liquid crystals with two different values of θmax. The 

projection of their orientation distributions are represented by two circles (region D1 and 

region D2, as shown in purple and green respectively) on the θφ-plane. The region 

between the two circles is denoted S. The centre of each circle is fixed at (θ = 45°, φ = 

0°). The “angular radii” of the circles are θmax1 (for D1) and θmax2 (for D2), respectively.  
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 According to Eq. 2.7 (Page 32), the highest intensity in the region defined by θ ∈ 

[0°, 90°] and φ ∈ [90°, −90°] arises at the orientation corresponding to (θ = 45°, φ = 0°) 

– i.e., along the preferred direction – and the intensity decreases as the molecular 

orientation deviates from the preferred direction. As a consequence, the average intensity 

for the molecules in region D1 is always higher than the average intensity for the 

molecules in region S (Eq. 3.13 and Eq. 3.14). Comparing the average intensity of regions 

D1 and D2 (Eq. 3.15), a mathematical relationship (see Eq. 3.16) can be derived to 

demonstrate that, for liquid crystals, a higher intensity in the XBI measurement 

corresponds to a smaller range of the orientational distribution, as specified by θmax. As 

already discussed, a smaller value of θmax corresponds to a higher value of the order 

parameter (S) (Eq. 3.3, Page 56), and we reach the conclusion that the value of the order 

parameter (S) for liquid crystal samples can be evaluated, at least qualitatively, from XBI 

intensity measurements. Thus, higher XBI intensity corresponds to a higher value of the 

order parameter (S).  
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3.4 Conclusions 

 As liquid crystal phases are not solid and because of the fluidity of the samples, 

the basic XBI set-up required to be amended to allow liquid samples to be studied. 

Because it is based on synchrotron radiation, there is much more flexibility and space to 

modify the accessory parts to fulfil individual types of experiments. The experiments 

discussed in this chapter have proved that XBI can identify the molecular orientational 
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properties of liquid crystals, and the corresponding new set-up for liquid samples with 

temperature control system has also been developed and applied successfully.  

 For study of liquid crystal samples, the capability of XBI in the following three 

aspects has been demonstrated: (1) indicating the preferred orientation in each phase; (2) 

monitoring the real-time process of changing orientational ordering during phase 

transitions; (3) estimating the order parameter (S) of different liquid crystals.  

 Although POM is now used extensively in characterization of liquid crystals,58-60 

XBI has two obvious advantages compared to POM. Firstly, POM reflects the overall 

optical properties of the whole sample, while XBI only detects the orientation of the C–

Br bonds; for this reason, XBI is more accurate and has a higher sensitivity to identify the 

orientations of the target molecules. For example, if there are two liquid crystals, both 

molecules are in a banana-shape and have one C–Br bond at the end, when we consider 

the whole optical properties in POM, the different curvatures of the banana-shape will 

have an influence on the overall birefringence. In XBI, however, the situation becomes 

easier as we only need to consider the C–Br bond orientations. Secondly, XBI is more 

user-friendly to customize the set-up to suit a particular experiment. In POM, because of 

the need of optical focus, the sample should be thin and flat. In XBI, however, due to the 

use of X-rays, there is no need to worry about the optical focus and the shape of the 

sample is less restricted. A further consideration with regard to optical focus is that the 

space between the focal plane (sample position) and the front of the lens is fixed in POM, 

and the space is usually very small (several centimetres, which depends on the 

magnification). For XBI, on the other hand, the set-up is in a synchrotron hutch, so there 

is substantially more space (several meters) to add accessories (e.g., temperature control 

system). 

 In summary, for research of liquid crystals, XBI is successful to provide the same 

types of information as POM, but in many aspects XBI performs better.  
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Chapter 4 

X-ray Birefringence Imaging on Bending Crystals 

 

4.1 Introduction 

 From the traditional view, crystals are solid-state materials with well-ordered 

arrangements of molecules and they are usually hard and rigid, e.g., table salt, snowflakes 

and quartz. This phenomenon is understandable if we concentrate on the definition of 

crystals – a crystal consists of atoms arranged in a pattern that repeats periodically in three 

dimensions.34 As a crystal needs to keep such high order at the molecular-level, when 

some outside mechanical stress is applied, it will disrupt the connections between 

adjacent molecules or atoms. For example, a crystal of table salt can be broken into two 

parts because the ionic bonds inside it become broken if an appropriate mechanical stress 

is applied.   

 Chemical bonds can be classified into two types, strong bonds and weak bonds,61 

with the above ionic bonds belonging to strong bonds, that is why the breaking of bonds 

is usually associated with the fracture of the whole crystal. However, if weak bonds 

between molecules are changed only slightly by application of mechanical stress, some 

crystals can still retain their macroscopic integrity. The C. Malla Reddy group has found 

several bending crystals recently and analysed the formation mechanism at the molecular-

level.62-64 Crystals can be bent via the exchange or modulation of weak intermolecular 

interactions, such as van der Waals (vdW), π-stacking, hydrogen bonding, halogen 

bonding, and so on. 

Furthermore, organic bending crystals can be classified into those that undergo 

plastic bending and elastic bending.65, 66 In plastic bending crystals, the existence of slip 

planes in the crystals is a prerequisite and the strong and weak interactions exist in nearly 

perpendicular directions, which determines the bending face of the crystal. However, in 

elastic bending crystals, it is not an essential condition to have slip planes and the crystal 

can have more than one bending face. Figure 4.1 shows a good example of a material that 

forms plastic bending crystals – hexachlorobenzene.67 In the crystal structure of 

hexachlorobenzene, the bending face is (001). When pressure is applied on the bending 
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face, sliding layers can be formed by the breaking and reformation of intermolecular 

Cl···Cl interactions, while it is not possible to bend the (100) face as stronger π···π 

interactions dominate the packing.68  

 

Figure 4.1 Schematic representation of plastic bending of single crystals of 

hexachlorobenzene. (a) Top row: a three-point geometry pressure on the (001) face. The 

layers glide by weakening the Cl···Cl interactions, so bending is possible. Bottom row: 

the same three-point geometry pressure on the (100) face. Bending requires breaking of 

π···π interactions and this process is not possible. (b) An analogy of the bending process 

illustrated by a sticky notes pad. Bending is feasible due to the separation and slip of 

layers. Each piece of paper is a layer in the bending process, so it can be bent on the 

direction shown in (b) but can’t be bent on the other direction. Reprinted with permission 

from (1) Panda, M. K.; Ghosh, S.; Yasuda, N.; Moriwaki, T.; Mukherjee, G. D.; Reddy, 

C. M.; Naumov, P., Spatially Resolved Analysis of Short-Range Structure Perturbations 

in a Plastically Bent Molecular Crystal. Nat. Chem. 2014, 7, 65-72 (Copyright 2014 

Springer Nature); and (2) Krishna, G. R.; Devarapalli, R.; Lal, G.; Reddy, C. M., 

Mechanically Flexible Organic Crystals Achieved by Introducing Weak Interactions in 

Structure: Supramolecular Shape Synthons. J. Am. Chem. Soc. 2016, 138, 13561-13567 

(Copyright 2016 American Chemical Society). 

From the previous chapters, XBI has proven to be an effective technique in 

investigating molecular orientations in materials. During the crystal bending process, 

small domains with slightly different lattice orientations may be generated. Thus, it is 
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natural to explore the opportunity to apply the XBI to understand the molecular 

orientations in this kind of novel crystals – organic bending crystals. This chapter will 

focus on XBI studies of brominated organic materials that undergo crystal bending – 

focusing on 1,4-dibromo-2,3,5,6-tetramethylbenzene (DBTMB) and 9,10-

Dibromoanthracene (DBA).  

 

4.2 Crystal of 1,4-Dibromo-2,3,5,6-tetramethylbenzene 

4.2.1 Structural Properties and Phase Transition 

 Crystals of 1,4-dibromo-2,3,5,6-tetramethylbenzene (DBTMB) (Fig. 4.2) are 

transparent, long needle-shaped crystals, with rectangular cross-section. DBTMB crystals 

can be made by a slow-evaporation method from methanol solvent. The size of crystals 

can be controlled by changing evaporation rate and temperature of crystallization.  

 

Figure 4.2 Molecular structure of 1,4-dibromo-2,3,5,6-tetramethylbenzene 

 DSC analysis was applied to crystals of DBTMB to investigate their thermal 

properties (Fig. 4.3) from room temperature to −150 °C. An exothermic peak around −120 

°C shows there is a phase transition at low temperature. The corresponding endothermic 

peak on heating shows that this solid-solid phase transition is reversible. Thus, it is clear 

there are two solid phases when temperature is changed. In the structure determination 

process by single-crystal XRD, a room temperature (RT, ca. 296 K) study and a lower 

temperature (LT, 150 K) study were carried out respectively.  
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Figure 4.3 DSC data for DBTMB. Crystals of DBTMB were placed at room temperature, 

then firstly cooled down to −150 °C and secondly, heated back to room temperature. Both 

of the rates are 10 °C/min. The phase transitions happen at −121 °C and −113 °C 

respectively. 

The summaries of the crystal structure (RT and LT) are shown in Table 4.1 (see 

also Appendix I and Appendix II). Both of them are monoclinic crystals but with different 

unit cell parameters, which means the structure distorts slightly from RT to LT. The 

density at RT is lower than at LT because of thermal expansion.  

Table 4.1 Comparison of the crystal structures of the RT and LT phases 

 RT Phase LT Phase 

Formula Sum C10H12Br2 

Formula Weight 292.02 g/mol 

Crystal System monoclinic 

Space Group P21/c 

Cell Parameters 

a 8.358 Å 16.556 Å 

b 4.009 Å 11.827 Å 

c 15.404 Å 17.185 Å 

β 91.37° 117.24° 
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Cell Volume 515.93 Å3 2991.76 Å3 

Z 2 12 

Calculated Density 1.88 g/cm3 1.94 g/cm3 

 Figure 4.4 and Figure 4.5 show the crystal structures of DBTMB in the RT and 

LT phases. The molecules are not “frozen” in the lattices, instead, in each molecule, 

methyl groups and bromine atoms undergo exchange, and this phenomenon is represented 

as different occupancies, which show the probability of a methyl group or a bromine atom 

occupying a certain substituent position in the crystal structure. So, in the crystal 

structures shown in Fig. 4.4 and Fig. 4.5, there are fractional occupancies of both a methyl 

group and a bromine atom on each site. In these two structures, the molecules are packed 

along the b-axis through π-stacking, and the benzene planes are nearly in the ac-plane. In 

crystals prepared by the evaporation method mentioned before, the long-axis of a single 

crystal is also the b-axis.  

 

Figure 4.4 Crystal structure of DBTMB in the RT phase, viewed along different axes. 
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Figure 4.5 Crystal structure of DBTMB at in the LT phase, viewed along different axes. 

 

4.2.2 X-ray Birefringence Imaging Studies of 1,4-dibromo-2,3,5,6-

tetramethylbenzene 

 1,4-dibromo-2,3,5,6-tetramethylbenzene (DBTMB) crystals are long needle-

shaped crystals, with a rectangular cross-section. In 1.1.3, it is explained in detail how the 

thickness of a crystal affects the final intensity in birefringence. In order to ensure that 

the whole crystal has uniform thickness in the XBI studies, we should be careful when 

we mount the samples. Figure 4.6 shows four examples of mounting strategies. In (a) and 

(c), the edges of the crystal will be included in the final XBI images, making it hard to 

distinguish which part has uniform thickness. In (b) and (d), on the other hand, the big 

face of the single crystal is perpendicular to or parallel to the propagation direction of the 

incident X-rays, so the images captured on the detector will be uniform, which is 

convenient for data analysis. In this thesis, DBTMB single crystals are placed in either 
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mode (b) or (d), which can be achieved by changing the φ value during the sample 

position adjustment process before XBI measurements. 

 

Figure 4.6 Schematic illustration of DBTMB single crystal mounted in XBI. Only the big 

face perpendicular [shown in (b)] or parallel [shown in (d)] to the propagation direction 

of the incident X-rays are suitable. 

 Figure 4.7 (Page 69) shows the projection of the DBTMB crystal structure on the 

ac-plane for both the RT and LT phases. In this case, the big face is perpendicular to the 

propagation direction of the incident X-rays (orange arrow). Face indexing was carried 

out by single-crystal XRD, and the big face in the RT phase crystal is assigned as (-1 0 1) 

while in the LT phase it is assigned as (1 0 0). The blue, green and red polygons are three 

examples of cross-sections of the shape of DBTMB crystals. Even though most of the 

crystals show needle-shaped crystals with a rectangular cross-section, in practice, we 

found that it is difficult to index the small face as it is too small for single-crystal XRD. 

However, we are sure of the identification and assignment of the big face, and the small 

face can take a range of shapes between the pair of big faces.  
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 Compared with Fig. 4.4 (Page 65) and Fig. 4.5 (Page 66), lines between adjacent 

molecules in Fig. 4.7 are generated by showing H···Br interactions up to 2.88 Å. The fact 

that H···Br interactions up to 2.88 Å are observed only parallel to the big face gives 

evidence that DBTMB molecules are packed closer along the big face than the smaller 

face. Thus, in the crystal structures of DBTMB, molecular layers parallel with the big 

face are formed. This layered structure is quite similar to the hexachlorobenzene example 

in 4.1 (Fig. 4.1, Page 62). Referring to the model of a sticky notes pad (Fig. 4.1.b, Page 

62), it is predicted that the bending face of the DBTMB crystal should be the big face.  

 The parameters of the red parallelogram in the RT and LT structures show the 

change of crystal structure at the phase transition. The distance between adjacent layers 

is d and the lengths of each side are l1 and l2. When the temperature is cooled to the LT 

phase, all the values of d and l1 and l2 become smaller, which is consistent with the 

increased density.  

 Figure 4.8 (Page 70) shows the crystal structure of one layer in both the RT and 

LT structures, viewed along the propagation direction of the incident X-rays. The long-

axis of the crystal is the b-axis, and DBTMB molecules are stacked by π···π interactions 

to form column structures. The orientations of benzene planes in adjacent columns is 

mirror symmetric.  

 In order to calculate the theoretical values of relative transmitted intensity in XBI 

experiments by the method introduced in 2.1, the fractional coordinates need to be 

transformed into Cartesian coordinates. For a vector of a C–Br bond, its fractional 

coordinate representation (m, n, l) (Eq. 4.1, Page 70) can be derived directly from the 

crystal structure (see Appendix I and Appendix II), and the Cartesian coordinate 

representation (x, y, z) can be determined routinely by the transformation in Eq. 4.2 (Page 

70). For mounting mode (b) in Fig. 4.6, it is easier to rotate the Cartesian system to make 

the coordinates parallel to the standard Cartesian system used in 2.1. Figure 4.9 (Page 71) 

shows the rotation process, and the rotation angle is ε. The new representation in the 

rotated Cartesian system is denoted (x', y', z') (Eq. 4.3, Page 70). Thus, the vector of (m, 

n, l) can be represented as (x', y', z'), and ε is determined by its crystal parameters (Eq. 4.5 

and Eq. 4.6, Page 71). For the RT phase, ε is 62.578°, and for the LT phase, ε is −62.763°. 

The negative sign means the opposite rotation operation.    
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Figure 4.7 Crystal structures of DBTMB viewed along the b-axis for (a) the RT phase, 

and (b) the LT phase.  The orange arrow is the propagation direction of incident X-rays 

in the XBI experiment. Green, blue and red polygons are three examples of crystal cross-

sections. The details of the red parallelogram are also shown in order to compare the 

slight change of crystal structures.  
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Figure 4.8 Crystal structures of (a) the RT phase and (b) the LT phase showing one layer 

of DBTMB molecules viewed perpendicular to the layer plane.  
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Figure 4.9 Schematic illustration of rotation of Cartesian system, with the rotation angle 

denoted ε. Black is the Cartesian system before rotation (i.e., directly derived from the 

fractional coordinates). (a) Crystal lattice of the RT phase: green is the rotated Cartesian 

system. (b) Crystal lattice of the LT phase: blue is the rotated Cartesian system.  

 Figure 4.10 shows how to get θ and φ for use in the standard Eq. 2.7 (Page 32). 

As the RT lattice and LT lattice rotate in opposite directions, the situation should be 

considered separately, and its mathematical derivation is also shown in detail. Thus, once 

we know the vectors of the C–Br bonds in the fractional coordinate system, their 

orientations (θ and φ) in the XBI standard Cartesian system can be derived using this 

methodology.  

 Table 4.2 (Page 72) and Table 4.3 (Page 73) are the summary of θ and φ values 

for the C–Br bonds in the RT and LT phases.  Because the space group is P21/c, for a C–

Br bond (m, n, l), there is a corresponding (symmetry related) C–Br bond (m, −n, l). Thus, 

for each C–Br bond, two orientations are indicated in the table. As mentioned in 4.2.1, 

bromine atoms and methyl groups undergo exchange, and for each C–Br bond a 

weighting factor is introduced according to the occupancy value in the crystal structure.  
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Figure 4.10 Schematic illustration of the relationship between the crystal Cartesian 

system derived in Eq. 4.3 (Page 70) and the standard Cartesian system used in Eq. 2.7 

(Page 32). The mathematical derivation of (a) θ and (b) φ for both the RT phase (green) 

and the LT phase (blue) are also shown.  

Table 4.2 Orientations of C–Br bonds of DBTMB in the RT phase in the standard XBI 

Cartesian system. The mounting mode corresponds to Fig. 4.6.b (Page 67). 

 C–Br Bond Weight θ / ° φ / ° 

No.1 C(1)–Br(4) 0.328 
104.52 265.01 

255.48 265.01 

No.2 C(2)–Br(5) 0.364 177.97 142.44 
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182.03 142.44 

No.3 C(3)–Br(6) 0.308 
160.05 200.33 

199.95 200.33 

Table 4.3 Orientations of C–Br bonds of DBTMB in the LT phase in the standard XBI 

Cartesian system. The mounting mode corresponds to Fig. 4.6.b (Page 67). 

 C–Br Bond Weight θ / ° φ / ° 

No.1 C(1)–Br(1) 0.935 
354.85 322.18 

5.15 322.18 

No.2 C(2)–Br(7) 0.062 
83.59 87.87 

276.41 87.87 

No.3 C(4)–Br(2) 0.936 
357.37 323.66 

2.63 323.66 

No.4 C(5)–Br(9) 0.066 
74.24 84.14 

285.76 84.14 

No.5 C(11)–Br(3) 0.945 
339.48 19.34 

20.52 19.34 

No.6 C(12)–Br(17) 0.022 
4.74 325.62 

355.26 325.62 

No.7 C(13)–Br(18) 0.034 
289.23 82.65 

70.77 82.65 

No.8 C(14)–Br(4) 0.946 
20.85 20.25 

339.15 20.25 

No.9 C(15)–Br(19) 0.018 
359.87 327.29 

0.13 327.29 

No.10 C(16)–Br(20) 0.035 
83.99 88.28 

276.01 88.28 
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No.11 C(21)–Br(5) 0.901 
286.56 84.32 

73.44 84.32 

No.12 C(22)–Br(27) 0.041 
22.95 21.42 

337.05 21.42 

No.13 C(23)–Br(28) 0.057 
358.08 319.43 

1.92 319.43 

No.14 C(24)–Br(6) 0.903 
75.88 85.28 

284.12 85.28 

No.15 C(25)–Br(29) 0.04 
339.64 22.34 

20.36 22.34 

No.16 C(26)–Br(30) 0.058 
2.64 325.94 

357.36 325.94 

 In XBI measurements, the χ scan is an important approach to investigate 

molecular orientations in the material. In order to calculate the intensity at different χ 

values, it is necessary to get the relationship between the orientation (θ and φ) and the 

scan angle (χ). Figure 4.11 illustrates how the value of θ and φ change with χ. The red 

arrow is a C–Br bond, and its orientation relative to the Cartesian system is specified by 

θ and φ. Assume the C atom is at the origin, and that the original Br position is labelled 

as P (−a, b, c).* The blue box is the whole single crystal. In a χ scan, the sample is rotated 

around the x-axis (the propagation direction of the incident X-rays). Figure 4.11.b shows 

the situation in which the whole single crystal has rotated clockwise around the x-axis by 

angle α. At this moment, the point P becomes P' (−a, b', c'), and the new orientation of 

the C–Br bond is θ' and φ'.  

 The mathematical relationships between θ, φ, a, b, c, α, θ' and φ' are also shown 

in Fig. 4.11. The change of θ is quite simple, just subtraction of α. However, the change 

of φ is not very straightforward. In order to analyse the change of φ, the projection picture 

of Fig. 4.11.b on the yz-plane is introduced (Fig. 4.12, Page 76). P'' is the projection point 

                                                 
* These a, b and c are positive real numbers defining the C–Br bond vector, and do not represent the crystal 

lattice parameters.  
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of P', so its position in Fig. 4.12 is (b', c'). According to the geometrical relationship 

shown in Fig. 4.12, the following equations (Eq. 4.7 – Eq. 4.10) can be derived. 

 Thus, b' can be represented by b, c and α (Eq. 4.10). Putting this equation into the 

equation for tanφ' (Eq. 4.11), the new φ' can be represented in terms of the original 

orientation (θ and φ) and the rotation angle α. Thus, once we know the original orientation 

(θ and φ) of the C–Br bond and the rotation angle (α) of the crystal around the x-axis (the 

propagation direction of the incident X-rays), the new orientation (θ' and φ') of the C–Br 

bond can be calculated through Eq. 4.11 and Eq. 4.12.   

 

Figure 4.11 Schematic illustration of the change of θ and φ in the χ scan. (a) The original 

position of a C–Br bond (red arrow), with orientation specified by θ and φ. (b) The 

orientation θ' and φ' of the same C–Br bond after clockwise rotation of the crystal by 

angle α around the x-axis. 
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Figure 4.12 Schematic illustration of the projection of Fig. 4.11.b on the yz-plane. 
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 According to the equation for the relative XBI intensity introduced in 2.1 (Eq. 2.7, 

Page 32), for a given sample under a stable experimental condition, the XBI intensity is 

proportional to a function of θ and φ denoted f(θ, φ) (Eq. 4.13). Correspondingly, the XBI 

intensity after rotation by angle α about the x-axis should be represented by the value of 

f(θ', φ') in Eq. 4.14. By putting Eq. 4.11 and Eq. 4.12 into Eq. 4.14, we obtain the XBI 

intensity as a function of the rotation angle α denoted f (α) (Eq. 4.15).  
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 The overall intensity in the XBI measurement of the whole single crystal should 

consider all the C–Br bonds within the unit cell. Here, a weighted average value is used 

to describe the overall intensity (Eq. 4.16). The number of different C–Br bond 

orientations is N, with each orientation labelled i. For each C–Br bond orientation i, its 

weight (wi) and original orientation (θi and φi) are shown in Table 4.2 (Page 72) and Table 

4.3 (Page 73). In the derivations above, α is defined as the angle between the long-axis of 

the crystal (b-axis) and the z-axis of the laboratory frame (vertical), but in the actual 

experiments, the value χ = 0° was taken as the orientation with the long-axis of the crystal 

(b-axis) parallel to the y-axis of the laboratory frame (horizontal), and thus the 

relationship between χ and α is Eq. 4.17. Thus, the mathematical connection between the 

overall intensity and χ can be derived (Eq. 4.18), and its corresponding theoretical plot is 

shown in Fig. 4.13. For each phase, the intensity follows the typical sin2 (2θ) dependence, 

with an interval of 45° between the highest and lowest intensity. However, the amplitude 

is bigger for the RT phase than the LT phase, which means at the brightest position (e.g., 

χ = 45°) for the RT phase is brighter than for the LT Phase.  
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 In order to compare the experimental results with theoretical results calculated 

above from the known crystal structures, a cryo system was added to the standard XBI 

set-up to investigate the influence of temperature on the XBI data for the DBTMB single 

crystal (Fig. 4.14). The experimental data recorded for the χ scan is shown in Fig. 4.15 

(Page 79). In order to analyse the intensity properly and consistently, the intensity of the 

dark background is set as 0 and the bright background is set as 1, allowing the relative 

intensity to be measured based on the above scale. The two sets of data recorded at 273 



78 

 

K (black and green) are superposed very well, consistent with the previous conclusion 

that the phase transition is reversible. The 100 K data (red) has a similar trend to the 273 

K in terms of the intensity change as a function of χ; however, at the maxima, the intensity 

is lower in the 100 K data than the 273 K data. This phenomenon is in a good agreement 

with the theoretical conclusion shown in Fig. 4.13.  

 

Figure 4.13 Theoretical calculated data (using Eq. 4.18) for the χ scan in the RT (blue) 

and LT (orange) phases of DBTMB.  

 

Figure 4.14 Experimental set-up for XBI with cryo system. The pump is controlled by 

computer remotely. The sample is placed in the gas streams from the cryo gun.  

 There are still some discrepancies between the calculated results and the 

experimental results. Firstly, in the trough parts, the difference between the data for the 

RT and LT phases is not as obvious as in the crest parts. According to 1.1.3, the thickness 

has an effect on the final intensity. As the thickness is fixed in a given experiment, this 

parameter is usually ascribed to a constant value. However, in this experiment, when the 

crystal phase changed from LT to RT, the thickness would be increased (Fig. 4.7, Page 

69). Thus, considering this factor, the experimental data can move a little down compared 
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with the calculated data. Secondly, according to the calculated data, the position (χ value) 

of the crests and the troughs should be the same. However, in the real experimental data, 

the intensity in the LT data shows a small shift to lower χ. In the theoretical calculation 

process, it is assumed that, in both phases, the big face of the crystal is exactly 

perpendicular to the incident X-ray beam. In reality, this assumption may not be strictly 

valid, as the crystal can exhibit a thermo-mechanically responsive behaviour69 during the 

phase transition. Thus, after the phase transition, the angle between the big face and the 

incident beam may change slightly, which may cause the discrepancy if the big face of 

the crystal is no longer strictly perpendicular to the incident X-ray beam.  

 

Figure 4.15 Intensity from an experimental χ scan for a DBTMB single crystal with data 

recorded at 273 K, then at 100 K, and then at 273 K again.  

 Figure 4.16 shows some selective XBI images from the χ scan in Fig. 4.15. Four 

specific orientations, χ = 45°, 90°, 135° and 180°, are selected. It is obvious that the single 

crystal is maximally bright at χ = 45° and 135°, and is dark at χ = 90° and 180°. These 

observations follow from the theoretical analysis above.  

 Because XBI is sensitive to the change of bond orientations, and phase transitions 

are often associated with a change in molecular orientations within the material, there is 

considerable potential to study phase transition phenomena by XBI. Figure 4.17 shows 

the temperature scan of a DBTMB single crystal at five different orientations: χ = 90°, 

100°, 110°, 122.5° and 135°. At each value of χ, both heating and cooling scans were 

recorded. A change of intensity as a function of temperature is indicative of a phase 

transition, and the slope of the change shows this is a gradual change not an abrupt 
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change. The difference in phase transition temperature on cooling and on heating is 

consistent with the DSC data (Fig. 4.3, Page 64). Because χ = 135° is the brightest 

orientation, the phase transition exhibits the biggest change of intensity for this 

orientation of the crystal, and it is the ideal orientation to analyse the phase transition. 

Thus, this experiment proves that XBI can be an effective technique in characterization 

of phase transitions. 

 

Figure 4.16 XBI images recorded for χ scans of a DBTMB single crystal with temperature 

changed from the RT phase (273K) to the LT phase (100K), then back to the RT phase 

(273K). 

 

Figure 4.17 Temperature scan of a DBTMB single crystal oriented at different χ values. 

Data recorded during both heating and cooling processes are shown.  
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4.3 Crystal of 9,10-Dibromoanthracene 

4.3.1 Structural Properties 

 Crystals of 9,10-dibromoanthracene (DBA) (Fig. 4.18) are yellow long needle-

shaped crystals. The DBA crystal structure70 (Fig. 4.19) used in this thesis was taken from 

the Cambridge Structural Database (CSD) (see Appendix III). The basic information of 

the crystal structure is summarized in Table 4.4. It is a triclinic crystal with space group 

P1̄ . The long-axis of the single crystal morphology is along the a-axis, and the DBA 

molecules are stacked through π···π interactions to form column structures. In contrast to 

DBTMB, the cross-section of the DBA crystal is too small to be distinguished by eyes, 

and the crystals do not have an obvious big face, so the mounting mode in XBI is arbitrary 

with regard to rotation around the long-axis. Thus, we can only ensure that the long-axis 

of the DBA single-crystal is perpendicular to the propagation direction of the incident X-

rays, and the question of which face is oriented perpendicular to the incident beam is 

unknown. This issue brings a challenge in the data analysis process.  

 

Figure 4.18 Molecular structure of 9,10-dibromoanthracene 

 

Figure 4.19 Crystal structure of DBA viewed along different axes. 
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Table 4.4 Crystal structure information for DBA 

Formula Sum C14H8Br2 

Formula Weight 336.03 g/mol 

Crystal System triclinic 

Space Group P1̄  

Cell Parameters 

a 4.06 Å 

b 8.88 Å 

c 16.15 Å 

α 98.83° 

β 97.08° 

γ 100.35° 

Cell Volume 559.14 Å3 

Z 2 

Calculated Density 2.00 g/cm3 

 

 

Figure 4.20 Crystal structure of DBA viewed along b-axis. DBA molecules are stacked 

by π···π interactions along the a-axis to form column structures. 
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4.3.2 X-ray Birefringence Imaging Studies of 9,10-dibromoanthracene 

 Figure 4.21 shows some selected XBI images from a χ scan for a 9,10-

dibromoanthracene (DBA) single crystal. In the previous chapters, all the XBI images 

show a behaviour with the brightest transmitted intensity at  χ = 45°, 135°, 225° and 315° 

and the darkest transmitted intensity at χ = 0°, 90°, 180° and 270°. However, in Fig. 4.21, 

the image recorded at χ = 90° is obviously brighter than that recorded at χ = 82°, which 

means that the maxima and minima in the χ scan of DBA are different from the previous 

samples. The measured intensity at each value of χ studied is plotted as a function of χ in 

Fig. 4.22 (red dots). In order to find the values of χ corresponding to the lowest/brightest 

intensity, a fitting function (Eq. 4.19) was used to fit the experimental data (Fig. 4.22 

black line). From this equation, the minima in transmitted intensity are at χ = 80.8°, 170.8°, 

260.8° and 350.8° (−9.20°). Compared with the standard intensity equation (Eq. 2.7, Page 

32) in which the minima are at χ = 0°, 90°, 180° and 270°, the χ scan for DBA has a left 

shift for 9.20°.  

 

Figure 4.21 Selected XBI images from a χ scan for a DBA single crystal. 

 The process to calculate theoretically the XBI intensity of DBA is similar to the 

method developed for DBTMB in 4.2.2. As DBA is triclinic, the conversion function (Eq. 

4.20) from fractional coordinates to Cartesian coordinates is different from the 

monoclinic case (Eq. 4.2, Page 70). Because the long-axis of the DBA single crystal is 

the crystallographic a-axis, and this axis lies along the positive direction of the x-axis in 

the Cartesian system, the next stage involving rotation of the Cartesian system (analogous 

to Eq. 4.3, Page 70, discussed in 4.2.2) requires rotation about the x-axis in this case (see 

Eq. 4.21). Unlike DBTMB, the shape of a single crystal of DBA is like a human hair, and 

it does not have an obvious big face. For this reason, the rotation angle (ε) around the 

long-axis of the crystal is unknown in the experimental set-up. Thus, the C–Br bond can 
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be represented as Cartesian coordinates (Eq. 4.22). Like the operation described for 

DBTMB, in order to use the standard XBI intensity equation (Eq. 2.7, Page 32), 

normalization of θ and φ is still needed (Eq. 4.23 and Eq. 4.24).  

 

Figure 4.22 Experimental intensity (red dots) as a function of χ from the χ scan of a DBA 

single crystal, and the corresponding best-fit equation (black line).  
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 The Crystal rotation angle ε can take any value in the XBI experiment, and each 

value of ε corresponding to its own orientations of C–Br bonds (θ and φ) in the XBI 

Cartesian system. Table 4.5 gives three examples with different values of ε. The values 

of θ and φ are calculated through the above equations. In each unit cell, there are two 

orientations of C–Br bonds with equal occupancy. As the two C–Br bonds in a given 

molecule (Fig. 4.18, Page 81) are symmetry related to each other by the crystallographic 

inversion centre, these two C–Br bonds are strictly anti-parallel, and they give identical 

XBI behaviour. Once the orientations of the C–Br bonds are known, the theoretical χ scan 

plots can be calculated for any mounting mode of the crystal (specified by angle ε) using 

Eq. 4.18 (Page 77) (Fig. 4.23). In the χ range from 0° to 360°, the three plots for ε = 0°, 

45° and 81.36° show four crests and four troughs, separated by 45° intervals. However, 

the positions of the crests and troughs are different for each different value of ε.  

Table 4.5 Orientations of the C–Br bonds in the DBA crystal in the standard XBI 

Cartesian system. Three mounting modes are shown as examples, i.e., ε = 0°, 45° and 

81.36°. 

 C–Br Bond Weight θ / ° φ / ° 

ε = 0° 
No.1 C(4)–Br(1) 1 352.13 34.50 

No.2 C(11)–Br(2) 1 335.61 305.90 

ε = 45° 
No.1 C(4)–Br(1) 1 327.99 79.50 

No.2 C(11)–Br(2) 1 344.93 350.90 

ε = 81.36° 
No.1 C(4)–Br(1) 1 14.64 295.86 

No.2 C(11)–Br(2) 1 343.34 27.26 

 Table 4.6 shows the exact positions of the troughs (the minima of intensity) and 

it is obvious that the differences between them depend on ε. Compared with the 

conventional XBI χ scan behaviour, all three plots exhibit a left shift in the positions of 

crests and troughs. For ε = 0°, the shift is 14.82°; for ε = 45°, it is 17.69°; and for ε = 

81.36°, the left shift is 9.20°. Looking back at the experimental data in Fig. 4.22, the left 

shift is also 9.20°. Thus, the mounting mode can be derived, which means that for our 

experimental χ scan, the initial rotation angle of the crystal around the a-axis 

corresponding to ε = 81.36°.  
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 Through this method, for an unknown mounting mode of the single crystal, the 

exact position can be analysed by calculating the intensity of the χ scan. Especially for 

some crystals with very small or poorly defined faces which are difficult to be observed 

in face-indexing by single-crystal XRD, XBI provides an effective and accurate 

alternative strategy in the challenge of face-indexing such materials. 

 

Figure 4.23 Theoretical plots of the χ scan intensity for three mounting modes 

corresponding to: (1) ε = 0°, blue line; (2) ε = 45°, orange line; and (3) ε = 81.36°, green 

line. 

Table 4.6 Summary of the χ values corresponding to minimum intensity of each plot in 

Fig. 4.23. The shift is relative to the standard XBI behaviour (i.e., with 90°, 180°, 270° 

and 360° corresponding to minimum intensity). 

 shift left / °  χ(1) / °   χ(2) / ° χ(3) / ° χ(4) / ° 

ε = 0° 14.82 75.18 165.18 255.18 345.18 

ε = 45° 17.69 72.31 162.31 252.31 342.31 

ε = 81.36° 9.20 80.80 170.80 260.80 350.80 

  

4.4 Static Analysis of Crystal Bending Processes 

4.4.1 Crystal Bending Experiments 

 Three-point bending is a classic test in material science to measure the mechanical 

strength of materials.71-73 The “three-point” means that three forces are applied to the test 
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sample at three aligned points, and the direction of the middle force is opposite to the 

other two forces. In order to investigate systematically the bent regions of bending 

crystals by XBI, a small device was designed in this project for the bending process (Fig. 

4.24) with the aim of generating bent crystals with a range of uniform and well-defined 

curvatures. The bending device is composed of a square base and a vertical cylinder. The 

straight crystal is placed on the base between the cylinder and a pair of tweezers. By 

pushing the crystal with the tweezers, the cylinder and the tweezers form a three-point 

bending device, and the cylinder acts as the middle point. Thus, the crystal is bent with a 

uniform curvature around the cylinder, and this curvature depends on the diameter of the 

cylinder. The bending devices that were constructed for this work had the following 

diameters of cylinder: 0.24 mm, 0.99 mm, 1.98 mm, 2.27 mm, 3.18 mm and 6.01 mm. 

Thus, the curvature of the bent crystal prepared using each of these devices would have 

approximately the same value of diameter. The samples used in this static analysis of 

crystal bending were DBTMB single crystals (refer to section introducing DBTMB). 

 

Figure 4.24 Schematic illustration of the procedure to bend crystals with uniform and 

well-defined curvature. The last black-and-white image is a XBI image of a bent DBTMB 

single crystal (with the same crystal bent at five different places). 
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Crystal bending processes can also happen during crystal growth. Figure 4.25 is 

an image from an optical microscope with a computer controlled hot stage. In this 

experiment, firstly the temperature was increased above the melting point of DBTMB and 

then decreased. Single crystals are generated randomly on decreasing the temperature. If 

a crystal exists at a three-point confined geometric position incidentally, the growth of 

the crystal is influenced by the outside forces and its final morphology may be bent. In 

Fig. 4.25, there is a bent crystal as an example to demonstrate this phenomenon.  

 

Figure 4.25 DBTMB single crystals formed from the molten state in an optical 

microscope. In the middle-left part of the image, a bent crystal is observed to have formed 

during the crystallization process.  

 

4.4.2 X-ray Birefringence Imaging Studies of Bent Crystals of Different Curvatures 

 By using the bending device described in 4.4.1, six bent crystals of DBTMB with 

different uniform curvatures were prepared. Here, our experiments also prove that the 

bending face is the big face of a single crystal, which is consistent with the theoretical 

prediction in 4.2.2.  

 In our XBI studies, a previously bent crystal was mounted in the standard XBI set 

up (Fig. 2.1, Page 29) with the bending face parallel to the propagation direction of the 

incident X-rays and also parallel to the axis of bending. Figure 4.26 shows XBI images 

for the six crystals of different curvature. For each crystal, the intensity changes gradually 

along the crystal, and the crystal is always dark (minimum transmitted intensity) on the 

top region in the image. A quantitative measurement of the intensity was carried out, as 

now discussed. The yellow lines show the measurement positions and green sectors show 

the circle centres of curvature for each crystal and the χ range encompassed by the yellow 

lines. The orientation of the line (shown in red in Fig. 4.26) between circle centre and the 
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measurement point is χ. The radius of each sector depends on the radius of the cylinder 

on the bending device used to bend the crystal. As the beam area in the XBI images is 

limited and fixed, for crystals bent using cylinders with large radius (i.e., low curvature), 

only partial regions of the crystal are recorded in XBI. However for sample No.1, as the 

radius is very small, the whole bent (in this case, circular) crystal can be recorded 

completely.   

 Figure 4.27 shows the intensity measurement along the yellow lines of Fig. 4.26. 

The results for all six samples follow the typical XBI intensity change of χ scan, showing 

a sinusoidal variation of intensity, with the lowest intensity around χ = 90°. Especially for 

crystal No.1, additional minima of intensity are observed around χ = 180° and χ = 270° 

as expected. The beginning part (from ca. 55° to ca. 90°) of crystal No.1 does not show 

a perfect intensity change in Fig. 4.27 because of the irregular shape of the bent crystal in 

this region (see Fig. 4.26 top-left image). Another feature is that the intensity variation 

for crystal No.1 has a smaller amplitude compared with the others. This discrepancy is a 

consequence of the thickness of the crystal, which can influence the amplitude of the 

observed intensity (see 1.1.3). From Fig. 4.26, it is obvious crystal No.1 has a rather 

smaller size than the others. 

 

Figure 4.26 XBI images of six DBTMB bent crystals with different curvatures. Yellow 

lines indicate the contours along the crystal used for intensity measurements. Red lines 

indicate the orientation of the line between the circle centre and the measurement point 

is χ. Green sectors show the circle centres of the curvature and the χ range encompassed 

by the yellow lines.  
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Figure 4.27 Measured intensity as a function of position along the crystal for the XBI 

data for six bent crystals of DBTMB in Fig. 4.26. The position along the crystal is 

expressed in terms of χ. 

 In bending crystals, small domains with slightly different orientations may be 

generated during the bending process. The experimental results in Fig. 4.27 show that the 

intensity of each small domain is related to its χ value. Thus, the bent crystals of DBTMB 

may be described, in principle, as lots of small crystal lattices with a gradual change of 

orientations. These small domains may be as small as individual unit cells, and are 

certainly smaller than the resolution of the XBI measurements (given that the results in 

Fig. 4.27 are essentially continuous sinusoidal curves). The orientation of the b-axis of 

each small domain is parallel to the tangent line of the point at which the domain exists 

on the whole curve. This change of orientations is quite similar to the model in Fig. 1.18 

(Page 20), so the theoretical calculated results can be built by simulating an intensity 
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change of χ scan. The procedures are the same as in 4.2.2. At this moment, as the bending 

face is parallel to the incident beam, the mounting mode is now the type of Fig. 4.6.d 

(Page 67). The beginning orientations of the C–Br bonds, therefore, need to be calculated 

again, and the results are summarized in Table 4.7.  

Table 4.7 Orientations of C–Br bonds in a single crystal of DBTMB in the RT phase 

relative to the XBI standard Cartesian system. The mounting mode of the sample 

corresponds to Fig. 4.6.d (Page 67). 

 C–Br Bond Weight θ / ° φ / ° 

No.1 C(1)–Br(4) 0.328 
198.64 175.01 

161.36 175.01 

No.2 C(2)–Br(5) 0.364 
177.36 232.44 

182.64 232.44 

No.3 C(3)–Br(6) 0.308 
224.40 110.33 

135.60 110.33 

 The calculated χ scan is shown in Fig. 4.28. It has a conventional sinusoidal 

variation of intensity as a function of χ, with the brightest regions at  χ = 45°, 135°, 225° 

and 315° and the darkest regions at χ = 0°, 90°, 180° and 270°. The calculated results are 

in a good agreement with the experimental results (see Fig. 4.27), which proves the 

hypothesis in terms of the distribution of molecular orientations in the bent crystals.  

 

Figure 4.28 Theoretical calculated χ scan for a single crystal of DBTMB in the RT phase 

with the mounting mode of the crystal as shown in Fig. 4.6.d (Page 67). 
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 As the intensity of the bent crystals in the XBI images depends on the orientation 

of the tangent lines, if regions have the same tangent lines, the intensity should be the 

same. A movie of a χ scan of crystal No.1 is a good example, as the whole circular shape 

of this crystal can be recorded. Figure 4.29 shows four images at different χ position 

during this χ scan. It is clear that the black and white regions remain at the same relative 

positions during the χ scan, with the bright and dark parts forming the classical Maltese 

cross pattern shown in Fig. 1.12 (Page 12) and Fig. 1.18 (Page 20).  

 

Figure 4.29 XBI images of the whole circle bent DBTMB single crystal (crystal No.1) 

recorded at four different orientations (defined by angle χ). The positions of the bright 

and dark regions do not change with χ.  

 

4.4.3 Energy Change Test 

 In the XBI studies reported in this thesis, the X-ray energy was fixed at the Br K-

edge to make sure the birefringence is only sensitive to the orientational characteristics 

of the C–Br bonds rather than the whole crystals (as in POM). This specificity is the 
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biggest advantage of XBI, as it can evaluate the target element selectively, with no 

interference from the other elements.21  

 In order to check the specificity, an energy change test was carried out using, as 

the test sample, the bent DBTMB single crystal prepared using the 0.24 mm bending 

device. The X-ray energy used to record the XBI images of this bent crystal (e.g., Fig. 

4.29) was 13676.7 eV. XBI images were then recorded on changing the energy by +10 

eV and −10 eV respectively for the same sample. The results are shown in Fig. 4.30. The 

middle XBI image has the typical Maltese cross pattern with alternatively bright and dark 

regions as observed in the earlier XBI studies of the same crystal. However, for both the 

higher or lower energy, the crystal ring shows a uniform dark intensity without evidence 

for any significant birefringence. This experiment proves that the optimal selection of the 

incident X-ray energy is critical for observing the phenomenon of X-ray birefringence. 

 

Figure 4.30 XBI images of a bent DBTMB single crystal recorded for three different 

incident X-ray energies. X-ray birefringence is observed only for the data recorded with 

E = 13676.7 eV.  

 

4.5 Dynamic Analysis of Crystal Bending Processes 

4.5.1 Experiments 

 In 4.4, it has been shown that XBI is an effective technique for investigating the 

orientational distributions of molecules in bent crystals. However, the analysis described 

is a “static analysis”, as only the final bent crystals were studied. In order to investigate 

the bending process itself, a new experimental set-up was designed to carry out dynamic 

analysis, allowing detailed information during the bending process can be captured by in-

situ XBI measurements of crystal bending. 
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 Figure 4.31 shows the new set-up for dynamic analysis of bending processes. This 

new set-up involves an additional accessory part in the standard XBI set-up, with the 

accessory placed at the position of the single crystal in Fig. 2.1 (Page 29). The support 

base and the loading anvil in Fig. 4.31 form a three-point bending geometric construction. 

Thus, the sample single crystal is placed on the support base and it will bend when the 

loading anvil is moved down (under automated control).  

 There are two types of bending crystals: plastic and elastic.66 Here, these two types 

are investigated separately in 4.5.2 and 4.5.3. Because plastic bending crystals only have 

one pair of bending faces, care should be taken when placing the original straight crystal 

on the support base to make sure that the bending face is perpendicular to the loading 

anvil. In this work, the sample of plastic bending crystal studied is DBTMB and the 

sample of elastic bending crystal studied is DBA. The crystal structures of DBTMB and 

DBA have been discussed fully in 4.2 and 4.3.  

 

Figure 4.31 Experimental set-up for dynamic analysis of crystal bending processes by in-

situ XBI. The loading anvil can be controlled by computer remotely. The axes show the 

relative position of this set-up in the context of the standard XBI set-up in Fig. 2.1 (Page 

29). The propagation direction of the incident beam is perpendicular to the yz-plane, and 

is polarized along the y-axis. 

 

4.5.2 Plastic Bending Process 

 A single crystal of DBTMB (before bending) was placed horizontally with the 

bending face perpendicular to the loading anvil. The long-axis of the crystal is along the 

direction corresponding to χ = 0° (180°). According to the results in 4.4.2, the transmitted 

X-ray intensity in this orientation should be very low. Figure 4.32.a shows the XBI image 
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of the crystal before bending, and the uniform dark appearance is consistent with the low 

intensity corresponding to χ = 0° (180°). When the loading anvil is moved down, bending 

of the crystal at the point of contact with the loading anvil generates two different 

orientations of the remaining straight regions of the crystal – a straight region at the left 

hand side (with χ changing from 0° → 90° as the loading anvil is moved down) and a 

straight region at the right hand side (with χ changing from 180° → 90° as the loading 

anvil is moved down). The XBI images in (b) – (f) record this bending process as the 

loading anvil is progressively moved down. With the pushing of the loading anvil, the 

transmitted intensities of the left and right parts increase observably; while, the middle 

(bent) part of the crystal still keeps relatively dark as its orientation does not change 

substantially.    

 

Figure 4.32 XBI images of a DBTMB single crystal recorded as the loading anvil is 

progressively moved down. The sequence from (a) to (f) is in chronologic order.  

 One way to identify plasticity is to check if the sample returns to the original shape 

after the applied force is removed.74 Figure 4.33 shows the situation when the loading 

anvil is moved up. From the XBI images in (a) to (c), even though the anvil becomes 

progressively separated from the bent crystal, the deformation of the crystal does not 

change. The image in (d) is the normal X-ray image taken by the camera without the 

analyzer mentioned in Fig. 2.3 (Page 31). In this image, it is clear that the loading anvil 

is no longer in contact with the sample; and the bent single crystal keeps the maximally 

deformed shape resulting from the plastic bending process. Another feature to note is that 

(c) and (d) are mirror images to each other. As explained in 2.1, the images with and 

without the analyzer are left-to-right reversed; in (c), the anvil is closer to the left part of 

crystal, but in (d) it is closer to the right part.  
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Figure 4.33 XBI images recorded following bending of the DBTMB single crystal in Fig. 

4.32, with the XBI images in (a), (b) and (c) recorded on progressively moving the anvil 

upwards, away from the crystal. The sequence from (a) to (c) is in chronologic order. In 

(d), the normal X-ray image is shown of the same sample as in (c).   

 

4.5.3 Elastic Bending Process 

 To explore elastic bending by in-situ XBI studies, a single crystal of DBA was 

chosen as the test sample. Because the sample has no obvious big face, in contrast to 

DBTMB in 4.5.2, the placement of the crystal of DBA in the experimental set-up for 

dynamic bending (Fig. 4.31, Page 94) is done without any knowledge of the orientation 

of the crystal with respect to rotation around the long-axis. Thus, the front face in the 

captured image is unknown. Also, from 4.3, it is known that, in most circumstances, the 

orientation χ = 0° (180°) is not the lowest intensity orientation for this material.  

 Figure 4.34 shows the deformation of a DBA single crystal with the loading anvil 

moving down and up. The XBI image before bending is shown in (a). In contrast to the 

dark sample in Fig. 4.32.a, the single crystal in Fig. 4.34.a shows a uniform grey colour 

meaning it is not in the orientation of lowest intensity. As described for DBTMB in 4.5.2, 

on moving the loading anvil down, the crystal of DBA (Fig. 4.34) becomes bent at the 

point of contact with the loading anvil, generating two different orientations for the 

remaining straight regions of the crystal at the left side and right side of the loading anvil. 

However, in contrast to the change observed for DBTMB, the intensity of the left part of 

the DBA crystal decreases, while the intensity of the right part increases (see Fig. 4.34.b 
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and Fig. 4.34.c). When the loading anvil is moved back (see Fig. 4.34.d and Fig. 4.34.e), 

the intensities and the deformation of the left and right parts both show a reversible 

behaviour. When the loading anvil separates from the crystal completely (see Fig. 4.34.f), 

the crystal has returned to its original straight shape (horizontal), and the intensity of the 

crystal goes has returned to a uniform intensity across the whole crystal.  

 

Figure 4.34 XBI images of a DBA single crystal recorded in-situ during crystal bending.  

In (a – c), the loading anvil is moved down. In (d – f), the loading anvil is moved up. The 

sequence from (a) to (f) is in chronologic order.  

 This phenomenon can be explained using the theoretical intensity plot for a χ scan 

of DBA in Fig. 4.35. The orange dot represents the intensity for the initial state of the 

crystal before bending (χ = 180°). As the front face is unknown, the orange dot can be at 

any position on the plot and its horizontal ordinate is χ = 180°. In the three point bending 

process, the left and right parts of the crystal will show an equal but opposite change in 

orientation point of contact of the loading anvil. A green dot and a red dot are used to 

represent the resultant orientations of the left and right parts of the bent crystal. As the 

loading anvil is moved down, the orientations of the left and right parts will change at the 

same rate but in opposite directions. The green and red arrows indicate the opposite 

directions. Thus, the green dot and the red dot move along the plot in opposite ways as 

the degree of bending increases, which means that the intensity of one part increases and 

the other part decreases. This theory can also explain the results of DBTMB. In the 

DBTMB case, the initial horizontal position of the crystal (χ = 0°) corresponds to lowest 

intensity (the orange dot is at the trough). As the bending process proceeds, the green dot 

(left part of crystal) and red dot (right part of crystal) will move away from the trough at 

the same rate but in opposite directions, so the two parts of the crystal exhibit the same 

increase of intensity as the degree of bending increases. 
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Figure 4.35 Schematic illustration of the intensity change observed in the XBI images of 

the dynamic bending of a DBA single crystal (Fig. 4.34). Orange is the single crystal 

before bending with χ = 0° (180°). Green and red are the left and right parts generated 

during the three-point bending process.  

 

Figure 4.36 XBI images of a DBA single crystal recorded on moving the loading anvil 

up after undergoing elastic bending several times, resulting in a plastic state.   

 The mechanical properties of an elastic bending crystal reflect the behaviour of 

conventional elastic materials, e.g., natural rubber. Figure 4.36 shows the consequence of 

material fatigue in the DBA sample. The XBI data were recorded after the single crystal 

had been bent several times resulting in loss of its elasticity. When the loading anvil is 

moved back up in this case, the crystal does not return to its original straight shape, but 

instead remains bent as a plastic deformation. Another cause of plastic formation is to go 

across the yield point of the stress-strain curve.75  If the pressure is too high, the 

deformation can be permanent, i.e., changing into plastic state. A similar mechanical 

phenomenon has also been reported recently for copper (II) acetylacetonate,74 which is 

also an elastic bending crystal.  
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4.6 Conclusions 

 Experiments reported in this chapter provide evidence that the bent crystal is 

composed of numerous small lattices (certainly smaller than the resolution of the XBI 

measurements) with slightly changed orientations. With the accessory of a three-point 

bending device in the XBI set-up, we have shown that in-situ XBI studies can unveil the 

process of bending on both plastic and elastic materials to give real-time information on 

changes of crystal and molecular orientations. As the deformation is accompanied by a 

change in molecular orientation and hence by a change of intensity in the XBI images, 

some small deformations can be detected by XBI that may be not obvious in other tests.  

 Although the samples studies in this chapter are all bending crystals, XBI also 

shows two applications in universal studies of materials. Firstly, with the accessory of a 

temperature control system, XBI can be used in phase transition research. It does not only 

provide the temperature point of phase transition like in DSC, but also shows the changes 

in orientational distributions of the molecules resulting from the phase transitions. 

Furthermore, the contrast can be adjusted by changing the sample orientations (χ angle). 

Secondly, XBI can be used in face-indexing of single crystals. For some crystals, if the 

sample is not feasible to do face-indexing by traditional single-crystal XRD, XBI 

provides an alternative way. The basic principle is to find the matched angle of the χ scan 

plot.  

 The additional energy change test described in this chapter verifies further that the 

X-ray birefringence phenomena depend critically on matching the incident X-ray energy 

to the absorption edge of a target element. Thus, all the intensity changes observed in the 

XBI data arise from the orientations of the target elements, and do not result from optical 

birefringence (or other optical phenomena, which are small enough to be ignored 

compared with XBI).  

 This chapter has proven that XBI is an effective and versatile technique for the 

study of both bending crystals and other materials. Especially for the study of molecular 

orientations in small domains, it has remarkable advantages.   
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Chapter 5 

X-ray Birefringence Imaging on Composite Organic Materials 

 

5.1 Introduction 

 The previous chapters have shown that XBI images are only sensitive to the 

orientational properties of the X-ray absorbing element (in this thesis, we focus on 

bromine as the X-ray absorber). This unique exclusiveness eliminates the optical 

phenomena from the other elements. In order to demonstrate this advantage remarkably, 

composite organic materials are investigated in this chapter. In these materials, only some 

regions of the material contain the Br atoms, while the whole crystal has the same 

structure and the same optical properties.  

 Urea inclusion compounds76, 77 are ideal samples for this purpose, in which the 

urea molecules form a hexagonal tunnel-containing host structure, and suitable guest 

molecules are packed along the one-dimensional tunnels (diameter ca. 5.5 Å) formed by 

the urea molecules (Fig. 5.1.a, Page 102). The host molecules are always urea, but the 

guest molecules can vary. In some circumstances, more than one type of guest molecule 

can be included within a given crystal of a urea inclusion compound.78, 79  

 Figure 5.1 (Page 102) shows an example of a single crystal of a urea inclusion 

compound containing two different types of guest molecule, forming a core-shell crystal 

structure where the core is pentadecane (PD) and the shell is 1,8-dibromooctane (DBO). 

This type of composite crystal structure is prepared by the transfer method – firstly, a 

single crystal of the PD/urea inclusion compound is grown in the normal way, and 

secondly, the single crystal is transferred into a solution of DBO and urea; then, the crystal 

growth continues with the DBO/urea inclusion compound growing on the original 

PD/urea crystal to form the “shell” (Fig. 5.1.c, Page 102). It is important to note that this 

two-stage growth process occurs with retention of the single crystal character of the urea 

host structure. The molecular spatial distributions of the two types of guest within the 

single crystal may be mapped quantitatively by confocal Raman microspectrometry (Fig. 

5.1.e, Page 102), which conforms the hexagonal core-shell structure.79 
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 For urea inclusion compounds, different types of guest molecules have different 

relative affinities for inclusion within the urea host structures. Generally, long-chain 

unbranched guest molecules are energetically more favourable.80 Because the molecular 

length of PD is longer than DBO, the PD/urea inclusion compound is more 

thermodynamically stable than the DBO/urea inclusion compound.  

 Experiments involving molecular transport through a single crystal of the 

DBO/urea inclusion compound has also been demonstrated, by means of a designed set-

up (Fig. 5.2.a, Page 103).81-84 The DBO/urea single crystal is inserted into a reservoir 

containing liquid PD. As PD/urea is more favourable than DBO/urea, there is a 

thermodynamic driving force for PD molecules to enter at the end of the tunnel in contact 

with liquid PD, and the DBO molecules are expelled at the other end of the crystal. 

Confocal Raman microspectrometry is again used to record the transport process as a 

function of time.83 As expected, the PD molecules push the DBO molecules from left to 

right in Fig. 5.2.a (Page 103), while the urea host structure does not change.  

 Figure 5.3 (Page 104) is another case of a molecular transport process. In this one, 

both ends of a DBO/urea single crystal are attached to reservoirs containing liquid PD. It 

has been concluded that in this case, the transport process occurs in both directions 

through the crystal.85 The mechanism for this bi-directional transport process requires that 

the PD molecules are able to move into the adjacent tunnels because of crystal defects.  

 The above composite samples have been investigated previously by confocal 

Raman microspectrometry.78, 79, 81-85 In this chapter, we investigate these samples by XBI, 

to explore the capability of XBI to qualify the spatial distributions of the two types of 

guest molecule in these materials. In addition, the decomposition of DBO/urea inclusion 

compounds by heat is also investigated. 
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Figure 5.1 (a) Crystal structure of a urea inclusion compound viewed along the tunnel 

axis, which is also the long-axis of the single crystal morphology. (b) Schematic 

illustration of mapped region (blue) by confocal Raman microspectrometry. (c) Crystal 

growth method to prepare core-shell urea inclusion compounds by the transfer method. 

The “core” is a PD/urea inclusion compound (green); and the “shell” is a DBO/urea 

inclusion compound (purple). (d) A schematic drawing of the theoretical molecular 

spatial distribution in cross-section (perpendicular to the tunnel axis). (e) Experimental 

scan results of the cross-section by confocal Raman microspectrometry. The color scale 

indicates the ratio of PD and DBO. The well-defined hexagonal spatial distributions are 

consistent with the theoretical drawing in (d). Reprinted with permission from Palmer, B. 

A.; Le Comte, A.; Harris, K. D. M.; Guillaume, F., Controlling Spatial Distributions of 

Molecules in Multicomponent Organic Crystals, with Quantitative Mapping by Confocal 

Raman Microspectrometry. J. Am. Chem. Soc. 2013, 135, 14512-14515. Copyright 2013 

American Chemical Society. 
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Figure 5.2 (a) Schematic illustration of the experimental set-up for the molecular 

transport experiment. A single crystal of the DBO/urea inclusion compounds is attached 

horizontally on the right side of a reservoir containing liquid PD. The confocal Raman 

microspectrometry scans the whole crystal from left to right repeatedly during the 

molecular transport process, allowing the spatial distribution of the DBO and PD guest 

molecules within the crystal to be determined as a function of time. (b) Raman 

spectroscopy results of the single crystal at 18 hours, 29 hours and 40 hours. Blue is the 

PD-rich region, and green is the DBO-rich region. The two Raman spectra show the 

change of peaks between the DBO-rich region (right) and the region containing both 

DBO and PD (left). Reprinted with permission from (1) Martí-Rujas, J.; Harris, K. D. 

M.; Desmedt, A., In-situ Monitoring of Alkane-Alkane Guest Exchange in Urea Inclusion 

Compounds Using Confocal Raman Microspectrometry. Mol. Cryst. Liq. Cryst. 2006, 

456, 139-147 (Copyright 2006 American Chemical Society); and (2) Martí-Rujas, J.; 

Desmedt, A.; Harris, K. D. M.; Guillaume, F., Direct Time-Resolved and Spatially 

Resolved Monitoring of Molecular Transport in a Crystalline Nanochannel System. J. 

Am. Chem. Soc. 2004, 126, 11124-11125 (Copyright 2004 American Chemical Society). 
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Figure 5.3 (a) Schematic illustration of the experimental set-up for the bi-directional 

molecular transport experiment. A single crystal of the DBO/urea inclusion compound is 

attached horizontally between two reservoirs containing liquid PD. (b) Schematic 

illustration of the bi-directional molecular transport process, showing an intermediate 

stage in which PD guest molecules have penetrated both ends of the crystal (region L and 

region R), while the central region of the crystal contains only DBO guest molecules. 

Green is the DBO molecules; blue is the PD molecules; and black lines show the urea 

tunnels. Reprinted with permission from Martí-Rujas, J.; Desmedt, A.; Harris, K. D. M.; 

Guillaume, F., Bi-directional Transport of Guest Molecules through the Nanoporous 

Tunnel Structure of a Solid Inclusion Compound. J. Phys. Chem. C 2009, 113, 736-743. 

Copyright 2009 American Chemical Society. 

 

5.2 X-ray Birefringence Imaging and X-ray Tomography Studies of 

Core-Shell Crystal 

 Core-shell single crystals were prepared by the transfer method, with the PD/urea 

inclusion compound as the “core” and the DBO/urea inclusion compound as the “shell”. 
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The cross-section of the single crystal is shown in an X-ray tomography image, which 

was recorded under pink beam at the I13 beamline of Diamond Light Source (different 

from B16 of XBI). The hexagonal cross-section is quite clear, which is the overall shape 

of the crystal. The outside bright parts represent the DBO/urea inclusion compound, and 

the inner dark region represents the PD/urea inclusion compound.  

 

Figure 5.4 An X-ray tomography image of the cross-section of a core-shell single crystal 

under pink beam. The outside bright regions are the “shell” part comprising the 

DBO/urea inclusion compounds. The imperfections are from crystal defects.  

 Single crystals of the DBO/urea inclusion compound have been proved to be 

birefringent in XBI with the effective X-ray optic axis parallel to the tunnel axis (i.e., the 

long-axis of the crystal morphology).24 As PD/urea does not have Br atoms, XBI data 

recorded with X-ray energy of Br K-edge would not exhibit the birefringence 

phenomenon. Thus, for composite crystals containing regions of both DBO/urea and 

PD/urea, the XBI images would be expected to show birefringence only for those regions 

of the crystal containing DBO guest molecules. 

 Figure 5.5 (Page 107) illustrates the spatial distributions of DBO and PD guest 

molecules within a core-shell crystal of a urea inclusion compound. As PD is more 

favorable than DBO to form urea inclusion compounds,80 the “core” part – a single crystal 

of the PD/urea inclusion compound – is prepared firstly. Then, the DBO/urea inclusion 

compound forms the “shell” part surrounding the PD/urea. In the final completed core-

shell single crystal, the tunnels of the urea host structure are along the long-axis of the 

single crystal, so the long-chains of both PD and DBO guest molecules are also parallel 

with the long-axis of the single crystal. This means that in the core-shell two-component 
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crystals, the orientations of the PD and DBO guest molecules are the same as in the 

corresponding single-component crystals of PD/urea and DBO/urea respectively. 

 The previous study24 has demonstrated that, for a single crystal of the DBO/urea 

inclusion compound with the long-axis (tunnel axis) perpendicular to the direction of 

propagation of the incident X-rays, the highest transmitted intensity arises for χ = 45° and 

χ = 135°, and the lowest transmitted intensity arises at χ = 90°. In the core-shell single 

crystal, if the single crystal is also mounted in the yz-plane, the projected image on the 

detector should be a rectangle. As the “shell” region of the crystal is DBO/urea, the 

rectangle can be divided into three parts: the middle part contains regions of both PD/urea 

and DBO/urea within the path of the beam, while the two side parts are pure DBO/urea. 

Because only the regions of the crystal containing DBO give birefringence phenomenon 

for the selected X-ray energy (i.e., Br K-edge), the regions of pure DBO/urea should 

exhibit a bigger contrast in the XBI images, which is shown in the “XBI Predicted 

Images” part of Fig. 5.5. The actual experimental images (bottom of Fig. 5.5) verify that 

this assumption is correct. It is clear that, at χ = 45° and χ = 135°, there are two bright 

edges in the single crystal, and these two bright edges become dark at χ = 90°. The middle 

part of the crystal also exhibits birefringence; however, the change in intensity as a 

function of crystal orientation is much lower than that for the two edge, reflecting the fact 

that, for this region of the crystal, only a fraction of the material in the path of the beam 

contains DBO guest molecules. 
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Figure 5.5 XBI images of a core-shell single crystal. The yellow parts are the PD/urea 

inclusion compound and the green parts are the DBO/urea inclusion compound. Viewing 

from the side of the single crystal, the middle part comprises region of both PD/urea and 

DBO/urea; while, the side parts comprise only DBO/urea.  

 

5.3 X-ray Birefringence Imaging Studies of Molecular Transport 

Process 

 In in-situ confocal Raman microspectrometry experiments, both one-directional 

and bi-directional transport processes have been investigated.81-85 Similarly, the two types 

of transport process are investigated separately in our XBI measurements.  

 In order to get the biggest contrast in the XBI images between regions of the 

crystal containing DBO and regions containing PD, all the DBO/urea single crystals were 

oriented with a 45° tilt angle relative to the plane of incident X-ray polarization 
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(horizontal). For one-directional transport experiment, a sample cell with a 45° tilt metal 

tube on the lid was designed (Fig. 5.6.a). The liquid PD was first put into the cell, and 

then the DBO/urea single crystal was inserted into the cell through the tilt metal tube. 

Thus, the bottom end of the DBO/urea single crystal is immersed in the liquid PD and the 

whole crystal is oriented at the 45° tilt orientation. For the bi-directional transport 

experiment, the DBO/urea single crystal was fixed at 45° tilt orientation with the help of 

a glass tube and a plastic tube (Fig. 5.7.a). As glass and plastic are transparent to X-rays, 

this set-up provides a suitable opportunity to observe the transport process by XBI. 

Strictly speaking, the set-up in Fig. 5.7.a is a totally immersed design, different from the 

previous model with only two ends of the crystal immersed in the liquid PD (Fig. 5.3, 

Page 104). This means that, if there are defects on the crystal surface, the transport may 

also start from the surface, but the main pathway for molecular transport should be still 

along the urea tunnels.  

 

Figure 5.6 One-directional molecular transport experiment. (a) Schematic illustration of 

the experimental set-up. Liquid PD is located in a cell with a metal tube on the lid tilted 

at 45°. A single crystal of the DBO/urea inclusion compound is placed into the metal tube, 

and the end of the crystal is immersed in the liquid PD. (b) XBI images of the single 

crystal as a function of time. The black edge on the right-bottom is the metal tube. No.1 

is the XBI image of DBO/urea which has been immersed in liquid PD for ca. 14 hours. 

No.2 is the XBI image of the same sample recorded ca. 1.5 hours later after No.1. No.3 

is the XBI image of the same sample recorded ca. 4 hours later after No.2.  
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Figure 5.7 Experimental set-up for XBI study of bi-directional molecular transport. (a) 

Schematic illustration of experimental set-up. A single crystal of the DBO/urea inclusion 

compound is stuck in a glass funnel-shaped tube. This glass tube is placed into a plastic 

test tube. The angle between the long-axis of the single crystal and the horizontal plane 

is 45°. Enough liquid PD is added to the plastic test tube to make sure all the DBO/urea 

single crystal is totally immersed in the liquid PD. (b) XBI image of the single crystal 

after ca. 24 hours.  

 Figure 5.6.b and Figure 5.7.b show XBI images recorded during the one-

directional and bi-directional transport experiments respectively. At the beginning, the 

DBO/urea single crystal shows the conventional birefringence, and is maximally bright 

in the χ = 45° orientation shown. As the transport progresses, the PD molecules will enter 

the crystal and displace the DBO molecules along the urea tunnels. Thus, after enough 

time, some dark regions are generated at the end of the single crystal, which is indicative 

of the regions of the crystal occupied by PD guest molecules.  

 Interestingly, in contrast to the results from the study of the transport by confocal 

Raman microspectrometry, in the XBI results, the boundary between the PD and the DBO 

regions of the crystal is not perpendicular to the urea tunnels. In both types of transport 

process, the boundary is tilted by nearly 45° compared to the urea tunnel direction. This 

phenomenon is still unknown and required to be investigated further.  

 

5.4 X-ray Birefringence Imaging Studies of Thermal Decomposition of 

Urea Inclusion Compounds 

 Thermal decomposition of urea inclusion compounds has been investigated for 

over 50 years.86-88 The decomposition process is endothermal and happens below the 
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melting point of urea.88, 89 It is accompanied by loss of guest molecules, and the 

temperature at which decomposition begins to occur depends on the molecular length of 

the guest molecules.86 Here, we use the DBO/urea inclusion compound as an example to 

explore the opportunity to apply XBI measurements in a time resolved manner to explore 

this kind of thermal decomposition process.  

 The traditional methodology to investigate thermal changes is DSC. In order to 

understand more about the thermal decomposition of the DBO/urea inclusion compound 

before XBI measurements, a DSC test was first carried out (Fig. 5.8). A small broad 

endothermal peak around 90 °C represents the decomposition of the inclusion compound. 

It cannot represent any other physical change of DBO, because the melting point of pure 

DBO is 12 – 16 °C and the DBO boiling point is 270 – 272 °C. After decomposition of 

the DBO/urea inclusion compound, the DBO released from the crystal is likely to 

vaporize, leaving pure crystalline urea in the DSC pan. The endothermal peak at 133 °C 

represents the subsequent melting of the pure urea. The cooling curve does not have any 

exothermal peak, showing this kind of decomposition is irreversible. 

 

Figure 5.8 DSC data for single crystals of the DBO/urea inclusion compound. Crystals 

were placed at room temperature and heated to 200 °C. The sample was then cooled back 

to room temperature. The rates of heating and cooling were 10 °C/min. The small broad 

peak is from the thermal decomposition of DBO/urea. The big sharp peak is from the 

melting of pure crystalline urea. 

 Figure 5.9 illustrates the molecular change in the thermal decomposition process. 

The outside light pink cages are the urea tunnels and each tunnel has hexagonal cross-
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section. The DBO molecules (dark pink cylinders) are packed into the urea tunnels with 

the molecular chains parallel with the tunnels. This well-ordered DBO arrangement is the 

reason that birefringence is observed in XBI. However, with the loss of DBO guest 

molecules upon decomposition and the collapse of the urea host structures, the previous 

ordered arrangement is progressively lost. As the birefringence is generated by Br in the 

DBO, the loss of DBO will weaken the birefringence signal. Figure 5.10 shows the XBI 

experimental images of a single crystal of the DBO/urea inclusion compound (a) before, 

(b) during and (c) after the heat treatment. To give better contrast, the crystal was oriented 

at χ = 45°. It is obvious that, after thermal decomposition, the XBI image becomes darker, 

which is consistent with the theoretical prediction due to loss of the DBO guest molecules. 

This in-situ experiment also shows that the thermal decomposition is generated from 

outside, and the DBO molecules in the outside part lose their order firstly (Fig. 5.10.b).  

 

Figure 5.9 Schematic illustration of thermal decomposition of a single crystal of the 

DBO/urea inclusion compound. The outside hexagonal tunnels are the urea “host” 

structure. The inside small cylinders are DBO “guest” molecules.  

 

Figure 5.10 XBI images of a DBO/urea inclusion compound single crystal at χ = 45° 

captured (a) before, (b) during and (c) after the thermal decomposition. The temperature 

is kept at 85 °C. 

 In order to evaluate the decomposition rate at different temperatures, three 

individual DBO/urea inclusion compounds single crystals were studied at 79 °C, 82 °C 

and 85 °C respectively. In each case, the single crystal was fixed at χ = 45°, and XBI 

images were recorded every 3.6 seconds. The intensity is normalized by consideration of 
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the strongest intensity (at the beginning of the process) and the lowest intensity (at the 

end of the process). The change in intensity as a function of time is shown in Fig. 5.11. 

The transmitted X-ray intensity at χ = 45° is interpreted to be proportional to the amount 

of DBO guest molecules present in tunnels of the urea host structure oriented at χ = 45°, 

and hence correlates with the amount of “un-decomposed” DBO/urea crystal that remains 

as a function of time.  After enough time, no more DBO molecules are present and the 

intensity remains at the final low value. As thermal decomposition of urea inclusion 

compounds is an activated process, higher temperature is expected to speed up the 

decomposition process. The trend of the slope of these three curves is green (85 °C) > red 

(82 °C) > black (79 °C), which proves that increasing temperature increases the rate of 

thermal decomposition of urea inclusion compounds.  

 

Figure 5.11 The XBI intensity as a function of time at different temperatures, for the 

thermal decomposition of DBO/urea single crystals. Green, 85 °C; red, 82 °C; and black, 

79 °C.   

 The activation energy (Ea) for this decomposition process can be calculated by 

the Arrhenius Equation90 (Eq. 5.1): 

 
RT

Ea
Ak  lnln  (5.1) 

where k is the rate constant, A is the pre-exponential factor, T is the absolute temperature 

(in Kelvin) and R is the universal gas constant (8.314 J mol-1 K-1).  
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 Figure 5.12 shows the relationship between the rate constant (k) and temperature 

(T) for the three experimental data sets (79 °C, 82 °C and 85 °C) in Fig. 5.11. The three 

data points form a linear Arrhenius plot (blue dashed line in Fig. 5.12), and the best-fit 

straight line is given in Eq. 5.2, with a fitting coefficient (R2) of 0.9505. Then, the 

activation energy (Ea) is determined (Eq. 5.3) to be 316 kJ mol-1.  

 
T

k
38051

26.109ln   (5.2) 

 -1mol kJ31638051  REa  (5.3) 

 

Figure 5.12 Plot of ln(k/s-1) versus T-1/K-1 for the three experimental data sets (at 79 °C, 

82 °C and 85 °C) in Fig. 5.11. The rate constant (k) at each temperature is determined 

from a linear fit to the data in Fig. 5.11. The best-fit straight line (dashed line) and the 

equation for this line are also shown. 

 

5.5 Conclusions 

 In this chapter, through the study of three types of crystals and processes, XBI has 

demonstrated the capability to characterize the spatial distribution of molecules in 

composite organic materials and to study the time-dependence of processes in which the 

spatial distribution changes with time.  

 For core-shell crystals of PD/urea and DBO/urea, XBI is successful to give the 

information on the distribution of the DBO molecules within the crystals. Compared with 
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confocal Raman microspectrometry, XBI not only shows the molecular spatial 

distributions, but also detects the orientations of the target molecules. For example, if the 

“core” and “shell” both contained C–Br bonds but with different orientations, this 

difference could be distinguished in XBI but not in confocal Raman microspectrometry. 

 For molecular transport experiments, apart from the spatial distribution, a 

significant feature in the XBI results is the tilt of the boundary line between the original 

and new guest molecules. This phenomenon was not observed in the previous study by 

confocal Raman microspectrometry, perhaps because the sample is placed non-

horizontally in the XBI study. As synchrotron beam time is always limited and the 

transport experiment usually takes long time (~ several days), only a few samples (less 

than 5) could be tested in the present work. For rigorous consideration, some more tests 

are required to investigate the above observations. 

 For the thermal decomposition experiments, with the addition of the temperature 

control system, XBI can take be exploited to express thermal behaviour of materials – 

e.g., to identify phase transitions. Furthermore, in the present study of thermal 

decomposition, as the XBI intensity is related to the amount of the DBO “guest” 

molecules aligned within regions of un-decomposed DBO/urea inclusion compound 

crystals, the decomposition rate of the DBO/urea inclusion compound can be evaluated 

by XBI, and then the corresponding activation energy can be derived.  

 Before the development of XBI, the birefringence phenomenon was used almost 

exclusively in optical analyses,91 especially by Polarizing Optical Microscopy (POM). 

For the composite organic materials, for example in the urea inclusion compounds studied 

here, the POM results would be identical for DBO/urea and PD/urea, as the optical 

birefringence is dictated by the overall crystal symmetry (hexagonal), which is the same 

for the DBO/urea and PD/urea regions of the composite crystals. Thus, POM could not 

be used to characterize the spatial distribution of PD and DBO guest molecules within the 

composite materials. However, for XBI, the X-ray birefringence selectively observes the 

target Br atoms, which allows accurate characterization of the spatial distributions of the 

two different types of guest molecule within the composite urea inclusion compounds.  



115 

 

Chapter 6 

X-ray Birefringence Imaging on Pairs of Crystals with 

Independent Orientations 

 

6.1 Introduction 

 The previous XBI experiments described in this thesis are all based on the 

situation with a single sample in the beam (either a single crystal or a liquid crystalline 

phase). As the research moves further, an interesting question is what the XBI behaviour 

will be like when two single crystals are present in the beam with different orientations. 

In this chapter, some preliminary researches about this question are described.  

 Figure 6.1 gives a schematic illustration of the XBI set-up for such experiments 

involving pairs of crystals with independent orientations. A rotation stage was added into 

the standard XBI set-up for mounting the second single crystal. The first single crystal is 

mounted on the same goniometer used to orient the sample in the earlier studies. Both the 

goniometer and the rotation stage can be controlled independently, thus, different 

combinations of the orientations of the two crystals can be achieved with this 

experimental set-up. 

 In previous research, single crystals of the 1-bromoadmantane/thiourea inclusion 

compound (1-BA/thiourea) were demonstrated to behave as a dichroic filter for X-ray 

polarization analysis.92, 93 The crystal structure of the 1-BA/thiourea inclusion compound 

single crystal was introduced previously in Fig. 1.20 (Page 22), in which the thiourea 

molecules construct hexagonal-shaped host tunnels and the 1-BA guest molecules are 

aligned inside these tunnels, with the C–Br bonds of all guest molecules parallel to the 

tunnel axis (the long-axis of the single crystal). Figure 6.2 (Page 117) shows that this 

material exhibits a strong dichroic resonance close to the Br K-edge, and the transmittance 

of linearly polarized X-rays as a function of the orientation of the crystal is also shown. 

When the C–Br bonds are parallel to the plane of the incident polarized X-rays (tuned to 

the Br K-edge), the lowest transmittance is observed; when the C–Br bonds are 

perpendicular to this plane, the highest transmittance is observed. This demonstrates that 
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the single crystal of 1-BA/thiourea can attenuate the linearly polarized X-ray photons 

along one preferable direction, and thus behaves as an X-ray dichroic filter.  

 The 1-BA/thiourea dichroic filter for X-ray analysis was reported in 2003 (about 

15 years ago).93 However, at that time, no strategy had been developed for producing 

large flat-plate crystals of this material, thus inhibiting its practical applications as a 

transmission-based polarization analyzer. In this chapter, we report a strategy that enables 

flat-plate single crystals of 1-BA/thiourea to be prepared successfully, based on an 

epitaxial crystal growth method. Analogous to the Polaroid sheet in Polarizing Optical 

Microscopy (POM), the flat-plate single crystal of 1-BA/thiourea is also a new XBI set-

up using, for the first time, a transmission-based X-ray polarization analyzer. 

 

Figure 6.1 Experimental set-up for XBI studies of two independently oriented crystals. 

An additional rotation stage is placed between the goniometer and the analyzer. The 

rotation stage can rotate by 360°. There is a small hole in the middle of the rotation stage 

to allow the X-rays pass through. The first crystal is mounted as usual on the goniometer. 

The second crystal is mounted on the rotation stage, with X-ray optic axis (C–Br bond 

direction) aligned perpendicular to the x-axis.  
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Figure 6.2 (a) X-ray transmittance (I/I0) through a single crystal of 1-BA/thiourea as a 

function of energy (E) close to the Br K-edge, with the X-ray polarization parallel (0° and 

180°) and perpendicular (90° and 270°) to the long-axis of the crystal (parallel to the C–

Br bonds). (b) X-ray transmittance (I/I0) as a function of the orientation of a single crystal 

of the 1-BA/thiourea inclusion compound (the angle is defined between the long-axis of 

the crystal and the direction of polarization of the incident polarized X-rays) at the Br K-

edge energy. Reprinted with permission from Chao, M. H.; Kariuki, B. M.; Harris, K. D. 

M.; Collins, S. P.; Laundy, D., Design of a Solid Inclusion Compound with Optimal 

Properties as a Linear Dichroic Filter for X-ray Polarization Analysis. Angew. Chem. 

2003, 42, 2982-2985. Copyright 2003 John Wiley and Sons.  
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6.2 XBI Studies of Two Independently Oriented Single Crystals 

 In Chapter 4, the intensity change in XBI images of 1,4-dibromo-2,3,5,6-

tetramethylbenzene (DBTMB) was discussed in depth. For a single crystal at room 

temperature (RT) with the big face perpendicular to the incident beam, the brightest 

orientations were at χ = 45°, 135°, 225° and 315°, and the darkest orientations were at χ 

= 0° (360°), 90°, 180° and 270°. If two single crystals aligned at the brightest or darkest 

orientations are now present in the X-ray beam, what will be the observed behaviour? For 

example, if the first crystal is at χ = 45° (the brightest orientation) and the second crystal 

is at χ = 135° (the brightest orientation), would the common area (i.e., the region in which 

the X-ray beam passes through both crystals) be brighter than for an individual crystal? 

If the second crystal is instead at χ = 90° (the darkest orientation), would the behaviour 

of the two crystals cancel each other out? In order to answer the above questions and to 

understand the X-ray birefringence observed for two independently oriented crystals, we 

now report XBI experiments with two individual single crystals. 

 The first experiment is based on DBTMB single crystals. Two crystals were glued 

to the rotation stage, either at an angle of 45° or 90° with respect to each other, and then 

placed on the rotation stage. In this experiment, there is no sample on the goniometer (so 

the set-up is different from Fig. 6.1, Page 116).  

 Figure 6.3 shows the XBI images for the case of two crystals glued at 90°. As the 

angle between the two crystals is fixed at 90°, when one crystal is at the brightest (or 

darkest) position, the other crystal must also be at another brightest (or darkest) position. 

The common area of the two single crystals is a rectangle. From the XBI images in Fig. 

6.3, the common rectangle is dark for all orientations of the two-crystal sample, 

irrespective of whether the two crystals are at brightest positions or darkest positions. 

Especially when the two crystals are at brightest positions (the 2nd, 4th, 6th and 8th images), 

it is clear that the common rectangle is dark, while the non-overlaid parts of each crystal 

still show the conventional brightness. Thus, for such two-layer crystals in XBI, bright 

plus bright, does not produce brighter.  

 Figure 6.4 (Page 120) shows the XBI images for two crystal glued at 45°. As the 

angle between the two crystals is fixed as 45°, when one crystal is at the brightest 

orientation, the other crystal must be at the darkest orientation, and vice versa. The 

common area is a rhombus and its intensity changes as the pair of crystals is rotated. 



119 

 

However, the intensity of the common area is not simply represented by the addition of 

the intensities of the two individual single crystals.  

 

Figure 6.3 XBI images of two overlaid single crystals of DBTMB at RT. The two single 

crystals were glued on the rotation stage with the (-1 0 1) faces of both crystals 

perpendicular to the propagation direction of the incident X-ray beam. The angle between 

the long-axes of the two crystals is fixed at 90°. The rotation direction of the stage is 

clockwise. 

 From the above experimental results, the XBI behaviour of the two-layer crystals 

seems more complicated than we expected at the beginning. In order to understand the 

observed phenomena, a detailed analysis is needed. In Chapter 1, we already discussed 

that, when a plane wave passes through a birefringent sample, it is split into two 

orthogonal plane waves with a phase discrepancy (Fig. 1.10, Page 9). This is the situation 

that exists for the X-rays after passing through the first single crystal. Thus, the nature of 

the X-rays incident on the second crystal is different from the X-rays that were incident 

on the first crystal. As all the previous calculations of XBI intensity were based on the 

assumption that the incident rays are a polarized plane wave, if the incident X-rays for 

the second crystal are different, then the previous types of analysis of XBI behaviour 

cannot necessarily be applied to rationalize the XBI behaviour of the two-layer crystals.  

 When two orthogonal plane waves propagating in the same direction are 

combined, they can form three types of polarized light: linear, circular and elliptical. 

Figure 6.5 (Page 121) shows the interference phenomena in each case. Green arrows show 

the propagation direction. The area detector is perpendicular to the propagation direction. 

The phase difference between the two plane waves is ɛ. The amplitudes of each plane 

wave are A1 and A2. If ɛ is 0 or π, the projection on the detector is a line, corresponding 
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to linearly polarized light. If the phase difference is ±½ π and the amplitudes are equal, 

the projection is a circle, corresponding to circularly polarized light. In the other cases, 

the projection is an ellipse, corresponding to elliptically polarized light. The left or right 

polarization is defined as viewed from the detector to the light source. Thus, if the rotation 

of the combined electric vectors is anti-clockwise, it is described as right polarization and 

vice versa. Actually, both linear polarization and circular polarization can be regarded as 

special cases of elliptical polarization.  

 

Figure 6.4 XBI images of two overlaid single crystals of DBTMB at RT. The two single 

crystals were glued on the rotation stage with the (-1 0 1) faces of both crystals 

perpendicular to the propagation direction of the incident X-ray beam. The angle between 

the long-axes of the two crystals is fixed at 45°. The rotation direction of the stage is anti-

clockwise. 
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Figure 6.5 Schematic illustration of three types of polarized light generated by a pair of 

orthogonal plane waves: linear, circular and elliptical. The phase difference is ɛ, and the 

amplitudes of the two plane waves are A1 and A2.  

 From Fig. 6.5, it is clear that the incident X-rays for the second crystal could 

represent any one of the above three cases, depending on the phase difference (ɛ) and the 

amplitude of each plane wave (A1 and A2) emerging from the first crystal. From Eq. 1.13 

(Page 10) and Eq. 1.16 (Page 10), the phase difference (ɛ) is determined by the sample 

thickness (d) and the refractive indices of the slow-ray and the fast-ray (ns and nf). Until 

now, we do not know the refractive index for the materials under the conditions of our 

XBI measurements, and therefore the type of the incident X-rays for the second crystal in 

the experiments described above cannot be established. The following theoretical analysis 

is based on the assumption of elliptically polarized light, because in most circumstances, 

the general case in which the incident X-rays for the second crystal are elliptically 

polarized may be expected.  
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 Figure 6.6 is a general mathematical representation of an ellipse. The distance 

between the centre and the point (R) on the ellipse is r. The angle between the vector OR  

and the x-axis is α. As the projection of the polarized light is elliptical, the value of r 

represents the resultant amplitude of the two plane waves. Thus, the amplitude of the 

elliptically polarized light is different for different orientations. The position of R can be 

represented by Eq. 6.1. After several deductive processes (Eq. 6.2 and Eq. 6.3), the value 

of r can be represented by a, b and α (Eq. 6.4). In Chapter 1, we established the XBI 

intensity representation, which is proportional to sin2(2θ) (Eq. 6.5). As the light intensity 

is proportional to the square of the amplitude, in the two-layer crystals case, the intensity 

should be proportional to r2sin2(2θ) (Eq. 6.6). Substituting the expression for r (Eq. 6.4) 

into this expression for intensity, we can derive an equation that describes intensity as a 

function of θ and α (Eq. 6.7).  

 When the χ value of the first crystal is changed, the direction of the X-ray optic 

axis in space is also changed. Thus, the corresponding elliptical projection of the 

transmitted X-rays will also change orientation (Fig. 6.7). Considering this phenomenon, 

a further function f (θ1, θ2) is derived (Eq. 6.8), in which θ1 and θ2 correspond to the χ 

values of the first crystal and the second crystal respectively. Figure 6.8 (Page 124) shows 

a 3D plot of this function. In order to compare the function f (θ1, θ2) with our experimental 

data, the ranges of θ1 and θ2 in Fig. 6.8 (Page 124) are taken as [45°, 270°] and [0°, 360°] 

respectively (the same ranges as our experimental data). 

 

Figure 6.6 An ellipse with the major axis along the x-axis and the minor axis along the 

y-axis. R is a point on the ellipse. The distance between the point R and the centre of the 

ellipse is r. The angle between the vector OR  and the x-axis is α. 
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Figure 6.7 Schematic illustration of (a) different orientations of the X-ray optic axis of 

the crystal and (b) the corresponding elliptically polarized transmitted radiation. 
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Figure 6.8 Theoretical 3D plot of the function of f (θ1, θ2) in Eq. 6.8, where θ1 and θ2 

correspond to the χ values of the first crystal and the second crystal respectively. 

 Figure 6.9 shows the experimental XBI results recorded for the pair of single 

crystals of the 1-bromoadmantane/thiourea inclusion compound (1-BA/thiourea), 

specifically as a plot of transmitted X-ray intensity as a function of the orientations (θ1 

and θ2) of the two crystals. The C–Br bonds in 1-BA/thiourea are all parallel to the long-

axis of the crystal and the XBI behaviour for a single crystal is the simplest case, as we 

discussed before. The first crystal is mounted on the goniometer with the long-axis 

perpendicular to the propagation direction of the incident beam, and a χ scan of this crystal 

was carried out with step size of 5° in range from 45° to 135° and with step size of 15° in 

range from 135° to 270°. The second crystal was mounted on the rotation stage and the χ 

value for this crystal was varied from 0° to 360° with step size of 1°. In the range of θ1 

and θ2 studied, the highest intensity arises for (θ1, θ2) values of (45°, 45°), (225°, 45°), 

(135°, 135°), (45°, 225°), (225°, 225°) and (135°, 315°). Compared with the calculated 

plot in Fig. 6.8, the highest intensity also happens at the same positions and the theoretical 

3D plot is very similar to the experimental plot in Fig. 6.9. 

 We now return back to the experimental data in Fig. 6.3 (Page 119) and Fig. 6.4 

(Page 120) for the case of two crystals with fixed angle between them. As the angle 
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between the two crystals were fixed at 90° and 45°, respectively, each image during the 

rotation can be represented as a point in the 3D plot in Fig. 6.8. Figure 6.10 is a contour 

plot representation of Eq. 6.8 in the range of 0° to 360° for both θ1 and θ2. Line (1) 

represents the case with the angle between the two crystals fixed at 90° (i.e., θ2 – θ1 = 

90°). Clearly, the intensity varies along this line (i.e., as the pair of crystals are rotated), 

but at all orientations the intensity along the line in Fig. 6.10 remains low. This is 

consistent with the phenomenon observed in Fig. 6.3 (Page 119) that the common area of 

the two crystals remained dark in all orientations. Line (2) is the case with θ2 – θ1 = 45°, 

the intensity fluctuates over a bigger range than line (1). Line (3) represents the situation 

in which the two crystals have the same orientation (i.e., θ2 – θ1 = 0°). In this case, the 

pair of crystals can be regarded as one crystal, and the highest intensities are at χ = 45°, 

135°, 225° and 315°, as is known to be the XBI behaviour of a single crystal of 1-

BA/thiourea (see Fig. 1.21.a, Page 23). 

 

Figure 6.9 Experimental XBI data for two single crystals of the 1-BA/thiourea inclusion 

compound representing the integrated intensity measured for the common area of the two 

crystals in the XBI images (i.e., the region in which the X-ray beam passes through both 

crystals). The χ range of the first crystal on the goniometer is from θ1 = 45° to 270°. The 

χ range of the second crystal on the rotation stage is from θ2 = 0° to 360°. 
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Figure 6.10 Contour plot representation of Eq. 6.8 (Page 124). Yellow lines (1), (2) and 

(3) correspond to cases in which the relative orientations of the two crystals are fixed at  

θ2 – θ1 = 90°, 45° and 0° respectively.  

 

6.3 X-ray Birefringence Imaging Using a Transmission-Based 

Polarization Analyzer 

 Analogous to Polarizing Optical Microscopy (POM), we can also envisage an 

experimental set-up for XBI in which the analyzer is an X-ray dichroic filter material 

(operating at the Br K-edge), instead of the diffraction-based analyzer used in the set-up 

described previously. Single crystals of the 1-BA/thiourea inclusion compound have been 

demonstrated as an ideal dichroic material in X-ray polarization analysis at the Br K-

edge, but the inability to prepare single crystals of this material of suitable size and shape 

inhibits such practical applications. Here, flat-plate crystals satisfying the requirement 

that the X-ray optic axis (C–Br bond direction) is parallel to the plate have been prepared 

by an epitaxial crystal growth method and are applied in a new XBI set-up as a 

transmission-based polarization analyzer. The original XBI set-up by using the Bragg 

Diffraction crystal (Fig. 2.1, Page 29) as the analyzer should be classified as “reflected 

mode” XBI and the new set-up may be described as “transmitted mode” XBI.  
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 Figure 6.11 shows the set-up for “transmitted mode” XBI. A flat-plate single 

crystal of 1-BA/thiourea is glued on the rotation stage with the C–Br bonds parallel to the 

y-axis. As the incident polarized X-rays are linearly polarized along the y-axis, the 

requirement for a “crossed polar” configuration (as in POM) is that the transmission-

based analyzer should transmit X-rays polarized along the z-axis. Thus the direction of 

maximum absorption for the analyzer should be along the y-axis (corresponding to the 

C–Br bond direction). The sample is still mounted on the goniometer, which can be 

moved agilely in three dimensions. The area detector is now positioned along the x-axis 

(i.e., parallel to the direction of propagation of the incident X-ray beam), in the new 

“transmitted mode” XBI set-up.  

 

Figure 6.11 Schematic illustration of the “transmitted mode” XBI set-up. The 

polarization analyzer is a flat-plate single crystal of 1-BA/thiourea fixed on the rotation 

stage, oriented with the C–Br bonds parallel to the y-axis. The area detector is down-

stream of the incident beam (along the x-axis).  

 The conventional crystal growth method for 1-BA/thiourea is slow evaporation: 

the compounds are dissolved in the solvent in a container (e.g., a small vial) and the 

crystals are grown through solvent evaporation (Fig. 6.12.a). For 1-BA/thiourea, the 

crystals formed by this method are needle-shaped crystals with regular hexagon cross-

section and these crystals are randomly oriented in the vial. Crystallization was also 

attempted by placing a cover glass (ca. 20 mm diameter) at the bottom of the vial (ca. 20 

mm diameter), with the same evaporation treatment. After solvent evaporation, some flat-
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plate crystals (elongated along one direction) were found to be formed on the cover glass 

and further study identified that the cross-section is a flat hexagon (Fig. 6.12.b). 

Crystallization of the 1,8-dibromooctane/urea inclusion compound (DBO/urea) was also 

tested by the new method, which formed the flat-plate crystal morphology as well. The 

only difference between the two methods shown in Fig. 6.12 is the presence of the cover 

glass. Apparently, the cover glass has an influence on the morphology of the final crystals 

and this kind of substrate-induced crystal growth is called “epitaxy”.  

 

Figure 6.12 Schematic illustration of crystal growth of urea and thiourea inclusion 

compounds by slow evaporation method. (a) The conventional growth: needle-shaped 

single crystals grow in random orientations in the vial during solvent evaporation. The 

cross-section of the single crystal is a hexagon. (b) The epitaxial growth: a piece of cover 

glass is placed at the bottom of the vial, and the final single crystals are flat-plate crystals 

with the rectangular big face on the cover glass. The cross-section of the singe crystal is 

an elongated hexagon. 

 For a regular hexagon (i.e., the tunnels of the urea and thiourea host structures), 

there are two “special” directions: one is from the middle point of one side to the middle 

point of the opposite side (line “a” of the orange hexagon in Fig. 6.13); and another is 

from one vertex to the opposite vertex (line “b” of the orange hexagon in Fig. 6.13). Face-

indexing of the flat-plate crystals by single-crystal XRD determines that the big face on 

the glass is along the “a” direction relative to the hexagonal tunnels of the host structure. 

 Figure 6.13 illustrates a possible model for the inter-molecular interactions 

between the cover glass and the thiourea or urea inclusion compounds. As there are many 
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of hydroxyl groups on the surface of the glass,94 the N–H bonds of the urea or thiourea 

molecules that are oriented perpendicular to the big face of the flat crystals can be 

connected to the hydroxyl groups on the cover glass by N–H···O(H) hydrogen bonds. 

Thus, during the crystal growth, the affinities between the surface of the glass and the 

urea or thiourea molecules may induce the crystal to grow in a preferred orientation and 

result in the elongated hexagonal cross-section. The epitaxial crystal growth method only 

changes the crystal morphology not the crystal structure, so the “guest” molecules are still 

packed inside the “host” molecular tunnels,95, 96  i.e., the C–Br bonds of the 1-BA 

molecules are still parallel to the thiourea tunnels, and thus in the flat-plate crystal 

morphology, the C–Br bonds are parallel to the plane of the flat plate.  

 

Figure 6.13 Schematic illustration of inter-molecular interactions between the cover 

glass and the thiourea or urea molecules. Hydrogen bonds N–H···O(H) are formed 

between the single crystal and the glass surface. The crystal face on the glass is along the 

“a” direction of the hexagonal tunnels.  
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 Figure 6.14 shows X-ray images of a flat-plate single crystal of 1-BA/thiourea on 

the rotation stage for two different orientations (χ = 0° and χ = 90°). Because the electric 

vector of the incident polarized beam is horizontal (see 1.2.1), at the energy of Br K-edge, 

when the C–Br bonds are also horizontal (χ = 0°), the single crystal exhibits high 

absorption of the X-rays and the image looks darker (Fig. 6.14.a). At the orientation with 

χ = 90°, the C–Br bonds are perpendicular to the electric vector of the incident polarized 

beam, and the crystal exhibits low absorption of X-rays. Thus, at χ = 90°, more X-rays 

photons are transmitted and the image is brighter (Fig. 6.14.b). To further check this 

dichroic97 property, a χ scan of the flat-plate crystal was carried out, and the transmitted 

intensity is shown as a function of χ in Fig. 6.15, which is in a good agreement with the 

data in Fig. 6.2.b (Page 117). These results indicate that the flat-plate single crystal of 1-

BA/thiourea prepared by the epitaxial growth method shows excellent performance as an 

X-ray dichroic filter material.  

 

Figure 6.14 X-ray images of a flat-plate single crystal of 1-BA/thiourea on the rotation 

stage at the orientations (a) χ = 0° and (b) χ = 90°.  

 Now that a suitable X-ray dichroic filter with the optical crystal morphology has 

been found, the following work is to explore its application in XBI, which is the first 

practical application of 1-BA/thiourea as a transmission-based X-ray polarization 

analyzer. A single crystal of 2-bromobenzoic acid (BBA) was used as the test sample 

mounted on the goniometer as the normal way. The flat-plate single crystal of 1-

BA/thiourea is used as the analyzer mounted on the rotation stage with χ = 0°. Thus, the 

C–Br bond direction is horizontal in the experimental set-up for “transmitted mode” XBI 

shown in Fig. 6.11 (Page 127). If the test sample exhibits X-ray birefringence, the sample 

will show different intensity at different χ values. Figure 6.16 shows the “transmitted 

mode” XBI images of BBA at χ = 0°, χ = 45° and χ = 90°. It is clear that at χ = 45°, the 

single crystal of BBA is brighter than at χ = 0° and χ = 90°. The same BBA sample was 

also tested in the original “reflected mode” XBI set-up (Fig. 6.17, Page 132); and the 
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images at χ = 45° is obviously brighter than at χ = 180° and χ = 90°, consistent with the 

results in Fig. 6.16. These experimental results demonstrate that the “transmitted mode” 

XBI can be established through this new experimental set-up and the dichroic filter works 

well as a polarization analyzer in this application.  

 

Figure 6.15 Intensity of transmitted X-rays as a function of orientation (χ) for a flat-plate 

single crystal of 1-BA/thiourea. At the vertical position (χ = 90°), the image has the 

highest intensity; and at the horizontal position (χ = 0° and χ = 180°), the image has the 

lowest intensity.  

 

Figure 6.16 “Transmitted mode” XBI images of a 2-bromobenzoic acid single crystal at 

three different orientations: (a) χ = 0°, (b) χ = 45° and (c) χ = 90°. The analyzer crystal 

is a flat-plate single crystal of 1-BA/thiourea. 
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Figure 6.17 “Reflected mode” XBI (the conventional XBI set-up) images of a 2-

bromobenzoic acid single crystal at χ = 45°, χ = 90°, χ = 135° and χ = 180°. 

 

6.4 Conclusions 

 The works in this chapter are the last part of XBI research in my PhD study, in 

which we tried experiments that were innovative and unprecedented. However, due to the 

limited amount of beam time, the results in this chapter are quite preliminary and require 

further study in the future.  

 XBI images of pairs of single crystals with independent orientations are more 

complicated than the studies of single crystals in the previous chapters (from Chapter 3 

to Chapter 5). Even though some information are lacking (e.g., the relative thickness of 

the two crystals and the refractive indices of the material in different directions), an 

approximate mathematical model has been derived, which gives a reasonable 

understanding of the results obtained in this case. Actually, once a more accurate 

mathematical description is developed, one unknown parameter (d, ɛ, ns, nf …) can be 

deduced retrospectively from the other known parameters, which may be a useful 

application of XBI.  

 The work to develop a set-up for “transmitted mode” XBI was inspired by the 

above study of XBI involving two types of crystal in the X-ray beam. Here, the second 

crystal is used as the polarization analyzer crystal and the first crystal is the test sample. 

The successful attempt to make flat-plate crystals by epitaxial growth has made it possible 

to get a suitable analyzer crystal to record XBI images. Compared to the original 

“reflected mode” XBI, the image contrast in “transmitted mode” XBI is lower, but this 
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does not detract from the significance of reporting the first “transmitted mode” XBI study. 

The low contrast can be improved by adjusting the thickness of the analyzer crystal or by 

choosing a material that exhibits stronger X-ray dichroism.  

 In 2.1, it was explained that for conventional “reflected mode” XBI, finding a 

suitable analyzer crystal is crucial. For different elements, it is necessary to find the 

element-matched analyzer crystal (giving a Bragg angle close to 45° for the X-ray energy 

dictated by the element under study), and usually this screening process is not easy 

(including consideration of the practical crystal size and the commercial price), which 

limits the applications of this technique on other elements. However, the crystal analyzer 

of “transmitted mode” XBI does not require strict mathematical matching (Bragg 

equation, crystal inter-planar spacing equation and the Planck’s equation), which may 

expand the opportunities to apply XBI (in “transmitted mode”) to a wider range of 

elements. 
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Chapter 7 

Crystal Structure Determination from Powder X-ray 

Diffraction Data 

 

7.1 Introduction 

 This chapter is focused on structure determination of two types of crystal. One 

type comprises two different urea co-crystals and the other type is a poly-aromatic 

compound. These three crystal structures are all determined directly from the powder 

XRD data by the method introduced in 1.3 and 2.4.  

 Urea molecules can form two distinct types of solid-state assembly when 

crystallized with other molecules: (i) inclusion compounds,77, 92, 96, 98-107 in which the urea 

molecules form a hexagonal “host” tunnel structure, with another type of molecule 

included into the tunnels as “guest” molecules (this kind of urea inclusion compounds has 

been encountered in Chapter 5); (ii) co-crystals,108-121 in which the urea molecules and 

another type of molecule are connected by hydrogen bonding with each other in the 

crystal structure. The first two structures determined in this chapter belong to the second 

type – co-crystals formed between urea and α,ω-dihydroxyalkane.  

 The structural diversity in a homologous co-crystal family of even-chain α,ω-

dihydroxyalkanes [HO(CH2)nOH with n = 4, 6, 8, 10, 12, 14, 16] and urea (in 1:2 molar 

ratio) has been investigated previously.122, 123 All these structures have two characteristic 

features: (i) the urea molecules are aggregated by hydrogen bonds to form double-

stranded ribbons, and these two strands can be parallel (P) or antiparallel (A-P); (ii) the 

angle between the positive direction of the urea strand and the molecular chain of α,ω-

dihydroxyalkanes can be either acute (A) or obtuse (O). Table 7.1 summarizes the 

different structure types in this family categorized according to whether the urea ribbon 

is P or A-P, and whether the angle between the urea ribbon and the α,ω-dihydroxyalkane 

is A or O. We use n/urea to refer to the co-crystal of HO(CH2)nOH-(urea)2. The two new 

polymorphs found in this chapter are A-P/O structures of 6/urea and 8/urea. So far, there 

is no P/O structure found in this family.  
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 Figure 7.1 shows the known crystal structures of 6/urea, 8/urea and 10/urea, which 

are A-P/A, P/A and A-P/O respectively. The structures of 12/urea, 14/urea and 16/urea 

are not shown as they all have the same A-P/O structure type as 10/urea. One NH2 group 

and the oxygen atom of each urea molecules form the edge of the urea ribbon, and the 

positive direction is defined from the nitrogen to oxygen. The adjacent urea molecules 

within the ribbon are connected through N–H···O hydrogen bonds. Between the urea 

ribbons, the α,ω-dihydroxyalkane molecules are aligned parallel to each other with a 

ladder-like arrangement. The α,ω-dihydroxyalkane molecules and the urea molecules are 

connected together through N–H···O hydrogen bonds by bonding the N–H bond in urea 

and oxygen of α,ω-dihydroxyalkane.  

Table 7.1 Polymorphs in a family of α,ω-dihydroxyalkane/urea co-crystals (tick marks, 

the known structures prior to the present work; dash lines, structures that have not yet 

been found) 

 6/urea 8/urea 10/urea 12/urea 14/urea 16/urea 

A-P/A  - - - - - 

P/A -  - - - - 

A-P/O New New     

 

 Mechanochemistry can transfer energy from mechanical force to drive chemical 

or structural transformations.124-131 A remarkable merit of Mechanochemistry is to enable 

chemical reactions to occur under environmentally friendly and essentially solvent-free 

conditions.126 Solid-state molecular syntheses by Mechanochemistry requires only rather 

simple equipment, such as a shaker-type ball mill, in which it has been reported that an 

archetypal metal-organic framework Cu3(BTC)2 can be prepared by grinding 

Cu(OAc)2•H2O and H3BTC for 15 minutes without any solvent.132, 133 Figure 7.2 (Page 

137) shows the mechanochemical milling process: different solid starting materials are 

ground together by a mill ball with the whole jar shaken at a specific frequency.  

 As the new materials prepared by milling are microcrystalline powders, the crystal 

structure cannot be determined by conventional single-crystal XRD, and powder XRD 

must be used instead. In this chapter, another sample that we have studied is a poly-

aromatic compound synthesized by a collaborating organic chemistry research group, 
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which also required structure determination from powder XRD data because the size of 

the crystals is too small for single-crystal XRD. 

 

Figure 7.1 Crystal structures of (a) 6/urea, (b) 8/urea and (c) 10/urea determined 

previously. Blue arrows indicate the positive direction of the urea ribbon strand (from 

nitrogen to oxygen on the same urea molecule). Red bars indicate the molecular chain of 

the α,ω-dihydroxyalkane. Magenta arcs indicate the angle between the positive direction 

of the urea ribbon strand and the molecular chain of the α,ω-dihydroxyalkane.  
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Figure 7.2 Schematic illustration of mechanochemical milling process. Two different 

materials (red triangles and green rectangles) and one metal ball are sealed into a metal 

jar. The materials are milled by shaking the whole jar.  

 This material of interest is from a series of O-doped poly-aromatic hydrocarbons 

(Table 7.2) in which two polycyclic aromatic hydrocarbon subunits are bridged through 

one or two oxygen atoms. These compounds have tunable spectroscopic properties, which 

is achieved by fine tuning both the π extension of the carbon scaffold and the oxygen 

linkages,134 and Fig. 7.3 shows their colours in the solution state under visible light. 

Figure 7.4 – 7.6 show the crystal structures (determined previously from single-crystal 

XRD) of compound 2, compound 6 and compound 7, respectively. It is clear that the 

molecules in these three structures are organized in π···π stacking, with a similar average 

inter-planar spacing of about 3.6 Å in each case. The crystal structure determined from 

powder XRD data in this chapter is compound 9, which is dark blue under visible light. 

Table 7.2 IUPAC names of the nine compounds in a series of O-doped poly-aromatic 

hydrocarbons. 

 IUPAC Name 

Compound 

1 
dinaphtho[2,1-b:1',2'-d]furan 

Compound 

2 
naphtho[2,1-b]phenanthro[9,10-d]furan 

Compound 

3 
xantheno[2,1,9,8-klmna]xanthene 

Compound 

4 
benzo[c]xantheno[2,1,9,8-klmna]xanthene 

Compound 

5 
5,5',8,8',11,11'-hexa-tert-butyl-[3,3'-biperylene]-2,2'-diol 
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Compound 

6 
10,13,16-tri-tert-butylnaphtho[2,1-b]peryleno[3,2-d]furan 

Compound 

7 
2,5,8,14,17,20-hexa-tert-butyldiperyleno[2,3-b:3',2'-d]furan 

Compound 

8 

9,12,15-tri-tert-butylbenzo[1,8]isochromeno[5,4,3-

cde]benzo[5,10]anthra[9,1,2-hij]isochromene 

Compound 

9 

2,5,9,12,15,19-hexa-tert-

butylbenzo[5',10']anthra[9',1',2':7,8,1]isochromeno[5,4,3-

cde]benzo[5,10]anthra[9,1,2-hij]isochromene 

 

 

Figure 7.3 Images of compounds formed on dissolving compounds 1 – 9 in 1,2-

dichlorobenzene. The corresponding molecular structures are also shown. Reprinted with 

permission from Miletić, T.; Fermi, A.; Orfanos, I.; Avramopoulos, A.; De Leo, F.; 

Demitri, N.; Bergamini, G.; Ceroni, P.; Papadopoulos, M. G.; Couris, S., Tailoring 

Colors by O Annulation of Polycyclic Aromatic Hydrocarbons. Chem. Eur. J. 2017, 23, 

2363-2378. Copyright 2017 John Wiley and Sons. 
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Figure 7.4 (a,d) Top views, and (b,c) side views of the crystal structure and π···π stacking 

arrangement of compound 2. Reprinted with permission from Miletić, T.; Fermi, A.; 

Orfanos, I.; Avramopoulos, A.; De Leo, F.; Demitri, N.; Bergamini, G.; Ceroni, P.; 

Papadopoulos, M. G.; Couris, S., Tailoring Colors by O Annulation of Polycyclic 

Aromatic Hydrocarbons. Chem. Eur. J. 2017, 23, 2363-2378. Copyright 2017 John Wiley 

and Sons.  

 

Figure 7.5 (a,d) Top views, and (b,c) side views of the crystal structure and π···π stacking 

arrangement of compound 6. Reprinted with permission from Miletić, T.; Fermi, A.; 

Orfanos, I.; Avramopoulos, A.; De Leo, F.; Demitri, N.; Bergamini, G.; Ceroni, P.; 

Papadopoulos, M. G.; Couris, S., Tailoring Colors by O Annulation of Polycyclic 

Aromatic Hydrocarbons. Chem. Eur. J. 2017, 23, 2363-2378. Copyright 2017 John Wiley 

and Sons. 
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Figure 7.6 (a,d) Top views, and (b,c) side views of the crystal structure and π···π stacking 

arrangement of compound 7. Reprinted with permission from Miletić, T.; Fermi, A.; 

Orfanos, I.; Avramopoulos, A.; De Leo, F.; Demitri, N.; Bergamini, G.; Ceroni, P.; 

Papadopoulos, M. G.; Couris, S., Tailoring Colors by O Annulation of Polycyclic 

Aromatic Hydrocarbons. Chem. Eur. J. 2017, 23, 2363-2378. Copyright 2017 John Wiley 

and Sons. 

 

7.2 Two New Polymorphs of α,ω-Dihydroxyalkane/Urea Co-crystals 

7.2.1 Experiments 

 Powders of urea and an α,ω-dihydroxyalkane (in 2:1 molar ratio) were put into a 

Retsch shaker-type ball mill. The 6/urea sample was milled at 25 Hz for 20 min, and 

8/urea was milled at 25 Hz for 40 min. The samples obtained were characterized 

immediately by powder XRD, and powder XRD data for the same samples were also 

recorded periodically over the following days. Part of the 6/urea powder obtained from 

ball-milling was stored in a refrigerator (ca. 4 °C). 

 The samples of both 6/urea and 8/urea were studied by powder XRD immediately, 

and were left at room temperature. For 6/urea, the same sample was also studied by 

powder XRD after 8 and 20 days later. For 8/urea, the same sample was studied by 

powder XRD after 6, 11 and 18 days later. The part of the 6/urea sample that was stored 

in the refrigerator immediately after milling and was studied by powder XRD after 8 days. 
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This sample was then left at ambient temperature and the powder XRD data were 

recorded again on the following day. 

 All powder XRD data were recorded on a Bruker D8 instrument (Ge-

monochromated CuKα1 radiation) operating in transmission mode. For phase 

identification, a foil sample holder was used, and the data were recorded over the 2θ range 

of 4° – 40°, with typical data collection time ca. 20 – 40 min. To record high-quality data 

for structure determination, the powder sample was packed into two capillaries, which 

were flame sealed and attached to the disc sample holder of the powder XRD instrument. 

The data for 6/urea and 8/urea were both recorded over a 2θ range of 4° – 70° (step size 

0.017°) with a total time of 15 hr 44 min in each case. 

 DFT calculations were carried out on the structures determined from powder XRD 

data using the program CASTEP135 (Academic Release version 7.02). Calculations were 

performed with a basis set cut-off energy of 700 eV, ultrasoft pseudopotentials, PBE 

functional, semiempirical dispersion corrections (TS correction scheme), fixed unit cell, 

preserved space group symmetry and periodic boundary conditions. 

 

7.2.2 Results and Discussions 

 A monophasic sample of a new polymorph of 6/urea was obtained after 

mechanical milling. A sample containing a new polymorph of 8/urea was also obtained, 

although this material also contained a small amount of the known P/A phase and pure 

urea. In the following crystal structure determination, these impurities will be considered. 

 For 6/urea, the powder XRD pattern was indexed using the program TREOR136 

within CRYSFIRE,137 giving the following unit cell with triclinic metric symmetry: 

a = 5.17 Å, b = 7.43 Å, c = 8.57 Å, α = 81.5°, β = 86.4°, γ = 78.2° (V = 318.3 Å3). For 

8/urea, the following unit cell† was found to give a good fit to the peak positions for the 

new polymorph: a = 5.18 Å, b = 7.40 Å, c = 10.39 Å, α = 70.8°, β = 80.5°, γ = 78.7° 

(V = 366.6 Å3). Profile fitting using the Le Bail method138 in the GSAS program139 gave 

a good quality of fit for both 6/urea (Rwp = 3.16%, Rp = 2.33%; Fig. 7.7.a, Page 144) and 

                                                 
†  For 8/urea, the presence of additional crystalline phases in the sample rendered indexing from the 

measured peak positions unreliable. Instead, an initial trial unit cell was determined from the average of the 

unit cell parameters of the known (A-P/O) form of 10/urea and the new (A-P/O) polymorph of 6/urea. This 

unit cell was found to be an acceptable starting point for the Le Bail fitting procedure.  
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8/urea (Rwp = 2.67%, Rp = 2.02%; Fig. 7.7.b, Page 144). The refined unit cells and profile 

parameters obtained in the Le Bail fitting procedure were used in the subsequent structure 

solution calculations. 

 Structure solution was carried out using the direct-space genetic algorithm (GA) 

technique30, 31, 140-148 incorporated in the program EAGER.140, 146, 149-153 Given the volume 

of the unit cells and consideration of density, the unit cell contents for both 6/urea and 

8/urea were assigned as one molecule of 6 or 8 and two molecules of urea. In each case, 

structure solution was carried out using space group P1̄  (with the intention to consider 

space group P1 if satisfactory structures were not obtained for P1̄ ).For space group P1̄ , 

the contents of the asymmetric unit correspond to one half molecule of 6 or 8 and one 

molecule of urea. 

 In the GA structure solution calculation for 6/urea, the half-molecule of 1,6-

dihydroxyhexane in the asymmetric unit was defined by a total of 7 structural variables‡ 

(3 positional variables, 3 orientational variables and 1 torsional variable). For 8/urea, the 

half-molecule of 1,8-dihydroxyoctane was defined by 8 structural variables (3 positional 

variables, 3 orientational variables and 2 torsional variables). In each case, the urea 

molecule was defined by 6 structural variables (3 positional variables and 3 orientational 

variables). Each GA structure solution calculation involved the evolution of 100 

generations for a population of 100 structures, with 10 mating operations and 50 mutation 

operations carried out per generation. In total, 16 independent GA calculations were 

carried out for 6/urea and for 8/urea. 

 The best structure solution (i.e., the trial structure with lowest Rwp obtained in the 

GA calculations) was used as the initial structural model for Rietveld refinement,154, 155 

which was carried out using the GSAS program. Standard restraints were applied to bond 

lengths and bond angles.§ For 8/urea, the known structure of the P/A form of 8/urea was 

                                                 
‡  In this work, the half-molecule of 6 or 8 was allowed to translate freely in the unit cell, with the 

requirement that, in the best structure solution, the position of the HO(CH2)3 or HO(CH2)4 half-molecule 

should be located at an appropriate position and orientation relative to a crystallographic inversion centre 

such that the complete molecule of 6 or 8 is generated with sensible geometry. Clearly, any mirror 

discrepancies in the geometry of the complete molecule generated in this way may be readily corrected 

with the subsequent Rietveld refinement process. 
§ Standard bond-length and bond-angle restraints were obtained from the mean values for similar structures 

deposited in the Cambridge Structural Database, as determined using the program Mogul (version 1.7) for 

bonds between non-hydrogen atoms. Bond-length restraints for bonds involving hydrogen atoms were 

taken from Allen, F. H.; Kennard, O.; Watson, D. G.; Brammer, L.; Orpen, A. G.; Taylor, R. J. Chem. Soc. 

Perkin Trans. 2 1987, S1-S19. 
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included as a second phase in the Rietveld refinement to account for the presence of a 

small amount of this phase in the powder sample. In the final Rietveld refinements, a 

good quality of fit was obtained for the powder XRD patterns of both 6/urea 

(Rwp = 3.59%, Rp = 2.57%; Fig. 7.8.a, Page 145) and 8/urea (Rwp = 3.33%, Rp = 2.40%; 

Fig. 7.8.b, Page 145), with the following refined parameters: 6/urea, a = 5.1601(5) Å, 

b = 7.4276(5) Å, c = 8.5686(7) Å, α = 81.465(4)°, β = 86.299(6)°, γ = 78.209(5)°; 

V = 317.72(6) Å3 (2θ range, 4° – 70°; 3868 profile points; 79 refined variables); 8/urea, 

a = 5.1707(5) Å, b = 7.3963(5) Å, c = 10.3805(10) Å, α = 70.786(4)°, β = 80.442(7)°, 

γ = 78.634(6)°; V = 365.32(6) Å3 (2θ range, 4° – 70°; 3868 profile points; 93 refined 

variables). 

 The crystal structures after Rietveld refinement are shown in Fig. 7.9 (Page 146) 

(6/urea) and Fig. 7.10 (Page 147) (8/urea). Both new phases have the typical sheet-like 

molecular layers and in each sheet the urea and α,ω-dihydroxyalkane molecules form the 

new A-P/O crystal structures. Thus, it has proved that the new solid-state co-crystal phase 

can be prepared by mechanochemical milling. 

 Figure 7.11 (Page 148) shows the powder XRD patterns of the previous known 

phases (A-P/A for 6/urea and P/A for 8/urea) and the new A-P/O phases. DFT calculations 

were carried out to assess the energy of each phase. The calculation results show that the 

A-P/O phases of both 6/urea and 8/urea have a higher energy than the previously known 

phases of 6/urea (A-P/A) and 8/urea (P/A), respectively. We therefore conclude that the 

new A-P/A phases obtained from mechanical milling are meta-stable and have the 

potential to transform into the more stable known phases.  
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Figure 7.7 Le Bail fitting of the powder XRD data for the new polymorphs of (a) 6/urea 

and (b) 8/urea (red crosses, experimental data; green line, calculated data; black line, 

background; tick marks, peak positions; magenta line, difference plot). In (b), black tick 

marks represent peak positions for the new A-P/O polymorph and cyan tick marks 

represent those for the known P/A polymorph (which was included as a second phase in 

the fitting). 
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Figure 7.8 Final Rietveld refinements for the new polymorphs of (a) 6/urea and (b) 8/urea 

(red crosses, experimental data; green line, calculated data; black line, background; tick 

marks, peak positions; magenta line, difference plot). In (b), black tick marks represent 

peak positions for the new A-P/O polymorph and cyan tick marks represent those for the 

known P/A polymorph (which was included as a second phase in the refinement). 
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Figure 7.9 (a) One sheet in the crystal structure of the new A-P/O polymorph of 6/urea 

prepared by mechanochemical milling (blue arrows, direction of each strand within the 

urea ribbon; red bars, axis of the 1,6-dihydroxyhexane molecule; magenta arc, angle 

between the positive direction of the urea ribbon and the axis of the 1,6-dihydroxyhexane 

molecule). (b) Stacking of sheets in the new polymorph of 6/urea (green dashed lines 

indicate hydrogen bonds). 
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Figure 7.10 (a) One sheet in the crystal structure of the new A-P/O polymorph of 8/urea 

prepared by mechanochemical milling (blue arrows, direction of each strand within the 

urea ribbon; red bars, axis of the 1,8-dihydroxyoctane molecule; magenta arc, angle 

between the positive direction of the urea ribbon and the axis of the 1,8-dihydroxyoctane 

molecule). (b) Stacking of sheets in the new polymorph of 8/urea (green dashed lines 

indicate hydrogen bonds). 
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Figure 7.11 Powder XRD patterns of the polymorphs of (a) 6/urea and (b) 8/urea. Red 

lines, the known phases (obtained by crystallization from solution); back lines, the new 

phases by mechanical grinding.  

 Some preliminary studies demonstrate the occurrence of phase transition 

phenomena from the new A-P/O phases to the known phases. The powder samples 

obtained by grinding were checked periodically over time by powder XRD to assess 

whether the meta-stable phases transform into the more stable phases. For 6/urea, after 8 

days the new meta-stable A-P/O phase transforms to the known A-P/A phase and remains 

as this more stable phase for the remainder of our investigation (Fig. 7.12.a). For 8/urea, 

the new A-P/O phase shows greater kinetic stability, with no evidence for a phase 

transition after 18 days (Fig. 7.12.b). For this different behaviour between 6/urea and 

8/urea, one possible explanation is that the transformation from A-P/O to A-P/A (6/urea 

case) is kinetically more facile than from A-P/O to P/A (8/urea case). The change of the 

angle between the α,ω-dihydroxyalkanes and the urea ribbon can be achieved by 

molecular gliding, which is easier than flipping one urea strand within the urea ribbon (to 
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convert from A-P to P). For 6/urea, only the angle needs to change from O to A, while 

the urea ribbon remains as A-P. For 8/urea, the urea ribbon must change from A-P to P. 

Another experiment shows that low temperature can inhibit the phase transition (Fig. 

7.13). The A-P/O phase of 6/urea placed in refrigerator still keeps the new meta-stable 

phase, but it changes into the known A-P/A phase within just one day under ambient 

conditions.  

 

Figure 7.12 Powder XRD data of the new A-P/O polymorphs tracked immediately after 

grinding and several days later: (a) 6/urea, was not stable and the characteristic peak at 

20.75° disappeared after 8 days; and (b) 8/urea, exhibits greater kinetic stability without 

change within 18 days.   
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Figure 7.13 Powder XRD pattern of the new A-P/O polymorph of 6/urea recorded 

immediately on removal from the refrigerator (already stored for 8 days) (blue) and 

recorded again the next day after storing under ambient conditions (orange). The peak 

at 2θ = 20.75°, characteristic of the A-P/O polymorph, is clearly absent after being at 

ambient temperature for one day following removal from the refrigerator.  

 

7.3 A Poly-aromatic Compound 

 A polycrystalline sample called 2,5,9,12,15,19-hexa-tert-

butylbenzo[5',10']anthra[9',1',2':7,8,1]isochromeno[5,4,3-cde]benzo[5,10]anthra[9,1,2-

hij]isochromene (compound 9) (Table 7.2, Page 137, and Fig. 7.14) was prepared by 

sublimation. Due to the challenge of crystallizing suitable crystals for single-crystal XRD, 

structure determination from powder XRD was essential for determination of the crystal 

structure. 

 Powder XRD data were recorded on a Bruker D8 instrument (Ge-monochromated 

CuKα1 radiation) operating in transmission mode. In order to record high-quality data for 

structure determination, the powder sample was packed into two capillaries (to minimize 

the effects of preferred orientation). The powder XRD data were recorded over the 2θ 

range 4° – 70° (step size 0.017°) with a total data collection time of 64 hours 4 minutes.  

 The two-dimensional powder XRD pattern of one capillary containing the sample 

powder was recorded using a two-dimensional detector on a single-crystal X-ray 
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diffractometer (Fig. 7.15). The overall intensity statistic of the data recorded on this 

instrument is very high compared with the powder XRD data, but the resolution is 

significantly poorer (Fig. 7.16). The good agreement of the two powder XRD patterns 

identifies that the sample does not contain obvious preferred orientation. 

 The powder XRD pattern of compound 9 was indexed using the program 

DICVOL156 within the CRYSFIRE137 suite of indexing programs, giving the following 

unit cell with monoclinic metric symmetry: a = 13.505 Å, b = 5.976 Å, c = 29.774 Å, β 

= 94.67° (V = 2394.8 Å3). In the indexing process, two peaks were removed as they were 

identified as originating from impurity crystalline phases. The impurity peaks are 

recognized through incompatible peaks by recrystallization from different solvents.  

 

Figure 7.14 Molecular structure of compound 9 (chemical formula is C64O2H66). 

 

Figure 7.15 The two-dimensional powder XRD pattern of compound 9 packed in a 

capillary. 
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Figure 7.16 The agreement of the powder XRD data recorded on the single-crystal XRD 

instrument (red) and the powder XRD instrument (black). Impurity phases are included.  

 Given the volume of this unit cell and consideration of density, the number of 

formula units in the unit cell was assigned as Z = 2. As the compound 9 molecule has an 

inversion centre, Z = 2 can be divided into three types: 2 × 1, 1 × 2, and ½ × 4 

corresponding to 2, 1 or ½ molecules in the asymmetric unit, respectively, and space 

group multiplicity of 1, 2 or 4, respectively. Solid state 13C NMR using the non-quaternary 

suppression (NQS) technique was used to identify the multiplicity. Figure 7.17 shows the 

solid-state 13C NMR spectra in the aromatic region and 6 peaks are suppressed in NQS 

compared with the non-NQS spectrum. As the whole compound 9 molecule has 12 non-

quaternary carbons on the aromatic rings (Fig. 7.18), the number of molecules of 

compound 9 in the asymmetric unit is Z' = ½ and the multiplicity should be 4. From 

systematic absences, the space group was assigned as P21/c. Profile fitting using the Le 

Bail method138 gave a good quality of fit (Rwp = 2.03%, Rp = 1.51%; Fig. 7.19). The 

refined unit cell and profile parameters obtained from the Le Bail fitting procedure were 

then used in the subsequent structure-solution calculations. 

 Structure solution was carried out using the direct-space genetic algorithm (GA) 

technique30, 31, 142, 143 incorporated in the program EAGER.140, 146, 149-153 As Z' = ½ (see 

above), the centrosymmetric compound 9 molecule was fixed at a crystallographic 

inversion centre, and thus the asymmetric unit corresponds to half the compound 9 
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molecule. In the GA structure solution calculation, trial crystal structures were defined 

by a total of six structural variables – three orientational variables and three torsion angle 

variables (specified in Fig. 7.20). Each GA structure solution calculation involved the 

evolution of 100 generations for a population of 100 structures, with 10 mating operations 

and 50 mutation operations carried out per generation. In total, 16 independent GA 

calculations were carried out, with the same good-quality structure solution obtained in 9 

cases. 

 

Figure 7.17 Solid-state 13C NMR spectra of compound 9 in the aromatic region: NQS 

(red) and non-NQS (black). Green arrows indicate the difference between the two spectra, 

identifying the signals due to 13C nuclei that are directly bonded to 1H nuclei (and non-

mobile).   

 

Figure 7.18 Non-quaternary carbons (12 green dots) on the aromatic rings of the 

compound 9 molecule.  
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Figure 7.19 Le Bail fitting of the powder XRD data for compound 9 (red crosses, 

experimental data; green line, calculated data; black tick marks, peak positions; magenta 

line, difference plot). The inset shows an expanded region of the powder XRD data in the 

range 2θ = 7.5° – 30°. The excluded regions (6.753° – 7.112° and 21.391° – 22.058°) 

correspond to the positions of two peaks from impurity phases. 

 

Figure 7.20 The compound 9 molecule, indicating the three variable torsion angles in 

the half-molecule (red dot, inversion centre; red arrows, torsion angles; red dashed line, 

C2 rotation axis perpendicular to the molecular plane). 
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 The best structure solution (the trial structure with lowest Rwp obtained in the GA 

calculations) was used as the initial structural model for a geometry optimization 

calculation using periodic Density Functional Theory (DFT) carried out using the 

CASTEP program.135 The crystal structure obtained following DFT optimization was 

used as the initial structural model for Rietveld refinement,154, 155 which was carried out 

using the GSAS program.139 Standard restraints were applied to bond lengths (97 

restraints) and bond angles (101 restraints), and planar restraints were applied to the 

aromatic system (5 restraints). The values of these geometric restraints were obtained 

from the DFT calculation. The final Rietveld refinement gave a good fit to the powder 

XRD data (Rwp = 2.13%, Rp = 1.56%; Fig. 7.21), with the following refined parameters: 

a = 13.4779(16) Å, b = 5.9653(4) Å, c = 29.7019(27) Å, β = 94.631(12)°; V = 2380.23(50) 

Å3 (2θ range, 4° – 70°; 3868 profile points; 218 refined variables). 

 

Figure 7.21 Final Rietveld refinement of the powder XRD data for compound 9 (red 

crosses, experimental data; green line, calculated data; black tick marks, peak positions; 

magenta line, difference plot). The inset shows an expanded region of the powder XRD 

data in the range 2θ = 7.5° – 30°. The excluded regions (6.753° – 7.112° and 21.391° – 

22.058°) correspond to the positions of two peaks from impurity phases. 

 A further periodic DFT geometry optimization calculation was carried out on the 

structure obtained in the final Rietveld refinement. The geometry optimization led to only 

very minor structural changes, confirming that the final refined structure is structurally 

reasonable and energetically stable. The final crystal structure of compound 9 is shown 
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in Fig. 7.22 and Fig. 7.23 (see also Appendix VI). In this structure, the molecules 

aggregate through π···π stacking in a zigzag fashion along the [010] direction. The inter-

planar distance of the molecules in the crystal structure of compound 9 molecules is also 

about 3.6 Å, which is consistent with the corresponding distance observed for compound 

2, compound 6 and compound 7 in the series of O-doped poly-aromatic hydrocarbons. 

The crystal structures of these four compounds are summarized in Table 7.3. 

 

Figure 7.22 (a,d) Top views, and (b,c) side views of the crystal structure and π···π 

stacking arrangement in the crystal structure of compound 9, determined in this thesis 

from powder XRD data. 

Table 7.3 Crystal structure data for compound 2, 6, 7 and 9 in the series of O-doped poly-

aromatic hydrocarbons in Table 7.2.  

 Compound 2 Compound 6 Compound 7 Compound 9 

Crystal System orthorhombic monoclinic monoclinic monoclinic 

Space Group P212121 P21/c P2/c P21/c 

Cell 

Parameters 

a / Å 5.633(1) 11.049(5) 10.730(2) 13.4779(16) 

b / Å 14.558(3) 11.024(1) 12.406(3) 5.9653(4) 

c / Å 18.397(4) 25.124(4) 22.974(5) 29.7019(27) 

β / °  - 93.41(5) 102.10(3) 94.631(12) 

Cell Volume / Å3 1508.65(53) 3054.79(150) 2990.27(117)  2380.23(50) 
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Figure 7.23 Crystal structure of compound 9: (a) viewed along the a-axis; (b) viewed 

along the b-axis. 
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7.4 Conclusions 

 The three samples in this chapter have proven again that the direct-space Genetic 

Algorithm (GA) technique is an effective technique in solving crystal structures of 

organic materials from powder XRD data. For an isotropic good quality powder sample, 

structure determination can be now carried out routinely by following the flow chart in 

Fig. 1.24. 

 The new polymorphs found for 6/urea and 8/urea have demonstrated that 

mechanochemical milling can produce crystalline phases that are quite different from 

those obtained by traditional crystal growth methods. Thus, in the family of co-crystal of 

even chain α,ω-dihydroxyalkanes and urea, the A-P/O phases of all materials from 6/urea 

to 16/urea are now discovered (see Table 7.1). The phase transition experiments show 

that the new polymorphs of 6/urea and 8/urea are meta-stable, transforming to the more 

stable A-P/A and P/A polymorphs respectively, particularly at higher temperature.  

 The crystal structure of compound 9 in the series of O-doped poly-aromatic 

hydrocarbons show a similar π···π stacking structures and ca. 3.6 Å inter-planar spacing.  
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Chapter 8 

Conclusions and Future Work 

 

8.1 Conclusions 

 X-ray Birefringence Imaging (XBI) is a new technique (first reported in 2014) to 

investigate molecular orientational distributions in materials. The aim of this thesis was 

to advance the fundamentals and applications of this technique. Here, beyond model 

single crystals, new types of materials have been tested: liquid crystals (Chapter 3), 

bending crystals (Chapter 4), composite organic materials (Chapter 5) and situations with 

two crystals in the X-ray beam (Chapter 6). Correspondingly, customized accessories 

have been designed and constructed to suit different experimental requirements: a sample 

cell for liquid crystals (Fig. 3.3, Page 43), temperature control system (Fig. 4.14, Page 

78), ex-situ and in-situ bending devices (Fig. 4.24, Page 87, and Fig. 4.31, Page 94), 

molecular transportation devices (Fig. 5.6, Page 108, and Fig. 5.7, Page 109) and a 

rotation stage for the studies of multiple crystals (Fig. 6.1, Page 116). As the XBI 

apparatus is assembled in a synchrotron beamline hutch (Fig. 8.1), there is enough space 

to fulfil many kinds of experiments.  

 Based on the experiments in this thesis, XBI has been demonstrated to have 

general applications in the following three aspects. (I) Investigation of phase transitions: 

phase transitions are usually accompanied by rearrangements of molecules, and XBI can 

detect such transitions by analysing the changes in orientations of the molecules (see 3.2 

and 4.2). (II) Investigation of in-situ processes: molecular change can be monitored by 

recording XBI images during the process (see 3.2, 4.2, 4.5, 5.3 and 5.4). (III) Investigation 

of spatial distributions of molecules in complex materials: due to the element specific 

nature of XBI, the distributions of different molecular components in a composite sample 

can be characterized by XBI images (see 4.4, 5.2 and 5.3).  

 XBI also shows special applications for different types of samples. For liquid 

crystals, XBI can identify the order parameters and changes in order parameters under 

different conditions (e.g., temperature) (see 3.3). For single crystals, XBI can be used to 
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enable the face-indexing of small crystal faces (see 4.3). For bending crystals, XBI can 

detect even slight deformations (see 4.5). 

 Some preliminary studies of involving two independently oriented crystals in the 

XBI experiment further expand the applications of XBI to more complicated cases and a 

preliminary model is also provided to explain this phenomenon (see 6.2). Furthermore, 

an experimental set-up for “transmitted mode” XBI has been demonstrated by using a 

flat-plate single crystal as a transmission-based X-ray polarization analyzer (see 6.3).  

 

Figure 8.1 The synchrotron experimental hutch of beamline B16 in Diamond Light 

Source (Didcot, Oxfordshire), where all the XBI experiments reported in this thesis were 

carried out. The green equipment in the middle of the hutch is the Huber diffractometer.  

 During the intervals between synchrotron beam time for XBI and analysis of XBI 

results, some work involving crystal structure determination from powder XRD data has 

also been carried out in my PhD study. Three crystal structures were determined from 

powder XRD data (see 7.2 and 7.3).  

 

8.2 Future Work 

 In this thesis, all the XBI experiments reported were based on the Br K-edge. In 

order to apply this technique to a wider range of different materials, it is necessary to find 

other matched single crystals as the analyzer for XBI studies of different elements. A 
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recent experiment has shown the adaptability of XBI in studies of copper (II) 

acetylacetonate at an X-ray energy of 8979.005 eV (Cu K-edge) using a Si (2 2 0) crystal 

as a diffraction-based polarization analyzer.  

 The synchrotron hutch provides enough space to add experimental accessories to 

further expand the scope of XBI experiments. The sample cell developed to study liquid 

crystals (see Fig. 3.3, Page 43) has shown the successful application to liquid-state 

samples. In future experiments, it is worth designing sample holders or containers for gas 

samples. As there have been some reports of molecular orientation in the gas phase,157-161 

XBI could be another effective analysis tool to study this phenomenon. Thus, solid, liquid 

and gas, or any state with anisotropic molecular orientations could all be investigated in 

XBI. For the already used sample cell for liquids, further experiments can be carried out 

by changing the concentration of the liquid or the thickness of the cell to study the 

influential factors on the final intensity.  

 As an imaging technique, investigation of spatial distributions in complex 

materials is a significant application of XBI. In Chapter 4, XBI has shown advantages in 

the study of bending crystals. As hexabromobenzene is reported as non-bending at 

ambient temperature while the isostructural hexachlorobenzene is a prototypical example 

of a bending crystal,63 composite crystals formed by these two chemicals with different 

ratios may be expected to show a critical point at which bending occurs, and the spatial 

distribution of the two types of molecule would be revealed in XBI images. In Chapter 5, 

the composite materials studies were made of one brominated component and another 

non-brominated component. In the future, it would be interesting to find other composite 

samples both containing brominated organic molecules but having different C–Br bond 

orientations.  

 Because of the limited beam time available for synchrotron experiments, some 

experiments reported in this thesis are still at a preliminary stage and also need further 

investigation. It would be interesting to study further the unknown “black-band” 

phenomenon in 3.2 and the “tilted boundary” phenomenon in 5.3. In 6.2, more 

information is required to build an accurate mathematical model for the general case of 

two independent crystals in the X-ray beam. In 6.3, the image contrast of “transmitted 

mode” XBI can be improved by some adjustment of the set-up and investigation of other 

transmission-based polarization analyzers. 
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 X-ray Birefringence Imaging (XBI) is a new technique which is analogous to 

Polarizing Optical Microscopy (POM). However, its element selective nature makes XBI 

more accurate and effective in analysing selective element environments. POM has been 

used in many different areas of science since its invention in the 19th century.58, 60, 91, 162 

With further development and research, this new 21st Century technique – XBI – is fully 

expected to be demonstrated as a powerful technique in more versatile applications in the 

future.    
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Appendices 

 

Appendix I: Crystal Structure of 1,4-Dibromo-2,3,5,6-

tetramethylbenzene at 296 K 

 This crystal structure is determined by conventional single-crystal XRD method 

at 296 K. It has a monoclinic space group as P21/c, with the following cell parameters: a 

= 8.3575(7) Å, b = 4.0087(4) Å, c = 15.4040(16) Å, β = 91.367(9)°, V = 515.93(9) Å3. 

The atomic fractional coordinates and the corresponding occupancies are shown in the 

following table: 

Atom Occupancy x / a y / b z / c 

C(1) 1 0.8561(3) 0.3875(8) 0.03276(19) 

C(2) 1 0.9753(3) 0.5074(7) 0.08867(19) 

C(3) 1 1.1198(3) 0.6213(8) 0.05596(19) 

C(4) 0.672 0.6975(15) 0.265(6) 0.0687(14) 

H(4)A 0.672 0.71290 0.05050 0.09530 

H(4)B 0.672 0.61940 0.24700 0.02220 

H(4)C 0.672 0.66060 0.42060 0.11120 

C(5) 0.636 0.960(2) 0.545(6) 0.1868(6) 

H(5)A 0.636 0.86030 0.45030 0.20430 

H(5)B 0.636 0.96320 0.77710 0.20200 

H(5)C 0.636 1.04700 0.43070 0.21580 

C(6) 0.692 1.249(2) 0.752(5) 0.1177(12) 

H(6)A 0.692 1.20070 0.85970 0.16610 

H(6)B 0.692 1.31470 0.90990 0.08780 

H(6)C 0.692 1.31450 0.57000 0.13810 

Br(4) 0.328 0.6610(4) 0.2382(13) 0.0769(3) 
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Br(5) 0.364 0.9412(4) 0.5205(9) 0.20819(18) 

Br(6) 0.308 1.2795(5) 0.7711(12) 0.1330(3) 

 

 

Appendix II: Crystal Structure of 1,4-Dibromo-2,3,5,6-

tetramethylbenzene at 150 K 

 This crystal structure is determined by conventional single-crystal XRD method 

at 150 K. It has a monoclinic space group as P21/c, with the following cell parameters: a 

= 16.5563(6) Å, b = 11.8267(3) Å, c = 17.1846(6) Å, β = 117.237(4)°, V = 2991.76(19) 

Å3. The atomic fractional coordinates and the corresponding occupancies are shown in 

the following table: 

Atom Occupancy x / a y / b z / c 

C(1) 1 0.1939(2) 0.1712(3) -0.0825(2) 

C(2) 1 0.1592(2) 0.1272(3) -0.0291(2) 

C(3) 1 0.2165(2) 0.1206(3) 0.0610(2) 

C(4) 1 0.3055(2) 0.1603(3) 0.0917(2) 

C(5) 1 0.3404(2) 0.2029(3) 0.0381(2) 

C(6) 1 0.2831(2) 0.2094(3) -0.0522(2) 

C(7) 0.938 0.0610(5) 0.0882(12) -0.0688(8) 

H(7)A 0.938 0.02430 0.12850 -0.12160 

H(7)B 0.938 0.03760 0.10430 -0.02480 

H(7)C 0.938 0.05770 0.00670 -0.07810 

C(8) 1 0.1820(3) 0.0736(3) 0.1237(3) 

H(8)A 1 0.22670 0.02030 0.16450 

H(8)B 1 0.12410 0.03450 0.09000 

H(8)C 1 0.17320 0.13600 0.15660 
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C(9) 0.934 0.4393(5) 0.2410(11) 0.0754(9) 

H(9)A 0934 0.44470 0.31910 0.09620 

H(9)B 0.934 0.45900 0.23660 0.02970 

H(9)C 0.934 0.47760 0.19170 0.12430 

C(10) 1 0.3172(3) 0.2558(3) -0.1157(3) 

H(10)A 1 0.32020 0.19410 -0.15230 

H(10)B 1 0.37780 0.28870 -0.08220 

H(10)C 1 0.27520 0.31400 -0.15300 

Br(7) 0.062 0.0382(8) 0.0773(19) -0.0786(14) 

Br(9) 0.066 0.4602(8) 0.2571(18) 0.0804(14) 

C(11) 1 0.2195(2) 0.4601(3) 0.0541(2) 

C(12) 1 0.3097(2) 0.4969(3) 0.0892(2) 

C(13) 1 0.3399(2) 0.5393(3) 0.0307(2) 

C(14) 1 0.2787(2) 0.5420(3) -0.0578(2) 

C(15) 1 0.1887(2) 0.5057(3) -0.0928(2) 

C(16) 1 0.1588(2) 0.4618(3) -0.0340(2) 

C(17) 0.978 0.3742(5) 0.4898(6) 0.1871(3) 

H(17)A 0.978 0.35420 0.54250 0.21880 

H(17)B 0.978 0.43580 0.50970 0.19750 

H(17)C 0.978 0.37400 0.41260 0.20770 

C(18) 0.966 0.4388(4) 0.5782(7) 0.0654(6) 

H(18)A 0.966 0.45370 0.58500 0.01660 

H(18)B 0.966 0.47920 0.52260 0.10760 

H(18)C 0.966 0.44660 0.65170 0.09430 

C(19) 0.982 0.1235(4) 0.5130(5) -0.1907(3) 

H(19)A 0.982 0.14460 0.57170 -0.21750 
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H(19)B 0.982 0.06250 0.53210 -0.19900 

H(19)C 0.982 0.12180 0.44000 -0.21840 

C(20) 0.965 0.0611(4) 0.4198(7) -0.0679(5) 

H(20)A 0.965 0.05110 0.39550 -0.01850 

H(20)B 0.965 0.05070 0.35590 -0.10770 

H(20)C 0.965 0.01890 0.48110 -0.09930 

Br(17) 0.022 0.382(2) 0.486(3) 0.2116(7) 

Br(18) 0.034 0.4588(11) 0.594(3) 0.070(2) 

Br(19) 0.018 0.119(2) 0.506(4) -0.2165(7) 

Br(20) 0.035 0.0355(8) 0.418(2) -0.0852(16) 

C(21) 1 0.1633(2) 0.7964(3) -0.0305(2) 

C(22) 1 0.2192(2) 0.7893(3) 0.0594(2) 

C(23) 1 0.3092(2) 0.8260(3) 0.0918(2) 

C(24) 1 0.3374(2) 0.8694(3) 0.0325(2) 

C(25) 1 0.2817(2) 0.8771(3) -0.0570(2) 

C(26) 1 0.1915(2) 0.8389(3) -0.0898(2) 

C(27) 0.959 0.1838(4) 0.7451(6) 0.1219(4) 

H(27)A 0.959 0.18240 0.80700 0.15920 

H(27)B 0.959 0.22390 0.68500 0.15860 

H(27)C 0.959 0.12230 0.71490 0.08790 

C(28) 0.943 0.3739(7) 0.8165(11) 0.1893(4) 

H(28)A 0.943 0.43200 0.78520 0.19740 

H(28)B 0.943 0.34730 0.76650 0.21700 

H(28)C 0.943 0.38380 0.89160 0.21620 

C(29) 0.96 0.3145(6) 0.9252(8) -0.1206(6) 

H(29)A 0.96 0.37180 0.96590 -0.08760 
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H(29)B 0.96 0.26870 0.97720 -0.16150 

H(29)C 0.96 0.32400 0.86310 -0.15340 

C(30) 0.942 0.1266(7) 0.8462(11) -0.1876(4) 

H(30)A 0.942 0.06690 0.81720 -0.19860 

H(30)B 0.942 015050 0.80080 -0.22020 

H(30)C 0.942 0.12090 0.92510 -0.20660 

Br(27) 0.041 0.1761(12) 0.7314(16) 0.1345(10) 

Br(28) 0.057 0.3914(13) 0.822(2) 0.2103(7) 

Br(29) 0.04 0.3279(17) 0.929(2) -0.1329(15) 

Br(30) 0.058 0.1196(13) 0.845(2) -0.2126(6) 

Br(1) 0.935 0.11442(3) 0.18269(6) -0.20526(3) 

Br(2) 0.936 0.38242(3) 0.15432(6) 0.21518(3) 

Br(3) 0.945 0.17882(3) 0.40612(5) 0.13544(3) 

Br(4) 0.946 0.32106(3) 0.59642(5) -0.13748(3) 

Br(5) 0.901 0.04066(3) 0.74532(5) -0.07413(3) 

Br(6) 0.903 0.46035(3) 0.91965(6) 0.07802(3) 

C(1)A 0.065 0.130(2) 0.181(10) -0.1821(12) 

H(1)A(1) 0.065 0.12150 0.10620 -0.20930 

H(1)A(2) 0.065 0.15610 0.23270 -0.20880 

H(1)A(3) 0.065 0.07050 0.21010 -0.19130 

C(2)A 0.064 0.369(3) 0.155(10) 0.1916(10) 

H(2)A(1) 0.064 0.43170 0.14400 0.20230 

H(2)A(2) 0.064 0.35060 0.09090 0.21670 

H(2)A(3) 0.064 0.36380 0.22510 0.21910 

C(3)A 0.055 0.187(3) 0.411(10) 0.1188(13) 

H(3)A(1) 0.055 0.19130 0.46950 0.16100 
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H(3)A(2) 0.055 0.22520 0.34660 0.15010 

H(3)A(3) 0.055 0.12370 0.38610 0.08620 

C(4)A 0.054 0.313(3) 0.585(11) -0.1227(12) 

H(4)A(1) 0.054 0.37580 0.61220 -0.08980 

H(4)A(2) 0.054 0.27430 0.64670 -0.15800 

H(4)A(3) 0.054 0.31160 0.52280 -0.16120 

C(5)A 0.099 0.0635(15) 0.756(6) -0.0666(11) 

H(5)A(1) 0.099 0.04780 0.74900 -0.01830 

H(5)A(2) 0.099 0.05670 0.68230 -0.09510 

H(5)A(3) 0.099 0.02310 0.81100 -0.10930 

C(6)A 0.097 0.4358(17) 0.915(6) 0.0699(11) 

H(6)A(1) 0.097 0.45710 0.90910 0.02540 

H(6)A(2) 0.097 0.47570 0.87150 0.12160 

H(6)A(3) 0.097 0.43690 0.99500 0.08630 

 

 

Appendix III: Crystal Structure of 9,10-Dibromoanthracene 

 This crystal structure is downloaded from the Cambridge Structural Database 

(CSD) with the code as DBANTH01. It was determined by J Trotter in 1958.70 It has a 

triclinic space group as P1̄ , with the following cell parameters: a = 4.06(1) Å, b = 8.88(2) 

Å, c = 16.15(4) Å, α = 98.83(17)°, β = 97.08(17)°, γ = 100.35(17)°, V = 559.14(239) Å3. 

The atomic fractional coordinates and the corresponding occupancies are shown in the 

following table: 

Atom Occupancy x / a y / b z / c 

Br(1) 1 -0.06710 0.35170 0.17220 

C(1) 1 -0.63050 0.12430 -0.08960 

C(2) 1 -0.45080 0.22350 -0.00890 
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C(3) 1 -0.22420 0.35860 -0.00070 

C(4) 1 -0.02700 0.44200 0.07300 

C(5) 1 0.17910 0.58050 0.07860 

C(6) 1 0.38630 0.65700 0.16140 

C(7) 1 -0.60500 0.20490 -0.16210 

Br(2) 1 0.02680 0.67000 0.38110 

C(8) 1 0.38500 1.13650 0.31300 

C(9) 1 0.25670 1.00090 0.34570 

C(10) 1 0.12830 1.00050 0.42270 

C(11) 1 0.01550 0.86760 0.45110 

C(12) 1 -0.12830 0.84680 0.52570 

C(13) 1 -0.25670 0.70780 0.55520 

C(14) 1 0.38500 1.27960 0.37110 

C(5)A 1 -0.17910 0.41950 -0.07860 

C(3)A 1 0.22420 0.64140 0.00070 

C(7)A 1 0.60500 0.79510 0.16210 

C(6)A 1 -0.38630 0.34300 -0.16140 

C(4)A 1 0.02700 0.55800 -0.07300 

C(2)A 1 0.45080 0.77650 0.00890 

C(1)A 1 0.63050 0.87570 0.08960 

Br(1)A 1 0.06710 0.64830 -0.17220 

C(12)A 1 0.12830 1.15320 0.47430 

C(10)A 1 -0.12830 0.99950 0.57730 

C(14)A 1 -0.38500 0.72040 0.62890 

C(13)A 1 0.25670 1.29220 0.44480 

C(11)A 1 -0.01550 1.13240 0.54890 
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C(9)A 1 -0.25670 0.99910 0.65430 

C(8)A 1 -0.38500 0.86350 0.68700 

Br(2)A 1 -0.02680 1.33000 0.61890 

 

 

Appendix IV: Crystal Structure of A-P/O Phase of 6/Urea 

 This crystal structure is determined by powder XRD method. It has a triclinic 

space group as P1̄ , with the following cell parameters: a = 5.1601(5) Å, b = 7.4276(5) 

Å, c = 8.5685(7) Å, α = 81.465(4)°, β = 86.299(6)°, γ = 78.209(5)°, V = 317.72(6) Å3. 

The atomic fractional coordinates and the isotropic displacement parameters are shown 

in the following table: 

Atom x / a y / b z / c Uiso / Å2 

C(1) 0.0647(11) 0.2532(6) 0.3989(5) 0.0440(15) 

O(2) 0.2566(14) 0.2940(9) 0.4604(6) 0.0440(15) 

N(3) 0.1039(16) 0.1157(7) 0.3106(5) 0.0440(15) 

H(4) 0.2887(20) 0.0434(8) 0.2925(9) 0.0529(18) 

H(5) -0.0511(24) 0.0842(14) 0.2619(6) 0.0529(18) 

N(6) -0.1823(12) 0.3459(9) 0.4204(8) 0.0440(15) 

H(7) -0.2182(23) 0.4505(8) 0.4865(10) 0.0529(18) 

H(8) -0.3336(15) 0.3114(16) 0.3702(11) 0.0529(18) 

C(9) 0.7311(12) 0.7962(13) 0.1537(12) 0.0440(15) 

H(10) 0.9034(22) 0.694(2) 0.1979(34) 0.0529(18) 

H(11) 0.785(4) 0.871(4) 0.0408(11) 0.0529(18) 

O(12) 0.6543(18) 0.9248(9) 0.2628(7) 0.0440(15) 

H(13) 0.670(12) 0.8596(13) 0.3692(11) 0.0529(18) 

C(14) 0.5167(14) 0.6952(12) 0.1273(11) 0.0440(15) 
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H(15) 0.3424(21) 0.7978(20) 0.0865(32) 0.0529(18) 

H(16) 0.468(5) 0.6158(32) 0.2391(10) 0.0529(18) 

C(17) 0.5950(15) 0.5635(13) 0.006(1) 0.0440(15) 

H(18) 0.612(6) 0.6458(35) -0.1095(8) 0.0529(18) 

H(19) 0.7878(12) 0.4771(29) 0.036(4) 0.0529(18) 

 

 

Appendix V: Crystal Structure of A-P/O Phase of 8/Urea 

 This crystal structure is determined by powder XRD method. It has a triclinic 

space group as P1̄ , with the following cell parameters: a = 5.1707(5) Å, b = 7.3963(5) 

Å, c = 10.3805(10) Å, α = 70.786(4)°, β = 80.442(7)°, γ = 78.634(6)°, V = 365.32(6) Å3. 

The atomic fractional coordinates and the isotropic displacement parameters are shown 

in the following table: 

Atom x / a y / b z / c Uiso / Å2 

C(1) 0.0779(12) 0.2735(4) 0.4070(5) 0.0418(14) 

O(2) 0.2560(16) 0.3120(7) 0.4589(7) 0.0418(14) 

N(3) -0.1754(12) 0.3495(7) 0.4294(8) 0.0418(14) 

H(4) -0.2254(23) 0.4384(6) 0.4883(9) 0.0501(17) 

H(5) -0.3169(19) 0.3180(13) 0.3875(13) 0.0501(17) 

N(6) 0.1365(20) 0.1564(5) 0.3286(5) 0.0418(14) 

H(7) 0.3264(24) 0.0969(5) 0.3098(9) 0.0501(17) 

H(8) -0.0089(32) 0.1274(10) 0.2880(8) 0.0501(17) 

C(9) 0.4404(15) 0.2300(15) 0.8231(8) 0.0418(14) 

H(10) 0.6191(16) 0.1225(28) 0.8422(27) 0.0501(17) 

H(11) 0.481(4) 0.3485(34) 0.7300(8) 0.0501(17) 

C(12) 0.2282(15) 0.1347(18) 0.8002(7) 0.0418(14) 
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H(13) 0.0603(20) 0.2462(31) 0.7648(24) 0.0501(17) 

H(14) 0.164(4) 0.032(4) 0.8976(7) 0.0501(17) 

O(15) 0.3159(17) 0.0346(10) 0.7020(9) 0.0418(14) 

H(16) 0.277(12) 0.1205(21) 0.6122(16) 0.0501(17) 

C(17) 0.3689(21) 0.3117(17) 0.9422(8) 0.0418(14) 

H(18) 0.1657(14) 0.388(4) 0.9372(26) 0.0501(17) 

H(19) 0.380(6) 0.1908(34) 1.0371(10) 0.0501(17) 

C(20) 0.5455(15) 0.4501(15) 0.9454(9) 0.0418(14) 

H(21) 0.7439(13) 0.3690(33) 0.9626(35) 0.0501(17) 

H(22) 0.554(6) 0.562(4) 0.8456(5) 0.0501(17) 

 

 

Appendix VI: Crystal Structure of the Poly-aromatic Compound 

 This crystal structure is determined by powder XRD method. It has a monoclinic 

space group as P21/c, with the following cell parameters: a = 13.4779(16) Å, b = 

5.9653(4) Å, c = 29.7019(27) Å, β = 94.631(12)°, V = 2380.23(50) Å3. The atomic 

fractional coordinates and the isotropic displacement parameters are shown in the 

following table: 

Atom x / a y / b z / c Uiso / Å2 

C(1) 0.75158 1.34932 0.64131 0.0311 

C(2) 0.67971 1.47347 0.66116 0.0311 

H(3) 0.70092 1.60772 0.68496 0.0373 

C(4) 0.57709 1.43214 0.65187 0.0311 

C(5) 0.50707 1.54907 0.67610 0.0311 

H(6) 0.53567 1.67849 0.69949 0.0373 

C(7) 0.40658 1.50107 0.67078 0.0311 
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C(8) 0.37538 1.32965 0.63994 0.0311 

H(9) 0.29621 1.29041 0.63546 0.0373 

C(10) 0.44059 1.21011 0.61477 0.0311 

C(11) 0.54476 1.25786 0.62114 0.0311 

C(12) 0.61789 1.12942 0.60018 0.0311 

C(13) 0.71876 1.17807 0.61101 0.0311 

H(14) 0.77441 1.08000 0.59526 0.0373 

C(15) 0.40783 1.02830 0.58407 0.0311 

C(16) 0.48001 0.90481 0.56206 0.0311 

C(17) 0.58480 0.94677 0.56953 0.0311 

C(18) 0.65130 0.81116 0.54791 0.0311 

H(19) 0.73120 0.83769 0.55304 0.0373 

C(20) 0.61694(5) 0.6337(6) 0.52030(15) 0.002(9) 

C(21) 0.51608(4) 0.5904(5) 0.51278(12) 0.002(9) 

C(22) 0.44632(4) 0.7265(4) 0.53300(11) 0.002(9) 

C(23) 0.34393(5) 0.6751(5) 0.52499(12) 0.023(9) 

C(24) 0.27218 0.79542 0.54647 0.0311 

C(25) 0.30821 0.96793 0.57569 0.0311 

H(26) 0.25338 1.06149 0.59289 0.0373 

O(27) 0.31308(14) 0.4993(7) 0.49673(18) 0.023(9) 

C(28) 0.86213 1.40409 0.65356 0.0311 

C(29) 0.88911 1.61869 0.62850 0.0311 

H(30) 0.87265 1.76858 0.64815 0.0373 

H(31) 0.96887 1.62133 0.62305 0.0373 

H(32) 0.84725 1.63083 0.59531 0.0373 

C(33) 0.87875 1.44419 0.70504 0.0311 
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H(34) 0.83877 1.31697 0.72343 0.0373 

H(35) 0.85084 1.60996 0.71409 0.0373 

H(36) 0.95788 1.43525 0.71716 0.0373 

C(37) 0.93352 1.21791 0.64124 0.0311 

H(38) 0.99757 1.28362 0.62499 0.0373 

H(39) 0.96279 1.13041 0.67210 0.0373 

H(40) 0.89660 1.09209 0.61880 0.0373 

C(41) 0.33077 1.62564 0.69760 0.0311 

C(42) 0.29246 1.46088 0.73245 0.0311 

H(43) 0.30523 1.52934 0.76682 0.0373 

H(44) 0.21247 1.42700 0.72577 0.0373 

H(45) 0.33168 1.30001 0.73152 0.0373 

C(46) 0.37760 1.82802 0.72327 0.0311 

H(47) 0.38320 1.79354 0.75967 0.0373 

H(48) 0.33261 1.98040 0.71733 0.0373 

H(49) 0.45345 1.86234 0.71413 0.0373 

C(50) 0.24196 1.71018 0.66643 0.0311 

H(51) 0.26107 1.71413 0.63126 0.0373 

H(52) 0.17605 1.60316 0.66800 0.0373 

H(53) 0.22104 1.88045 0.67627 0.0373 

C(54) 0.16051 0.74332 0.53984 0.0311 

C(55) 0.14027 0.49400 0.54929 0.0311 

H(56) 0.08805 0.42630 0.52235 0.0373 

H(57) 0.20847 0.39354 0.55098 0.0373 

H(58) 0.10617 0.47401 0.58136 0.0373 

C(59) 0.09905 0.88122 0.57127 0.0311 
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H(60) 0.02769 0.79630 0.57428 0.0373 

H(61) 0.08212 1.04968 0.55806 0.0373 

H(62) 0.13557 0.89788 0.60547 0.0373 

C(63) 0.12206 0.79943 0.49094 0.0311 

H(64) 0.14414 0.67116 0.46729 0.0373 

H(65) 0.04051 0.81165 0.48820 0.0373 

H(66) 0.15162 0.96177 0.48073 0.0373 

 

 

 

 

 


