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Abstract—Sentiment analysis is a very popular application area of text mining and machine learning. The popular methods include Support Vector Machine, Naive Bayes, Decision Trees and Deep Neural Networks. However, these methods generally belong to discriminative learning, which aims to distinguish one class from others with a clear-cut outcome, under the presence of ground truth. In the context of text classification, instances are naturally fuzzy (can be multi-labeled in some application areas) and thus are not considered clear-cut, especially given the fact that labels assigned to sentiment in text represent an agreed level of subjective opinion for multiple human annotators rather than indisputable ground truth. This has motivated researchers to develop fuzzy methods, which typically train classifiers through generative learning, i.e. a fuzzy classifier is used to measure the degree to which an instance belongs to each class. Traditional fuzzy methods typically involve generation of a single fuzzy classifier and employ a fixed rule of defuzzification outputting the class with the maximum membership degree. The use of a single fuzzy classifier with the above fixed rule of defuzzification is likely to get the classifier encountering the text ambiguity situation on sentiment data, i.e. an instance may obtain equal membership degrees to both the positive and negative classes. In this paper, we focus on cyberhate classification, since the spread of hate speech via social media can have disruptive impacts on social cohesion and lead to regional and community tensions. Automatic detection of cyberhate has thus become a priority research area. In particular, we propose a modified fuzzy approach with two stage training for dealing with text ambiguity and classifying four types of hate speech, namely: religion, race, disability and sexual orientation - and compare its performance with those of Naive Bayes (NB), Decision Trees (DT) and its ensemble methods such as Gradient Boosted Trees (GBT) have been used extensively with good performance in broad application areas that involve sentiment analysis, such as cyberbullying detection [1], [2], abusive language detection [3], [4], movie reviews [5], [6] and cyberhate identification [7], [8]. In recent years, deep neural networks (DNN) have also been used for sentiment analysis and other types of text classification.

In the context of machine learning, the above algorithms (SVM, NB, DT, GBT and DNN) are all considered to belong to discriminative learning, since they all aim to distinguish between one class and other classes. In fact, the above algorithms work based on the assumptions that different classes are mutually exclusive and each instance is clear-cut and provided with a ground truth label. However, in the context of text classification, the above assumptions do not always hold, especially when considering the following examples:

In terms of the first assumption, for example, the same movie may belong to different categories, or the same book may belong to different subjects [9], [10], [6]. This example indicates that different classes may not necessarily be mutually exclusive, i.e. different classes could have overlaps, in terms of instances covered by these classes, and the instances can even be multi-labelled in real applications. On the other hand, while different classes are truly mutually exclusive, instances could be very complex and are thus difficult to be classified uniquely to only one category. For example, text such as ”I LOVE my country but I HATE immigrants” involves both positive and negative speech [6]. This example indicates that an instance may not be clear-cut, i.e. an instance may partially belong to one class and partially belong to another class. Humans may agree this is hateful but for a discriminative algorithm this poses a challenge.

Furthermore, in sentiment analysis, the label assigned to each instance does not actually represent the ground truth but an agreed representation of the opinion of multiple human annotators, which means that different people may have different opinions about the polarity of a sentiment instance. Thus, sentiment analysis is essentially a task of opinion mining rather than discovery of externally verifiable patterns. The above examples indicate that textual instances are naturally fuzzy and discriminative learning methods are likely to struggle to compute such fuzziness. This has motivated researchers to develop fuzzy methods for text classification, which are able to deal with fuzziness, imprecision and uncertainty of text.

In this paper, we focus on detection of online hate speech (cyberhate) in short informal text posted to social media platforms. This has become a priority research topic due to
the concern that the spread of online hate speech could lead to anti-social outcomes [7]. In particular, we deal with four types of online hate speech, namely: religion, race, disability and sexual orientation, by proposing a novel fuzzy approach grounded in generative learning, especially for dealing with text ambiguity, which could result from the following cases: a) the same word may be used in different contexts leading to different semantic meanings; b) that similar instances are assigned different labels by different annotators due to their different opinions. The proposed fuzzy approach is different from existing fuzzy systems in two aspects:

Firstly, traditional fuzzy approaches typically aim at production of single classifiers with specific parameters setting and each single classifier is used independently for a classification task. In this aspect, our proposed fuzzy approach involves fusion (combining the membership degrees for each class) of multiple fuzzy classifiers produced with different parameters setting (e.g. T-norms and T-conorms).

Secondly, traditional fuzzy approaches generally employ a fixed rule (based on maximum membership degree) to provide a distinct class label as an output. In contrast, our proposed fuzzy approach involves a semi-fixed rule of defuzzification, i.e. when an instance obtains the same membership degree (typically a full membership) to both the hate and non-hate classes due to the text ambiguity, the above fixed rule of defuzzification is not suitable, so we introduce a complement rule for classifying the instance based on cosine similarity to other ambiguous instances from the training set.

In both of the two aspects, the proposed fuzzy approach can achieve effective disambiguation of text. Therefore, the bias of a single fuzzy classifier on the majority class (non-hate class) is much reduced, leading to reduction of the false negative rate. In order to evaluate the suitability of the proposed fuzzy approach for cyberhate classification, we compare its performance with the state-of-the-art methods previously used for cyberhate detection (SVM, NB, DT, GBT and DNN), as well as the traditional fuzzy approaches with only a fixed rule of defuzzification through a single fuzzy classifier.

The rest of this paper is organized as follows: Section II describes related work that is relevant to cyberhate research and fuzzy classification; In Section III, we present the proposed fuzzy approach and illustrates the procedure of fuzzy classification. In Section IV, we report an experimental study by using four hate speech data sets collected through Twitter and the results are also presented and discussed. In Section V, we summarize the contributions of this paper and suggest further directions towards advancing this research area.

II. RELATED WORK

This section involves a review of feature extraction methods used for pre-processing of textual data, an overview of cyberhate research in the context of machine learning based text classification and the background of fuzzy text classification in real applications.

A. Review of Feature Extraction Methods

Due to the case that textual data is unstructured, it is necessary to transform textual data into structural data in order to enable the direct use of machine learning algorithms for text classification. This transformation is referred to as feature extraction. In general, there are two popular methods that have been applied in feature extraction for sentiment analysis and cyberhate detection, namely Bag of Words (BOW) and nGrams (NG). Recently probabilistic parse trees was incorporated by [7] through the use of Typed Dependencies (TD). Nowadays, word embedding has become the state-of-the-art method of feature extraction from text.

BOW extracts a bag of distinct words for textual data, and each of the words is used as a feature. In this context, the value of each feature could be binary, which indicates the presence (1) or absence (0) of the word in a textual instance (document). The value of each feature can also be numerical, which indicates the frequency of each word. The following example is given for illustration:

Here are two text instances:

1) Alice encrypts a message using a code and sends the message to Bob.
2) Bob receives the message from Alice and decrypts it using the same code.

Based on the two instances above, a list of distinct words is created: ["Alice", "Bob", "encrypts", "decrypts", "sends", "receives", "message", "a", "the", "and", "it", "from", "to", "using", "same", "code"]

Two feature vectors for the two instances are created:

1) \([1, 1, 1, 0, 1, 0, 2, 2, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1, 1]\)
2) \([1, 1, 0, 1, 0, 1, 1, 0, 2, 1, 1, 1, 0, 1, 1, 1, 1, 0, 1, 1, 1]\)

In the above two feature vectors, each numerical value represents the frequency of a corresponding word.

In general, there are four types of word frequency, namely term absolute frequency (Eq. (1)), term relative frequency (Eq. (2)), inverse document frequency (IDF) (Eq. (3)) and term frequency-inverse document frequency (TF-IDF) (Eq. (4)).

\[
\begin{align*}
\text{tf}(t, d) &= n_{td} \\
\text{tf}(t, d) &= \frac{n_{td}}{\sum_{k=0}^{m} n_{kd}} \\
\text{idf}(t, D) &= \log \frac{|D|}{|\{d \in D : t \in d\}|} \\
\text{tfidf}(t, d, D) &= \text{tf}(t, d) \cdot \text{idf}(t, D)
\end{align*}
\]
the same feature vectors would be extracted, since each of the distinct words either appears at least once or does not appear in either one of the two text instances above. More details on BOW can be found at [11].

Although BOW is one of the most popular methods of feature extraction, it has a few limitations that could affect the performance of learning from textual instances. In particular, from semantic perspectives, the same word may have different meanings, which could lead to the case that a word could be highly relevant to the positive class in some cases but also highly relevant to the negative class in other cases. For example, the word ‘deserve’ can be used to praise students who work hard by saying “You fully deserve the success”, whereas the same word can be used to criticize students who failed due to low motivation by saying “That is what you deserve”. Also, from syntactic perspectives, the same word may act as different parts of speech. For example, the word “approach” could be both a verb and a noun, which could lead to different abilities to discriminate between classes. In particular, when the above word is used as a verb, it could lead to a negative message such as “I approach you to do something for me”. In contrast, when the word is used as a noun, it would generally show a neutral meaning. The above two points indicate that when a word has different meanings or acts as different parts of speech, it is not appropriate to simply treat the word as a single feature.

Due to the limitations of BOW, researchers have been motivated to use NG [12], [13], which is aimed at combining n sequential words as a feature instead of a single word and has led to enrichment of semantic information with improvements of classification performance. In this context, the value of each feature is also represented by different types of frequency, such as corpus frequency (CF), document frequency (DF) and sentence frequency (SF), apart from the commonly used ones (TF, IDF and TF-IDF). In particular, CF represents the frequency of a n-gram in the whole corpus, whereas DF/SF represents the number of documents/sentences in which a n-gram appears. More details on NG and these different types of frequency can be found at [14].

As mentioned in [7], [8], the extraction of NGs as features could result in high levels of distance between words that have correlations. An example given in [15] indicates that related words may appear near the start and near the end of a sentence, which could lead to a negative impact on the performance of learning. In order to improve performance of learning and classification through advancing feature extraction, the Stanford Natural Language Processing Group developed a Lexical Parser for extracting Typed Dependencies [16], which extracts the grammatical relationships between words in a textual instance. The following example [7], [8] is used for illustration of typed dependencies:

Consider the sentence: “Send them all back home”. There would be five typed dependencies extracted: [root(ROOT-0, Send-1), nsubj(home-5, them-2), det(home-5, all-3), amod(home-5, back-4), xcomp(Send-1, home-5)]

The second one (nsubj(home-5, them-2)) indicates that there is a relationship between ‘home’ (the fifth word in the sentence) and ‘them’ (the second word in the sentence) and the relationship is named as nsubj (which stands for nominal subject). Similarly, the third one (det(home-5, all-3)) represents a determining relationship between ‘home’ and ‘all’. In particular, ‘home’ acts as a noun phrase and ‘all’ acts as the determiner of ‘home’. In all typed dependencies, word order within a sentence needs to be preserved towards providing features for classification. The use of typed dependencies as features has led to further advances in text classification, comparing with the use of BOW and NG as reported in [18].

BOW, NG and TD can all be generalized to frequency based features referred to as Bag-Of-Terms. In particular, each BOW feature is a single-word term; each NG feature is a multi-word term and each TD feature can be either a single-dependency term or a multi-dependency term. This kind of feature extraction methods could usually lead to high dimensionality and sparsity of the extracted feature vectors [17]. For short text in a small corpus, the above feature extraction methods can even result in extremely sparse feature vectors (0 vectors), due to the presence of all single-word terms of low frequency or absence of multi-word terms after text pre-processing. For example, a tweet that contains only one word does not present NG and TD features leading to the extraction of a zero vector using the NG or TD method. Also, a very short tweet may contain only a few words of low frequency (no greater than 2) that are likely to be excluded for creation of a bag of single word terms. In this case, it is even very unlikely to get high frequency multi-word terms (NGs) or multi-dependency terms (TDs) extracted from such a short tweet, i.e. the use of the NG or TD method is even much more likely to result in the extraction of 0 vectors than the use of the BOW method.

In order to address the dimensionality and sparsity issues, word embedding (Word2vec or Doc2vec) has been used in recent years for transforming words or textual instances directly into feature vectors, through training of deep neural networks. In general, word embedding is aimed at learning numerical representation of words, sentences or even more complex textual instances.

A word vector is represented as \([w, x_1, x_2, \ldots, x_n]\), where \(w\) represents a word and \(x_i\) is the numerical value of each dimension that represents word \(w\). The word vectors can be used to calculate the semantic distance between features corresponding to the vectors, such as \(\text{King} - \text{Man} = \text{Queen} - \text{Woman}\) and \(\text{UK} - \text{London} = \text{China} - \text{Beijing}\). Popular methods of learning word vectors (Word2vec) include continuous bag of words (CBOW), which predicts a target word given context words, and skip-grams, which predicts context words given a target word. Since each textual instance (document) consists of a list of words, the above two Word2vec methods can be extended for training document vectors. The two corresponding Doc2vec methods are referred to as distributed memory (DM) and distributed bag of words (DBOW), respectively. A document vector is represented as \([d, y_1, y_2, \ldots, y_n]\), where \(d\) represents a document and \(y_i\) is the numerical value of each dimension that represents document \(d\) and that is obtained typically by averaging the numerical values of this dimension of all the word vectors in document \(d\).

Due to the significant advantage of word embedding in addressing the issues of high dimensionality and sparsity [18],
the use of document vectors extracted through Doc2vec as features has led to advances in several text classification and sentiment analysis tasks, comparing with the other types of features [19]. More details on feature extraction for cyberhate classification will be given in Section II-B.

B. Overview of Cyberhate Research

Since cyberhate has been considered as a legal issue in many countries, these countries, most of which are located in Europe, have already taken actions against the posting of online hate speech. However, such actions have been complicated due to the case that the World Wide Web is naturally borderless [20]. Also, due to the different laws in different countries, it has become very difficult to prosecute the senders of online hate speech and even being powerless to remove any hateful contents posted from a location outside their territory [21]. Moreover, Signatories of the Council of Europe additional protocol to the Convention on Cybercrime have criminalized acts of racist and xenophobic nature committed through computer systems (16 EU states to date), but tensions remain over balancing freedom of speech with laws that criminalize hate speech. Outside of legal procedures, it has been required to take steps on social network sites towards restricting online hate speech significantly [21]. Researchers have thus been motivated to develop tools for automatic detection of hate speech, in order to manage effectively posts containing hateful contents. In particular, similar to other types of sentiment analysis tasks, machine learning approaches have become very popular for cyberhate detection.

In the context of machine learning based cyberhate detection, various methods of feature extraction and learning algorithms have been used for advancing this area. The NB algorithm was used in [22] for training classifiers on unigram (BOW) features, towards examining each single word for judging whether the tweets were fully hateful or not. In contrast, Mahmud et al focused their work [23] on examining the sentence structures, which tend to be indicative of offensive remarks. Another approach was developed in [24], which aims at assigning a “stereotype sense” to each term in a corpus based on the chance of the term appearing in a hateful post.

In [25], a three level approach of classification was proposed. In particular, a NB classifier is trained first for recognizing the textual patterns of offensive posts, then the most definitive features are identified and selected for feeding into the second level classification by multinomial updatable NB, and finally a decision is made towards classifying instances containing hateful and offensive expressions, based on unigrams and automatically collected patterns for training classifiers by SVM, DT and RF.

In terms of feature extraction, both BOW and NG have been used for cyberhate classification. However, as identified in II-A, both methods have their limitations that could lead to incorrect classifications. In order to improve the classification performance through more effective feature extraction, Burnap et al reported in [7], [8] that ‘othering’ language could be used as useful features (othering terms), especially for cyberhate classification based on religious beliefs. In particular, the Stanford Lexical Parser was used to extract a bag of Typed Dependencies (TD) within tweets [16], towards capturing potential othering terms. When the extracted Typed Dependencies and hateful terms are combined as features, the experimental results reported in [7], [8] show an improvement of classification performance in the majority of classifiers trained using supervised learning algorithms (e.g. linear SVM and voting based meta learning). The improvement was likely due to the probabilistic nature of the features extracted - i.e. parse trees and assignment of linguistic labels associated with co-occurring terms based on probability (e.g. “us” and “them”, or “send” and “home”). TD has also been used in [29], combined with other features (e.g. NG, Word2vec and Doc2vec), leading to advances in classification performance on finance and news data sets when compared with using a single feature set. In [30], various feature extraction methods have been investigated in terms of their effectiveness for processing German text. In particular, BOW, 2-grams, 3-grams, linguistics, Word2vec, Doc2vec, extended 2-grams and extended 3-grams were used to prepare features for LR to train classifiers. The experimental results, obtained on a 75/25 split between training and test data [30], show that the best performing methods are Word2vec and Extended 2-grams.

In the recent years, deep learning methods have become more popular for both feature extraction and training classifiers. In particular, Convolutional Neural Networks (CNN) have been used in [31] for classifying hate speech with different types of word vectors as features and the results show that Word2vec based feature extraction led to the best performance on a multi-class classification data set [27]. Also, a comparison study was reported in [32] using the same data set. In this study, multiple deep neural networks architectures, such as CNN and Long Short Term Memory (LSTM) Networks, were adopted to learn semantic word embeddings used further for training classifiers. The experimental results reported in [32] show that the use of embedding features led to better classification performance than the use of BOW or NG. The results also show that the classifiers trained by using GBT outperforms the ones trained by using deep neural networks and traditional learning methods (SVM and LR), when using embedding features.

A two-step classification approach was proposed in [3] for detecting racist and sexist speech using the same data set as [27]. In particular, a hybrid CNN architecture was proposed to train features used for detecting abusive language in the first step and then identifying the type of abusive language (racist and sexist) in the second step. The two-step approach was compared with the one-step approach that only involves
identifying if racist or sexist languages are present. The results reported in [3] show that the use of hybrid CNN led to the best performance through the one-step approach, and the use of LR led to the best performance through the two-step approach, but the two-step approach performed marginally worse than the one-step approach. More recently, a gated recurrent unit layer was incorporated into CNN, optimized with dropout and pooling layers, as proposed in [33]. The results show that the proposed approach led to improved performance on 6 out of 7 data sets, compared with the state of the art approaches.

Overall, according to the reviews, SVM, NB and DT are state of the art learning algorithms, which have been used popularly for training classifiers on features extracted from text. Furthermore, DNN and GBT have recently been used for training classifiers on embedding features, which show improvements on the classification performance. In particular, the classifiers trained by DNN performed with the F-measure between 0.80 and 0.84 and the ones trained by GBT performed the F-measure between 0.85 and 0.93, on the data set [27].

C. Background of Fuzzy Text Classification

Fuzzy classification, which is based on fuzzy logic [34], is aimed at dealing with linguistic uncertainty that is involved in instances. In this context, each instance is typically not clear-cut, and thus belongs to different classes to different degrees.

A review of fuzzy approaches made in 2012 for natural language processing [35] indicated that there was a very low percentage of papers relating to fuzzy classification over all the papers published in the area of natural language processing. Also, the review indicated that there was a very low percentage of papers relating to natural language processing over all the application papers published in the area of fuzzy systems. However, the nature of text is its fuzziness, imprecision and uncertainty, which indicates the need of fuzzy approaches.

In recent years, fuzzy approaches have been proposed for a variety of applications. In particular, a fuzzy fingerprint text-based approach has been proposed in [36] for classification of companies, which outperformed other popularly used non-fuzzy approaches. Another fuzzy approach was proposed in [37] towards automatically building a corpus that can be used for comparison of text similarity. The experimental results showed that the fuzzy metrics had a higher correlation with human ratings in comparison with other traditional metrics. An unsupervised fuzzy approach was used in [38] towards achieving gender based classification of Twitter users. A three-layer sentiment propagation model was proposed in [39] for determining fuzzy membership degrees for sentiment classification, and the experimental results show that the proposed approach led to reduction of mean squared error (MSE) on seven data sets for sentiment rating prediction, comparing with SVM and other methods of fuzzy membership determination.

A fuzzy rule based approach was proposed in [9] for addressing the issue of model interpretability, and the results showed that the fuzzy approach could lead to a reduction in computational complexity while maintaining a similar performance to other well-known machine learning approaches, such as DT and NB. Furthermore, the use of the above fuzzy rule based approach was investigated in [6] for multi-sentiment analysis (with more than two classes of sentiments), and the results showed that the fuzzy approach could provide more refined outputs by reflecting different intensities of sentiment.

III. FUZZY RULE BASED CLASSIFICATION OF CYBERHATE

In this section, we describe the proposed fuzzy approach for cyberhate classification. In particular, we briefly introduce the theoretical preliminaries of fuzzy logic and rule based systems. The procedure of the proposed fuzzy approach is then illustrated using examples.

A. Theoretical Preliminaries

Fuzzy logic is an extension of deterministic logic, i.e. it employs continuous truth values ranging from 0 to 1, rather than binary truth value (0 or 1). In general, fuzzy logic is involved in a variety of fuzzy theories, such as fuzzy sets and fuzzy rule based systems.

In the context of fuzzy sets, each of the elements \(e_1, e_2, ..., e_n\) has a certain degree of membership to the set \(A\), and the membership degree value depends on the membership function \(\mu_A\) defined for the fuzzy set \(A\), where \(\mu_A(e_i)\) indicates the degree of membership of the element \(e_i\) in the fuzzy set \(A\), \(\mu_A(e_i) \in [0, 1]\) and \(1 \leq i \leq n\).

In the context of fuzzy rule based systems, the main operation in the training stage is to fuzzify continuous (numerical) attributes. This can be done by transforming each numerical attribute into several qualitative attributes. For example, ‘Age’, which is defined as a numerical attribute, can be transformed into three qualitative attributes, namely, ‘Young’, ‘Middle-aged’ and ‘Old’. Each qualitative attribute is treated as a fuzzy set and is defined with a fuzzy membership function, so the domain of each qualitative attribute must be \([0, 1]\).

Membership functions could be of various shapes, which include trapezoidal, triangular and Gaussian ones. The essence of defining a membership function is to estimate its parameters. For example, a trapezoidal membership function involves four parameters \((a, b, c, d)\) as illustrated in Fig. 1, and the four parameters can determine the membership degree of
a numerical value in a qualitative attribute \( A \) as shown below.

\[
f_A(x) = \begin{cases} 
0, & \text{when } x \leq a \text{ or } x \geq d; \\
(x-a)/(b-a), & \text{when } a < x < b; \\
1, & \text{when } b \leq x \leq c; \\
(d-x)/(d-c), & \text{when } c < x < d; 
\end{cases}
\]

A trapezoidal membership function can be seen as a generalization of triangular and rectangular membership functions. According to Fig. 1, if \( b = c \), then the shape of the membership function would be triangle. Similarly, if \( a = b \) and \( c = d \), then the shape of the membership function would be rectangle.

According to [45], the fuzzy interval \([a, d]\) is referred to as support region, which indicates a soft boundary for an element to have membership to a set, and the fuzzy interval \([b, c]\) is referred to as core region, which indicates a hard boundary for an element to fully belong to a set.

In real applications, the parameters of membership functions can be estimated by experts [46], or through statistical learning from data [47], [48]. For high dimensional data, the latter way is more needed, which will be described in Section III-B.

In general, a fuzzy rule based system can be represented in the following form:
- Rule 1: if \( x_1 \) is \( A_{11} \) and \( x_2 \) is \( A_{12} \) and ... and \( x_n \) is \( A_{1n} \) then class = \( C_1 \);
- Rule 2: if \( x_1 \) is \( A_{21} \) and \( x_2 \) is \( A_{22} \) and ... and \( x_n \) is \( A_{2n} \) then class = \( C_2 \);
- ... 
- Rule \( m \): if \( x_1 \) is \( A_{m1} \) and \( x_2 \) is \( A_{m2} \) and ... and \( x_n \) is \( A_{mn} \) then class = \( C_m \);

In order to classify a new instance \( v_i \), using the above fuzzy rules \( r_1, r_2, \ldots, r_m \), it is essential to identify the membership degree of \( v_i \) to the fuzzy set \( A_{ij} \) in each dimension \( x_j \). Then the firing strength \( fs(r_j) \in [0, 1] \) of each rule \( r_j \) is computed by combining the membership degrees of \( v_i \) to all the fuzzy sets \( (A_{i1}, A_{i2}, \ldots, A_{in}) \) involved in the antecedents of rule \( r_j \), using a T-norm \( T(\cdot) \in [0, 1] \) such as min (Eq. (5)). Furthermore, the overall membership degree for each class \( C_k \) is computed by combining the firing strengths of all rules of \( C_k \), using a T-conorm \( S(\cdot) \in [0, 1] \) such as max (Eq. (6)). Finally, the new instance is classified by assigning the class with the maximum membership degree.

![Trapezoidal Membership Function][9]

\[
T(\mu_{A_{11}}(x_1), \mu_{A_{12}}(x_2), \ldots, \mu_{A_{1n}}(x_n)) = \min_{j=1}^{n}{\mu_{A_{1j}}(x_j)} \tag{5}
\]

\[
S(\mu_{A_{11}}(x_1), \mu_{A_{12}}(x_2), \ldots, \mu_{A_{1n}}(x_n)) = \max_{j=1}^{n}{\mu_{A_{1j}}(x_j)} \tag{6}
\]

\[
T_\omega(\mu_{A_{11}}(x_1), \mu_{A_{12}}(x_2), \ldots, \mu_{A_{1n}}(x_n)) = 1 - \min\{1, \left[ \sum_{j=1}^{n} (1 - \mu_{A_{1j}}(x_j))^\omega \right]^{\frac{1}{\omega}} \} \tag{7}
\]

\[
S_\omega(\mu_{A_{11}}(x_1), \mu_{A_{12}}(x_2), \ldots, \mu_{A_{1n}}(x_n)) = \min\{1, \left[ \sum_{j=1}^{n} (\mu_{A_{1j}}(x_j))^\omega \right]^{\frac{1}{\omega}} \} \tag{8}
\]

T-norms and T-conorms are jointly referred to as fuzzy norms and some popularly used ones include Min/Max norm [34], Product norm [49], Lukasiewicz norm [50] and Yager norm [51], which will be jointly incorporated into our proposed fuzzy approach. For the Yager Norm, there is a power parameter \( \omega \) (see Eqs. (7) and (8)). In this paper, the value of the parameter is set to 2 according to the empirical investigation in [49].

B. Fuzzy Approach Methodology

Popular fuzzy rule based systems include Mamdani, Sugeno and Tsukamoto [52]. In general, the design of these traditional fuzzy rule based systems typically depend on predefined membership functions for defuzzification of each of the numerical attributes, i.e. a predefined partitioning of all the numeric attributes, towards discriminating between different classes [53], [45]. This kind of fuzzification would suffer from high dimensional data, such as text. Also, hate speech data is usually very imbalanced, where the minority class is of high importance. In this context, a pre-defined partitioning of each numeric attribute for defining membership functions (fuzzy intervals) is likely to result in the bias of a trained fuzzy classifier on the majority class. Since a predefined partitioning for fuzzifying a numeric attribute typically aims to increase the ability of the fuzzified attribute to discriminate between different classes, in this case, most fuzzified attributes used in a fuzzy classifier would show the tendency to negate rather than identify the minority (target) class, while the training of this classifier is based on selection of the most discriminative attributes. From this point of view, a generative approach of rule learning is needed to more effectively define membership functions for better identifying the target class. Moreover, textual instances are very diverse in terms of their language characteristics, so it is necessary to adopt an instance based approach of fuzzy rule learning, i.e. each instance is checked and a fuzzy rule is added or modified by adjusting the membership functions in some (not necessarily all) dimensions.

Our proposed fuzzy approach for cyberhate detection involves two steps in the training stage, as illustrated in Fig. 2.

In this figure, \( i, c \) and \( n \) represent the index of an instance, a class, and a classifier, respectively. In the first step, a set of...
fuzzy rules is trained using the mixed fuzzy rule formation algorithm [45], [49].

The procedure of the mixed fuzzy rule formation algorithm involves a sequential and constructive generation of new rules and modification of existing rules in an instance-by-instance manner, i.e. each instance is checked, and a new rule is added into the rule set or some existing rules are modified.

In the whole procedure, each rule \( r_t \) involves \( n \) membership functions (for \( n \) dimensions in the rule antecedent part) and two additional parameters \( w \) and \( \lambda \) to be defined, where \( w \) represents the number of instances covered by rule \( r_t \) and \( \lambda \) is a so-called anchor that remembers the original instance triggering the generation of this rule \( r_t \).

After each instance \( x_i \in C_k \) is checked, there are three possible cases, namely, covered, committed and shrink. In particular, if the instance \( x_i \) lies in the support region covered by an existing rule \( r_t \), i.e. the value \( v_{ij} \) of the instance \( x_i \) in each dimension \( j \) has a non-zero membership degree to the corresponding membership function \( \mu_{A_{ij}} \), then it will be judged that the instance \( x_i \) is covered by rule \( r_t \). The core region \( [b_{ij}, c_{ij}] \) of this rule \( r_t \) in each dimension \( j \) needs to be adjusted to let the instance \( x_i \) lie in the core region in case it does not already. Following the above adjustment, the instance \( x_i \) will have a full membership to the rule \( r_t \).

If the instance \( x_i \in C_k \) is not covered by any of the existing rules of class \( C_k \) in the rule set, then it is judged that the committed case is reached. In this case, a new rule needs to be generated and added into the rule set and the instance \( x_i \) is remembered as the anchor \( \lambda \) of this rule. The core region of the new rule in each dimension \( j \) is initialized according to the value \( v_{ij} \) of the instance \( x_i \) in each dimension \( j \), e.g. if \( v_{i1} = 2 \), then the core region would be initialized as \( [2, 2] \). The support region of this new rule in each dimension \( j \) is simply initialized to cover the full domain in dimension \( j \), e.g. if the minimum and maximum of the first dimension in the data set are 1 and 5, respectively, the support region of the new rule in this dimension would be \( (1, 2) \) or \( (2, 5) \).

Once a new rule is added (in the committed case) or an existing rule is modified (in the covered case) after checking an instance \( x_i \in C_k \), it is necessary to trigger the third case (shrink) to avoid conflict of classification, i.e. it is to check if there are any existing rules of class \( C_l \neq C_k \) that cover the instance \( x_i \) (with a non-zero firing strength). If it is the case of conflict, the rules of class \( C_l \neq C_k \) need to be adjusted to let the instance \( x_i \) have no membership to the rules.

In order to modify a rule \( r_t \) of class \( C_l \neq C_k \) for avoiding conflict of classification, it is needed to identify whether the instance \( x_i \) only lies in the support region (but outside the core region). If so, the rule \( r_t \) can be modified without loss of the covered instances that belong to class \( C_l \). In particular, only the dimensions in which the instance \( x_i \) falls into the support region of the rule \( r_t \) need to be considered for adjusting the membership functions. From these considered dimensions, only the one that results in a minimum loss of volume (Eq. (9)) is chosen for adjusting its membership functions.

The loss of volume (Eq. (10)) can be measured by using some shrink heuristics [49], e.g. rule based shrink (Eqs. (11) and (12)), anchor based shrink (Eqs. (11) and (13)) and border based shrink (Eqs. (11) and (14)).

\[
j_{\text{min}} = \arg \min_{j=1}^{n} \{V_j\} \tag{9}
\]

\[
V_j = d^*_j(x_i, r_t) \cdot \prod_{h=1, h \neq j}^{n} d^*_h(x_i, r_t) \tag{10}
\]

\[
d^*_j(x_i, r_t) = \left\{ \begin{array}{ll}
 v_{ij} - a_{ij}, & v_{ij} \leq \lambda_{ij}; \\
 d_{ij} - v_{ij}, & \text{otherwise}.
\end{array} \right. \tag{11}
\]

\[
d^*_h(x_i, r_t) = d_{ij} - a_{ij} \tag{12}
\]

\[
d^*_j(x_i, r_t) = \left\{ \begin{array}{ll}
 \lambda_{ij} - a_{ij}, & v_{ij} \leq \lambda_{ij}; \\
 d_{ij} - \lambda_{ij}, & \text{otherwise}.
\end{array} \right. \tag{13}
\]

\[
d^*_{ij}(x_i, r_t) = \left\{ \begin{array}{ll}
 b_{ij} - a_{ij}, & v_{ij} \leq \lambda_{ij}; \\
 d_{ij} - c_{ij}, & \text{otherwise}.
\end{array} \right. \tag{14}
\]

In the above equations, \( j_{\text{min}} \) is the index of the dimension that leads to the minimum loss of volume; \( V_j \) is the actual amount of the volume loss; \( d^*_j(\cdot) \) is the volume loss function and \( d^*_j(\cdot) \) is the function weighting the loss of volume; \( v_{ij} \) is the value of \( x_i \) in dimension \( j \); \( \lambda_{ij} \) is the value of the anchor of rule \( r_t \) in dimension \( j \); \( a_{ij} \) and \( d_{ij} \) are the left and right boundaries of the support region of rule \( r_t \) in dimension \( j \), respectively; \( b_{ij} \) and \( c_{ij} \) are the left and right boundaries of the core region of rule \( r_t \) in dimension \( j \).

When the instance \( x_i \in C_k \) lies in the core region of a rule \( r_t \) of class \( C_l \leq C_k \), it is not possible to modify the rule without loss of some covered instances that belong to \( C_l \), since both the support and core regions of this rule need to be adjusted, such that the instance \( x_i \) has no membership to the rule \( r_t \) any more. In this case, the functions \( (d^*_j(\cdot)) \) for measuring the volume loss and the shrink heuristics need to be modified as shown in Eqs. (15) - (17).
In particular, rule based shrink and border based shrink are identical as shown in Eq. (16).

\[ d^*_h(x_i, r_t) = \begin{cases} v_{ij} - b_{ij}, & v_{ij} \leq \lambda_{ij}; \\
    c_{ij} - v_{ij}, & \text{otherwise.} \end{cases} \tag{15} \]

\[ d^*_j(x_i, r_t) = c_{ij} - b_{ij} \tag{16} \]

\[ d^*_j(x_i, r_t) = \begin{cases} \lambda_{ij} - b_{ij}, & v_{ij} \leq \lambda_{ij}; \\
    c_{ij} - \lambda_{ij}, & \text{otherwise.} \end{cases} \tag{17} \]

<table>
<thead>
<tr>
<th>Table I</th>
<th>Example of Fuzzy Rules</th>
</tr>
</thead>
</table>

Following the above procedure of the mixed fuzzy rule formation algorithm, a set of fuzzy rules are trained and an example of the fuzzy rules for cyberhate detection is shown in Table I. In particular, there are seven terms used as features for identifying if a tweet is hate speech, and the seven terms are implicitly represented in this table using the seven headers ‘Feature 1’, ‘Feature 2’, …, and ‘Feature 7’, due to ethical reasons. For each rule, a membership function \([a, b, c, d]\) is defined for each dimension (feature) involved in the rule antecedent part, where \(a, b, c\) and \(d\) represent the lower bound of the support region, the lower bound of the core region, the upper bound of the core region, and the upper bound of the support region, respectively.

In the testing stage, a new instance is classified through fuzzification, inference and defuzzification. The fuzzification operation is simply aimed at mapping the numeric value of each feature of the new instance into a membership degree to each rule in each dimension. The inference operation is adopted to compute the firing strength of each rule by using a \(T\)-norm and to derive the overall membership degree for each class by using a \(T\)-conorm. The defuzzification operation is to finally classify the new instance by assigning it the class with the maximum membership degree.

Due to the text ambiguity, it is possible that an instance could obtain equal membership degrees for the hate and non-hate classes, which leads to a likely increase in error when classifying unseen instances through a fixed rule (choosing the class with the maximum membership degree). In this case, we propose to train multiple fuzzy classifiers using different fuzzy norms to encourage diversity between these fuzzy classifiers, i.e., these fuzzy classifiers lead to different sets of ambiguous instances, due to the fact that different fuzzy norms have different impacts on training fuzzy classifiers through the mixed fuzzy rule formation algorithm [49]. Therefore, the fusion of these fuzzy classifiers is likely to reduce the number of ambiguous instances in the training stage and has the chance to disambiguate an unseen instance that obtains equal membership degrees to both classes in the testing stage. The fusion can be achieved through averaging the overall membership degrees obtained from these fuzzy classifiers for each class. In Fig. 2, the membership degree of each instance \(i\) to each class \(c\) is checked to identify if the instance is still ambiguous. If so, the instance will be sent to the next stage for instance based learning or instance based reasoning, depending on whether it is a training instance or a test instance. In this case, all the training instances sent to the instance based learning stage are collated to form the second training set.

However, the fusion of fuzzy classifiers cannot guarantee that all the ambiguous instances are disambiguated, so the second step is required to collate all the remaining ambiguous instances and produce a new training set. Using the second training set, a complement rule is trained for classifying ambiguous unseen instances.

The second training set, in this instance, included all the cases from the training phase to which equal membership to both classes was assigned. We therefore undertook an instance based learning approach based on cosine similarity (see Eq. (18)) and \(K\) nearest neighbours (KNN). This works by gathering all ambiguous instances in multi-dimensional vector space (i.e. based on the features derived from the text) and plotting a new ambiguous instance in the same feature space. The class label of the ‘nearest neighbours’, i.e. the features that are most closely matched to those of the unseen instance, is assigned to the unseen instance. For example, as shown in Fig 3, there are 5 previously labelled instances selected as the nearest neighbours to the unseen instance - so sharing the most similar features - and the majority (4 of them) belong to the positive class vs. 1 negative, so the unseen instance is assigned the positive class. In this context, it is necessary to determine how many nearest neighbours (usually an odd number to avoid ties) will be used for classifying unseen instances and whether class imbalance handling is needed. These are dependent on the data sets being used and will be discussed in Section IV.

\[ \text{Score} = \cos(\theta) = \frac{A \cdot B}{\|A\|\|B\|} = \frac{\sum_{i=1}^{n} A_i B_i}{\sqrt{\sum_{i=1}^{n} A_i^2} \sqrt{\sum_{i=1}^{n} B_i^2}} \tag{18} \]

Cosine similarity is a measure of similarity between two non-zero vectors, which is efficient especially for evaluation of sparse (but non-zero) vectors, since only the dimensions with non-zero values for both vectors need to be evaluated.
In practice, cosine similarity has been popularly used in information retrieval and text mining [55]. In Eq. (18), $A$ and $B$ represent two non-zero vectors and $i$ is expressed as the index of a dimension (feature).

Overall, the proposed fuzzy approach involves two main stages. In the first stage, multiple fuzzy classifiers are trained using the mixed fuzzy rule formation algorithm alongside different fuzzy norms, and the fuzzy classifiers are then fused to identify ambiguous instances. In the second stage, the ambiguous instances are collated to produce the second training set for using KNN to classify new instances that are ambiguous. The performance of the proposed fuzzy approach and impacts of fuzzy classifiers fusion and instance based reasoning are evaluated in Section IV.

IV. EXPERIMENTAL SETUP, RESULTS AND DISCUSSION

In this section, we conduct an experimental study on cyber-hate classification. In particular, we use four data sets collected from Twitter, regarding four types of hate speech (religion, race, disability and sexual orientation). From each data set, four different sets of features are prepared by using BOW and Doc2vec, respectively, for feature extraction and using the correlation based feature subset selection method [56] for feature selection. Also, the fuzzy approach proposed in Section III is used for training classifiers, and its performance is compared with DT, NB, SVM, GBT, DNN as well as the existing fuzzy approaches, in terms of precision, recall and F-measure for the ‘hate’ class.

A. Data

The data sets used for the study of online hate speech were collected from Twitter for a period immediately following selected ‘trigger’ events, which were: for religion, the attack on Lee Rigby in Woolwich, London on 22 May 2013 by Islamist Extremists; for race, the presidential re-election of Barack Obama starting November 6th 2012; for sexual orientation, the public announcement by Jason Collins on 30th April 2013 - the first active athlete in an American professional sports team to come out as gay; and for disability, the opening ceremony of the Paralympic games in London, UK on 29th August 2012.

Data collection used search terms based on named entities that were the focus of the events, i.e. ‘woolwich’, ‘obama’, ‘paralympic’, ‘jason collins’. These terms would include many references to the events and the main hashtags surrounding the event e.g. ‘# paralympics’. Each event produced datasets between 300,000 and 1.2 million, from which we randomly sampled 2,000 to be human coded. Coders were provided with each tweet and the question: ‘is this text offensive or antagonistic in terms of religion/race/sexual orientation/disability?’ They were presented with a ternary set of classes - yes, no, undecided. We required at least four human annotations per tweet as per the convention in related research [57]. Based on the annotation results, we can determine the agreement rate of human coders on each tweet. In particular, we removed all tweets with less than 75 percent agreement and also those upon which the coders could reach an absolute decision (i.e., the ‘undecided’ class), as suggested in [58].

The results of the annotation exercise produced four ‘gold standard’ data sets as follows: Religion - 1,901 tweets, with 222 instances of offensive or antagonistic content (11.68% of the annotated sample); Race - 1,876 tweets, with 70 instances of offensive or antagonistic content (3.73% of the annotated sample); Disability - 1,914 tweets, with 51 instances of offensive or antagonistic content (2.66% of the annotated sample); and Sexual Orientation - 1,803 tweets, with 183 instances of offensive or antagonistic content (10.15% of the annotated sample). The proportion of instances of offensive or antagonistic content, which we refer to after this point as cyber hate, is small relative to the size of the sample. However, these are random samples of the full datasets for each event and are therefore representative of the overall levels of cyber hate within the corpus of tweets.

B. Experimental Design and Results

The experimental study is divided into two parts. The first part is aimed at investigating the impacts of fusion of fuzzy classifiers trained using different fuzzy norms and instance based reasoning through KNN on text disambiguation, i.e. it is to evaluate the effectiveness of reducing the number of ambiguous instances and advancing the classification performance. The second part is aimed at further evaluation of the proposed fuzzy approach in terms of its classification performance in comparison with the state-of-the-art probabilistic approaches. For both parts of the study, the experimental design involves text preprocessing, feature extraction, feature selection and classifiers training.

In terms of text processing, each word was converted to lowercase, and stop words, punctuation, numbers were removed. Then the remaining words were stemmed using the Snowball stemmer. Furthermore, the frequencies (TF and IDF) of each word was calculated prior to extraction of a bag of words as the features. Only the features that meet the predefined minimum absolute term frequency (Eq. (1)) are selected for training classifiers, and TF-IDF is used as the value of each feature. The minimum term frequency is generally set to 2, but the frequency is set to 5 for the religion data set to avoid over high dimensionality (with a large number of non-hateful terms), since the data set contains a relatively larger number of hateful instances and terms than the other data sets. Following the above procedure, a set of $n$ feature vectors is extracted from each data set of $n$ tweets.

NG and TD are not adopted for feature extraction in this study, since the use of these methods is likely to result in a large number of zero vectors extracted from very short text in a small corpus (as pointed out in Section II-A), which would affect the effectiveness of direct comparison of the impacts of different feature extraction methods. In other words, zero vectors are generally not useful for training classifiers, and the inclusion of a large number of such vectors in the feature set would really lead to negative impacts on the training of classifiers. In this case, the obtained classification performance can not fairly reflect the effectiveness of the used feature extraction method, while the text does not present this kind of features resulting from the method.
For Doc2vec feature extraction, the text preprocessing is operated in the same procedure as the one involved in BOW feature extraction, but the word stemming step is excluded to avoid loss of the semantic information for context identification. Furthermore, distributed bag of words (DBOW) was used to learn representations of words and documents (tweet text) by predicting the context words given each target word, and the learning rate was set to 0.025 with the context window size of 2 (2 left context words and 2 right context words around the target word) to deal more effectively with short text in a small corpus. All words (to be transformed into vectors) needed to meet the minimum absolute term frequency (Eq. (1)) of 2. Following the training of embeddings with the batch size (number of words used for each batch) of 10000 over 50 epochs, all the n tweets in each data set were finally transformed into n document vectors with 100 dimensions (features).

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Religion</th>
<th>Race</th>
<th>Disability</th>
<th>Sexual Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW(full)</td>
<td>501</td>
<td>1237</td>
<td>1368</td>
<td>1226</td>
</tr>
<tr>
<td>BOW(sub)</td>
<td>17</td>
<td>13</td>
<td>7</td>
<td>35</td>
</tr>
<tr>
<td>Doc2vec(full)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Doc2vec(sub)</td>
<td>23</td>
<td>15</td>
<td>7</td>
<td>21</td>
</tr>
</tbody>
</table>

For each of the two feature sets extracted from each data set using BOW and Doc2vec, respectively, the correlation based feature subset selection method is adopted to reduce the dimensionality leading to two smaller feature sets. Therefore, there are totally four feature sets prepared for each data set and the details on the dimensionality of these feature sets are shown in Table II. In this table, BOW(full) represents that a full set of features extracted using BOW is used for training classifiers, whereas BOW(sub) represents that a subset of selected BOW features is used. The same also applies to the embeddings extracted through Doc2vec to distinguish the case of using a full feature set or a subset of selected features.

In the machine learning stage, DT classifiers were trained using the C4.5 algorithm alongside the Reduced Error Pruning (REP) method. SVM classifiers were trained using the linear kernel. For GBT training, all the attributes were used and attribute selection for each node of a tree was done using the same set of attributes. For DNN training, in order to suit better smaller data sets, we chose a network architecture that consists of two fully connected layers and 100 units in each layer. The classifiers were trained using the mean squared error (MSE) loss function and the rectified linear unit (ReLU) activation function with the learning rate of 0.01, and Stochastic Gradient Descent was used for optimizing the parameters of DNNs over 20 epochs with the batch size of 500.

In terms of fuzzy rule based classification, we selected the Min/Max norm, Product norm, Lukasiewicz norm and Yager norm, respectively, alongside the border based shrink heuristic as the parameters (based on the empirical investigation in [49] of their influences on training classifiers), for defining trapezoid membership functions in all dimensions (at the same level of granularity) and training four fuzzy classifiers. The trained fuzzy classifiers are then fused by averaging the membership degrees (obtained from these classifiers) of each instance for each class. However, as mentioned in Section III, our proposed approach involves a trained rule to complement the fixed rule for the defuzzification step, so any instances that obtain equal membership degrees to both classes would need to be classified by adopting the trained rule (instance based reasoning), instead of the fixed rule. In addition, an instance may also obtain no membership to either one of the two classes, due to the diversity of textual instances. However, this case rarely occurs from our data sets so our experiment is set to classify such instances simply to the ‘no’ class.

In terms of instance based reasoning through KNN, the SMOTE oversampling (based on the five closest instances) is adopted to deal with the class imbalance issue [59] without loss of information (which can result from undersampling that randomly delete some instances of the majority class). The value of K is generally set to 5, unless the instance based reasoning stage is not necessary due to the case that no ambiguous instance appears after fuzzy classifiers learning and fusion. In this case, the K value is set to 0, which indicates that KNN is not used in the whole procedure.

For the first part of the experimental study, the results on fuzzy classification are shown in Table III. In this table, Fuzzy1.1, Fuzzy1.2, Fuzzy1.3 and Fuzzy1.4 represent that the four fuzzy norms (Min/Max norm, Product norm, Lukasiewicz norm and Yager norm) are used, respectively, for training fuzzy classifiers. Fuzzy2 represents the case of fusion of the four fuzzy classifiers trained using the above four fuzzy norms. Fuzzy3 represents our proposed fuzzy approach that involves fuzzy2 for classifiers fusion and KNN for instance based reasoning through the use of cosine similarity.

The results shown in Table III indicate that the fusion of fuzzy classifiers trained using different fuzzy norms generally leads to effective advances in the classification performance and the adoption of KNN for instance based reasoning even leads to further advances in the classification performance following the fusion of fuzzy classifiers in most cases. For the selected subset of features extracted from the Race data set, Fuzzy3 performs the same as Fuzzy2, since there is no ambiguous instance remaining after the fusion of the fuzzy classifiers, as shown in Table IV. In other words, Fuzzy2 has successfully led to reducing the number of ambiguous instances to 0, so there is no space for Fuzzy3 to lead to further improvements.
The results shown in Table IV indicates that the fusion of fuzzy classifiers generally leads to reduction of the number of ambiguous instances. In the worst case, the number of ambiguous instances is not higher than the largest number of ambiguous instances resulting from a single fuzzy classifier.

When BOW is used for feature extraction, the further feature selection leads to a significant increase of the number of ambiguous instances, which provides more space for the instance based reasoning part of Fuzzy3 to lead to a larger improvement of the performance, in comparison with the use of a full feature set. The increase of the number of ambiguous instances is likely due to the case that the dimensionality reduction results in the increase of the firing strength of each rule. For example, when the number of dimensions is largely reduced, the minimum membership degree obtained in a dimension in the rule antecedent part is likely to become larger using the Min function of T-norm (Eq. 5).

Since the adopted correlation based feature subset selection is essentially aimed to reduce the feature-to-feature correlation but increase the feature-to-class correlation, the selected features are considered as highly relevant to the classes and the removed features are considered as redundant or irrelevant. In this context, if an instance obtains a high membership degree in one feature dimension, then it would be likely to obtain a high membership degree in the other correlated feature dimensions. Through using T-norm, the firing strength of a rule is no greater than the minimum of the membership degrees in the feature dimensions in the rule antecedent part. Also, the inclusion of the irrelevant features in some dimensions in the rule antecedent part would lead to a further decrease of the firing strength of this rule. In this case, while the redundant and irrelevant features are removed, the firing strength of a rule would be likely to get increased. However, textual instances of different classes may have some common words as relevant features, which leads to the case that an instance become ambiguous when the instance contains such common words.

When Doc2vec is used for feature extraction, the adoption of feature selection leads to a similar number of ambiguous instances in comparison with the use of a full set of features. In this case, the performance of Fuzzy3 is generally similar when using the full feature set or a subset of selected features, except for the sexual orientation data set.

For evaluation of the fuzzy classification performance, we conduct statistical analysis through the Wilcoxon rank tests [60] to identify whether the difference between our proposed fuzzy approach and the other ones is statistically significant. In particular, the comparison of different fuzzy approaches is made on the basis of each feature set prepared for each data set, i.e. there is totally 16 (4 × 4) feature sets. The results shown in Table V indicate that the adoption of Fuzzy3 leads to significant advances in the classification performance.

We also apply the Wilcoxon rank tests to identify the impacts of different feature sets on the performance of Fuzzy3. The results are shown in Table VI, which indicate that applying feature selection to the set of BOW features leads to significantly better performance of Fuzzy3, in comparison with the use of the full set of BOW features. Furthermore, the use of the subset of selected BOW features leads to better performance of Fuzzy3 in comparison with the use of the other two feature sets, but the performance difference is somewhat less than statistically significant (p-value=0.065).

In addition, we conduct complexity analysis (Table VII) in terms of the number of fuzzy rules generated using different fuzzy norms for classifiers training. We also identify the impacts of different feature sets on the number of fuzzy rules.

### Table IV

<table>
<thead>
<tr>
<th>Feature</th>
<th>Learning</th>
<th>Religion</th>
<th>Race</th>
<th>Disability</th>
<th>Sexual Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy1.1</td>
<td>Doc2vec(sub)</td>
<td>16</td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>BOW(full)</td>
<td>Fuzzy1.1</td>
<td>11</td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>Compared methods</th>
<th>p-value</th>
<th>Null Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy1.1 vs Fuzzy3</td>
<td>0</td>
<td>Reject</td>
</tr>
<tr>
<td>Fuzzy1.2 vs Fuzzy3</td>
<td>0</td>
<td>Reject</td>
</tr>
<tr>
<td>Fuzzy1.3 vs Fuzzy3</td>
<td>0</td>
<td>Reject</td>
</tr>
<tr>
<td>Fuzzy1.4 vs Fuzzy3</td>
<td>0</td>
<td>Reject</td>
</tr>
<tr>
<td>Fuzzy2 vs Fuzzy3</td>
<td>0</td>
<td>Reject</td>
</tr>
</tbody>
</table>

### Table VI

<table>
<thead>
<tr>
<th>Compared methods</th>
<th>p-value</th>
<th>Null Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW(full) vs BOW(sub)</td>
<td>0.029</td>
<td>Reject</td>
</tr>
<tr>
<td>Doc2vec(full) vs Doc2vec(sub)</td>
<td>0.353</td>
<td>Accept</td>
</tr>
<tr>
<td>BOW(sub) vs Doc2vec(full)</td>
<td>0.065</td>
<td>Accept</td>
</tr>
</tbody>
</table>

### Table VII

<table>
<thead>
<tr>
<th>Feature</th>
<th>Learning</th>
<th>Religion</th>
<th>Race</th>
<th>Disability</th>
<th>Sexual Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy1.1</td>
<td>BOW(full)</td>
<td>173</td>
<td>107</td>
<td>107</td>
<td>261</td>
</tr>
<tr>
<td>Fuzzy1.2</td>
<td>Doc2vec(sub)</td>
<td>188</td>
<td>107</td>
<td>101</td>
<td>236</td>
</tr>
<tr>
<td>Fuzzy1.3</td>
<td>BOW(sub)</td>
<td>184</td>
<td>122</td>
<td>85</td>
<td>267</td>
</tr>
<tr>
<td>Fuzzy1.4</td>
<td>Doc2vec(full)</td>
<td>189</td>
<td>109</td>
<td>104</td>
<td>246</td>
</tr>
</tbody>
</table>

---

**Table IV**: Number of ambiguous instances

**Table V**: Rank tests for performance of fuzzy classification

**Table VI**: Rank tests for impacts of feature sets on fuzzy classification

**Table VII**: Number of fuzzy rules
When BOW is used for feature extraction, the adoption of feature selection consistently leads to significant reduction of the number of fuzzy rules when using different fuzzy norms. For both the full set of BOW features and a subset of selected ones, the use of different fuzzy norms lead to similar complexity of the trained fuzzy classifiers, i.e. the numbers of rules generated using different fuzzy norms are similar.

When Doc2vec is used for feature extraction, the adoption of feature selection consistently leads to an increase of the number of rules when using the Min/Max norm and the Product norm, whereas the number of rules is consistently reduced when using the other two fuzzy norms. Moreover, the number of rules generated using the Min/Max norm or the product norm is consistently much lower than the number of rules generated using any one of the other two fuzzy norms. This phenomenon indicates that the use of embedding features is likely to result in diverse impacts of using different fuzzy norms on the complexity of the trained fuzzy classifiers.

Overall, the adoption of feature selection would generally lead to the increase of the interpretability of fuzzy classifiers, due to the reduction of the dimensionality, especially for the fuzzy classifiers trained on the subsets of selected BOW features, where the number of rules is also significantly reduced.

For the second part of the experimental study, the results on fuzzy classification are shown in Table VIII. In this table, ‘N/A’ indicates that the corresponding classifier never outputs the hate class, i.e. it is fully biased on the non-hate class.

The results shown in Table VIII indicates that Fuzzy3 outperforms the other approaches in most cases. In particular, when the full set of BOW features is used, the performance of Fuzzy3 is generally worse than the other approaches, but the adoption of feature selection leads to significant advances in the performance of Fuzzy3, which is better than the performance of other approaches, except for the Religion data set, where Fuzzy3 performs slightly worse than NB. When Doc2vec is used for feature extraction, the use of Fuzzy3 consistently shows better performance than the use of other approaches on both the full feature set or a subset of selected embedding features prepared for each data set.

Furthermore, we apply the Wilcoxon rank tests again to identify the significance level of the difference between the performance of Fuzzy3 and the one of the other approaches.

The comparison of different learning approaches is made on the same basis as the statistical analysis conducted for comparing the performance of different fuzzy approaches, i.e. there is totally 16 (4 x 4) feature sets. The results (Table IX) indicate that the use of Fuzzy3 leads to significant better performance of classification than the use of the other approaches.

Overall, the results indicate that the proposed fuzzy approach can effectively dealing with the text ambiguity issue, which overcomes the limitations of using a single fuzzy classifier, leading to considerable advances in the classification performance through fusion of multiple fuzzy classifiers trained using different fuzzy norms and instance based reasoning by KNN based on cosine similarity. Also, the proposed fuzzy approach involves diverse ways of dealing with fuzziness in text, which overcomes the limitations of probabilistic approaches assuming that each instance is clear-cut.

V. CONCLUSION

In this paper, we proposed a modified fuzzy approach for cyberhate classification. In particular, we argued that fuzzy approaches are more suitable than previously used non-fuzzy approaches that are known to perform well on hate speech data, due to the advantages of fuzzy approaches in dealing with fuzziness, imprecision and uncertainty of text. For example, fuzzy approaches are capable of providing more refined outputs by reflecting different intensities of sentiments, which is effective for detecting any ambiguous instances (i.e. checking if they obtain the same membership degrees for the two classes), so that people can be aware that further analysis of such text in more depth is necessary through fusion of multiple fuzzy classifiers and instance based reasoning.

We conducted experiments using four data sets on four types of hate speech, namely: religion, race, disability and sexual orientation. In particular, we compared the performance of the proposed fuzzy approach with the one of leading discriminative approaches to cyber hate classification (i.e. DT, NB, SVM, GBT and DNN) as well as the traditional fuzzy approaches with a fixed rule of defuzzification through a single fuzzy classifier. Also, we prepared various feature sets using two feature extraction methods alongside a feature selection method, for the purpose of evaluating the impacts of different ways of feature preparation on fuzzy classifiers. The experimental results show that the proposed fuzzy approach outperforms all other approaches in most cases and leads to a considerable improvement on the classification performance. We discussed the likelihood that the improvement is likely due to the ability of fuzzy classifiers fusion combined with KNN in dealing with fuzziness and ambiguity of text.
In future, we will aim to develop larger data sets towards increasing the text diversity, so it will be more likely to detect various cases of text ambiguity and the proposed fuzzy approach with two stage training will be investigated more broadly by exploring how to get the ambiguous instances into different groups towards in-depth disambiguation in the instance based learning step. Also, we will investigate the impact of the combination of different types of hate speech sample on the performance of training fuzzy classifiers. In this context, there is intersectionality between different types of hate speech so we will aim to explore whether the intersectionality can result in extraction of more diverse features for hate speech detection, leading to better performance of fuzzy classification. In addition, we will investigate the use of fuzzy approaches for identifying the context and topic of hate speech to better understand its use and motivations.
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