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RESTRICTION OF LAPLACE-BELTRAMI EIGENFUNCTIONS TO
CANTOR-TYPE SETS ON MANIFOLDS

SURESH ESWARATHASAN AND MALABIKA PRAMANIK

Abstract. Given a compact Riemannian manifold (M, g) without boundary, we estimate
the Lebesgue norm of Laplace-Beltrami eigenfunctions when restricted to certain fractal
subsets Γ of M . The sets Γ that we consider are random and of Cantor-type. For large
Lebesgue exponents p, our estimates give a natural generalization of Lp bounds previously
obtained in [16, 17, 33, 8]. The estimates are shown to be sharp in this range.

The novelty of our approach is the combination of techniques from geometric measure the-
ory with well-known tools from harmonic and microlocal analysis. Random Cantor sets
have appeared in a variety of contexts before, specifically in fractal geometry, multiscale
analysis, additive combinatorics and fractal percolation [19, 21, 22, 29, 30]. They play a
significant role in the study of optimal decay rates of Fourier transforms of measures, and
in the identification of sets with arithmetic and geometric structures. Our methods, though
inspired by earlier work, are not Fourier-analytic in nature.
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1. Introduction

The study of eigenfunctions of Laplacians lies at the interface of several areas of mathemat-
ics, including analysis, geometry, mathematical physics and number theory. These special
functions arise in physics and in partial differential equations as modes of periodic vibra-
tion of drums and membranes. In quantum mechanics, they represent the stationary energy
states of a free quantum particle on a Riemannian manifold.

Let (M, g) denote a compact, connected, n-dimensional Riemannian manifold without bound-
ary. The ubiquitous (positive) Laplace-Beltrami operator on M , denoted −∆g, is the primary
focus of this article. It is well-known [34, Chapter 3] that the spectrum of this operator is
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non-negative and discrete. Let us denote its eigenvalues by {λ2j : j ≥ 0}, and the correspond-
ing eigenspaces by Ej. Without loss of generality, the positive square roots of the distinct
eigenvalues can be arranged in increasing order, with

0 = λ0 < λ1 < λ2 < · · ·λj < · · · → ∞.

It is a standard fact [34, Chapter 3] that each Ej is finite-dimensional. Further, the space
L2(M, dVg) (of functions on M that are square-integrable with respect to the canonical
volume measure dVg) admits an orthogonal decomposition in terms of Ej:

L2(M, dVg) =
∞⊕

j=0

Ej.

One of the fundamental questions surrounding Laplace-Beltrami eigenfunctions targets their
concentration phenomena, via high-energy asymptotics or high-frequency behaviour. There
are many avenues for this study. Semiclassical Wigner measures provide one way to measure
concentration, as exemplified in the seminal work of Shnirelman [31], Zelditch [38], Colin
de Vèrdiere [9], Gérard and Leichtnam [12], Zelditch and Zworski [39], Helffer, Martinez
and Robert [14], Rudnick and Sarnak [27, 28], Lindenstrauss [23], and Anantharaman [1].
Another direction involves growth of the Lp norms of these eigenfunctions. The contribution
of this article lies in the latter category. Specifically, it describes the L2(M) → Lp(Γ)
mapping property of a certain spectral projector (according to the spectral decomposition
above), where Γ is a fractal-type subset of M . In particular, Γ does not enjoy any smooth
structure, a point of departure from prior work where this feature was heavily exploited.
We begin by reviewing the current research landscape that will help place the main result
Theorem 1.3 in context.

1.1. Literature review. The Weyl law, itself a major topic in spectral theory, provides an
L∞ bound on eigenfunctions on M [16]. The first results that establish Lp eigenfunction
bounds for p <∞ are due to Sogge [33].

Theorem 1.1. [33] Given any manifold M as above and p ∈ [2,∞], there exists a constant
C = C(M, p) > 0 such that the following inequality holds for all λ ≥ 1:

‖ϕλ‖Lp(M) ≤ C(1 + λ)δ(n,p)‖ϕλ‖L2(M), with

δ(n, p) =





n− 1

4
− n− 1

2p
, if 2 ≤ p ≤ 2(n+ 1)

n− 1
,

n− 1

2
− n

p
, if

2(n+ 1)

n− 1
≤ p ≤ ∞.





(1.1)

Here ϕλ is any eigenfunction of −∆g corresponding to the eigenvalue λ2. The bound is sharp
for the n-dimensional unit sphere M = Sn, equipped with the surface measure.

Historically, an important motivation and source of inspiration for this line of investigation
has been the Fourier restriction problem, which explores the behaviour of the Fourier trans-
form when restricted to curved surfaces in Euclidean spaces. In fact the Stein-Tomas L2

restriction theorem [36], originating in Euclidean harmonic analysis, was a key ingredient
in an early proof of Theorem 1.1 for the sphere. Indeed, Theorem 1.1 may be viewed as a
form of discrete restriction on M where the frequencies are given by the spectrum of the
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manifold, see for example [32]. Conversely, it is possible to recover the L2 restriction theo-
rem for the sphere from a spectral projection theorem such as Theorem 1.1 applied to the
n-dimensional flat torus. The lecture notes of Yung [37, Section 2] contain a discussion of
these implications.

Theorem 1.1 permits a number of independent proofs. For an argument that involves well-
known oscillatory integral estimates of Hörmander applied to the smooth spectral projector
(denoted ρ(λ−

√
−∆g)), we refer the reader to the treatise [34]. The semi-classical approach

of Koch, Tataru and Zworski [20] has also yielded many powerful applications.

Finer information on eigenfunction growth may be obtained through Lp bounds on ϕλ when
restricted to smooth submanifolds of M . One expects ϕλ to assume large values on small
sets. Thus its Lp-norm on a Lebesgue-null set such as a submanifold, if meaningful, is typi-
cally expected to be larger in comparison with the Lp norm taken over the entire manifold
M , as given by Theorem 1.1. The first step in this direction is due to Reznikov [26], who
studied eigenfunction restriction phenomena on hyperbolic surfaces via representation theo-
retic tools. The most general results to date on restricted norms of Laplace eigenfunctions
are by Burq, Gérard and Tzvetkov [8], and independently by Hu [18]. The work of Tacy
[35] has extended these results to the setting of a semi-classical pseudo-differential operator
(not merely the Laplacian) on a Riemannian manifold, while removing logarithmic losses at
a critical threshold. Another particular endpoint result is due to Chen and Sogge [10]. We
have summarized below the currently known best eigenfunction restriction estimates for a
general manifold, combined from this body of work and for easy referencing later.

Theorem 1.2. [8, 18, 35] Let Σ ⊂M be a smooth d-dimensional submanifold ofM , equipped
with the canonical measure dσ that is naturally obtained from the metric g. Then for each
p ∈ [2,∞], there exists a constant C = C(M,Σ, p) > 0 such that for any λ ≥ 1 and any
Laplace eigenfunction ϕλ associated with the eigenvalue λ2, the following estimate holds:

(1.2) ‖ϕλ‖Lp(Σ,dσ) ≤ C (1 + λ)δ(n,d,p)‖ϕλ‖L2(M,dVg).

The exponent δ(n, d, p) admits a multi-part description. Specifically,

(1.3) δ(n, n− 1, p) =





n− 1

4
− n− 2

2p
, for 2 ≤ p ≤ 2n

n− 1
,

n− 1

2
− n− 1

p
, for

2n

n− 1
≤ p ≤ ∞.





For d 6= n− 1,

(1.4) δ(n, d, p) =
n− 1

2
− d

p
, for 2 ≤ p ≤ ∞ and (d, p) 6= (n− 2, 2).

For (d, p) = (n − 2, 2), the exponent δ(n, d, p) is still given by (1.4); however, there is an

additional logarithmic factor log1/2(λ) appearing in the right hand side of inequality (1.2).

The proofs in [8] and [10] use a delicate analysis of oscillatory representations of the smoothed
spectral projector ρ(λ −

√
−∆g) restricted to submanifolds Σ, combined with refined esti-

mates influenced by the considered geometry. Alternatively, [18] uses general mapping prop-
erties for Fourier integral operators with prescribed degenerate canonical relations to obtain
bounds for the oscillatory integral operators in question. There are several recurrent features
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in these proofs; namely, stationary phase methods, arguments involving integration by parts,
operator-theoretic convolution inequalities. This methodology heavily relies on the fact that
the underlying measures are induced by Lebesgue, which in turn is a consequence of M and
Σ being smooth manifolds. The present article explores the accessibility of this machinery
in the absence of smoothness, and aims to find working substitutes when such methods are
unavailable. This leads to a discussion of our main results.

1.2. Main results. An interesting feature of the exponents δ(n, p) and δ(n, d, p) occurring in
Theorems 1.1 and 1.2 respectively is that for large p, they are both of the form (n−1)/2−α/p,
where

α = dimension of the space on which the Lp norm of ϕλ is measured

=

{
dim(M) = n in Theorem 1.1,

dim(Σ) = d in Theorem 1.2.

}
(1.5)

In view of this commonality in (1.1), (1.3) and (1.4), we pose the following question: is
there a class of “sparser” sets Γ ⊆ Σ, or equivalently a class of measures µ that are singular
relative to the canonical measure on Σ, with respect to which we can estimate the growth
of our eigenfunctions ϕλ? The optimal scenario would be to obtain bounds that reflect the
dimensionality of the set Γ in the same way that Theorems 1.1 and 1.2 do. We answer this
by presenting the main result of our article.

Theorem 1.3. Fix positive integers n ≥ 2 and 1 ≤ d ≤ n. Let Σ be a smooth, d-dimensional
submanifold of M . For each ε ∈ [0, 1), we define the critical exponent

(1.6) p0 = p0(n, d, ε) :=
4d(1 − ε)

n− 1
.

Then for each choice of n, d,Σ and ε, there is a probability space (Ω,B,P∗) depending on
these parameters that obeys the properties listed below.

(a) For P∗-almost every ω ∈ Ω there exists a Cantor-type subset Γω ⊂ Σ, equipped with a
natural probability measure νω, such that the set Γω has Hausdorff dimension d(1 − ε).
For ε = 0, νω is singular with respect to the natural surface measure on Σ induced by the
Riemannian metric g.

(b) For P∗-almost every set Γω obtained in (a) there exists a finite constant C = C(ω, n, d, p, ε) >
0 such that for all λ ≥ 1, we have the eigenfunction estimate

(1.7) ‖ϕλ‖Lp(Γω ,νω) ≤ Cλδp Φ(λ) ‖ϕλ‖L2(M,dVg).

Here ϕλ denotes any L2-eigenfunction associated with the eigenvalue λ2 for the Laplace-
Beltrami operator −∆g on M . For p0 > 2, the exponent δp is given by

(1.8) δp = δp(n, d, ε) :=





n− 1

4
, if 2 ≤ p ≤ p0,

n− 1

2
− d(1 − ε)

p
, if p ≥ p0.





For p0 ≤ 2, the exponent δp = (n− 1)/2− d(1− ε)/p for 2 ≤ p ≤ ∞. The quantity Φ(λ)
appearing in (1.7) is an increasing function that grows slower than any positive power of
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λ; specifically, Φ is of the form

(1.9) Φ(λ) = exp(C ′√log(λ)),

where C ′ = C ′(n, d, p, ε) > 0 is an explicit constant.

(c) The exponent δp in the above estimate is sharp in general for p ≥ max(p0, 2), in the
following sense. Suppose that Σ is any d-dimensional submanifold of the n-dimensional
unit sphere M = Sn, d ≤ n. Fix ε ∈ (0, 1].

There exists a sequence of L2-normalized spherical harmonics {ϕλj
: j ≥ 1} with λj ր ∞

such that for P∗-almost every set Γω obtained above and for every p ≥ p0, one can find
a constant C = C(ω, p) > 0 verifying the lower bound

(1.10) ‖ϕλj
‖Lp(Γω ,νω) ≥ Cλ

δp
j Φ(λj)

−1

for all λj sufficiently large.

1.3. Remarks. Let us pause for a moment to contextualize some of the important features
of our result, and expand on directions of further improvement.

1. For p ≥ p0, the exponent δp in Theorem 1.3 (b) is of the same form alluded to in (1.5),
namely δp = (n − 1)/2 − α/p with α = d(1 − ε). Thus our result may be viewed as
a natural interpolation between the global estimates in [33] and the smooth restriction
estimates in [8], bridging the estimates across a family of sets with continuously varying
Hausdorff dimensions.

2. To the best of our knowledge, Theorem 1.3 is the first result of its kind in several dis-
tinct categories. First, it offers, for every manifold M and every smooth submanifold Σ
therein, eigenfunction bounds over non-smooth subsets of positive but non-integral Haus-
dorff dimension. Second, even for integers m, our result produces new sets of dimension
m, for example with (n, d, ε) = (2, 2, 1/2), that are not necessarily contained in any
m-dimensional submanifold, and yet capture the same eigenfunction growth bounds as
smooth submanifolds of the same dimension, up to sub-polynomial losses. Third, when
ε = 0, our result provides examples of singular measures supported on submanifolds with
respect to which the eigenfunctions obey the same Lp growth bounds as with the induced
Lebesgue measure on the same submanifold. This is reminiscent of an earlier article by
 Laba and Pramanik [22], where the authors construct a random Cantor-type measure with
respect to which the maximal averaging operator has the same Lp mapping properties as
the Hardy-Littlewood maximal function (where the underlying measure is Lebesgue).

3. As in [8, 18], the proof of Theorem 1.3 yields estimates not merely for the eigenfunctions
ϕλ, but also for the smoothed spectral projector on M . The sharpness statement for
p ≥ p0 continues to hold for such operators.

4. On the other hand, Theorem 1.3 leaves room for improvement on several fronts. As we
will explain in the next section, our methods may be viewed as a fractal adaptation of [8,
Theorem 1], which itself ignores oscillations inherent in an underlying operator. While
this yields sharp results (excluding the Φ(λ) factor) in the full range 2 ≤ p ≤ ∞ if p0 ≤ 2,
it fails to produce the optimal range of exponents for p0 > 2. Effectively harnessing the
oscillation in the fractal analogue of the problem to obtain generalizations of [8, Theorem
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3] requires new ideas and presents substantial technical challenges. We plan to return to
this in a future project.

5. Our estimates, though sharp for general M and Σ, can be improved in special situations.
This will be the case, for instance, when M = Tn, the n-dimensional flat torus (which ad-
mits a stronger Weyl law), or if the submanifold Σ in a general manifold M has additional
geometric properties, for example if Σ is a curve of nonvanishing geodesic curvature. This
is consistent with similar results of this type for smooth submanifolds, see for example [8,
Theorem 2], [4, 7, 13, 3] and the bibliography therein. We pursue this direction in greater
detail in upcoming work.

6. The blow-up factor Φ(λ), which is super-logarithmic but sub-polynomial, is an artifact
of the choices of parameters needed for the random Cantor construction, see Section 2.6.
Many alternative parameter choices are possible within the framework of this construction,
some of which yield logarithmic blow-up in lieu of Φ(λ), at the cost of additional technical
challenges. We have opted not to pursue these improvements here. However, all estimates
of this type will be accompanied by some blow-up. It is an interesting question whether
there exists a member of this class of random sets for which such losses can be avoided.

7. The random measures νω that we construct and their supporting sets Γω have many ana-
lytic and geometric properties that are not directly exploited in the proof. In particular,
these measures have optimal Fourier decay subject to the Hausdorff dimension of their
support. More precisely, for almost every ω, our measures obey

∣∣ν̂ω(ξ)
∣∣ ≤ Cξ

(
1 + |ξ|

)−d(1−ε)/2
, |ξ| ≥ 1,

where Cξ is a function that grows slower than any positive power of |ξ|. In other words,
the sets Γω in Theorem 1.3 have the same Fourier dimension as their Hausdorff dimension,
i.e. they are almost surely Salem.

Fourier decay of measures have long been known to play an important role in eigenfunction
restriction problems. For instance, it appears in the work of Bourgain and Rudnick [7],
where the authors obtain significant improvements on the general estimates of [8] in the
special case ofM = Tn, n = 2, 3. More generally, the study of harmonic-analytic principles
(such as Fourier decay, fractal analogues of the uncertainty principle, study of oscillatory
integrals and operators) in settings where standard techniques (such as integration by
parts or stationary phase) are not viable have led to major developments in spectral theory,
for instance in the work surrounding resonance gaps in infinite-area hyperbolic surfaces
[25, 5, 6]. We explore the mapping properties of convolution operators on random Cantor
measure spaces, and establish Young-type inequalities for such measures. However, our
methods are not Fourier-analytic in nature. This is another point of similarity of our work
with [22], where a similar random Cantor set was constructed, but whose Fourier-analytic
properties were not directly relevant to the proof.

8. Restriction of eigenfunctions to fractals has appeared in a related but distinct line of
inquiry that addresses spatial equidistribution of eigenfunctions restricted to subsets of
manifolds, instead of norm growth. Most recently Hezari and Rivière [15] have estab-
lished, in the specific setting of the flat torus Tn, spatial equidistribution of a density one
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subsequence of eigenfunctions on sets of possibly fractional Hausdorff dimension. In fact,
Corollary 2.7 of [15] proves L2-restriction estimates of this density one subsequence for a
wider class of measures that the one used in this paper. This addresses a special case of
a conjecture in [7] on L2-restriction to hypersurfaces. It would be of interest to explore
the issue of equidistribution for the entire sequence of toral eigenfunctions for the class of
random Cantor sets considered in this paper.

1.4. Overview of the proof. The broad strokes of our approach follow that of [8, Theorem
1], so we briefly review the main ideas involved here.

1. One starts with a microlocal approximation Tλ of the smoothed spectral projector ρ(λ−√
−∆g). The approximation Tλ is an oscillatory integral operator, whose phase function

is essentially the distance function in the ambient Riemannian metric.

2. The TT ∗ method applied to TλT
∗
λ reduces the problem to estimating the Lp of the latter

operator on the restricted set γ, which for [8, Theorem 1] was a smooth curve on M .

3. The integration kernel of TλT
∗
λ is itself an oscillatory integral, with a nondegenerate phase

function. The method of stationary phase, applied to this oscillatory integral, yields a
pointwise upper bound on the kernel, leading to a pointwise bound on the operator TλT

∗
λ .

The dominating operator is a convolution, with an explicit convolving factor.

4. The proof is then completed by invoking Young’s convolution inequality for the Lebesgue
measure on R. The admissible exponents of the inequality are precisely those for which
the convolving factor is integrable.

A careful analysis of [8, Theorem 1], which we carry out in Section 3, shows that steps 1, 2
and 3 above extend with minor revisions to the setting of an arbitrary measure space, with
γ replaced by Γω. A noteworthy point of departure is the following. Whereas the natural
measure on the curve γ used in [8] is absolutely continuous with respect to the translation-
invariant Lebesgue measure on R, the measure νω accompanying our Cantor set Γω is no
longer translation invariant. The proof thus fails critically at the last step, since Young’s
convolution inequality is unavailable, indeed known to be false, in general measure spaces.
The main contribution of this article is in deriving an analogue of Young’s inequality for the
convolution kernel Kλ that appears in the pointwise upper bound in step 3, and for the special
class of random Cantor measures constructed earlier in the paper (in Section 2). Specifically,
this involves estimation of the quantity sup

{
‖Kλ(u−·)‖Lp(νω) : u ∈ Γω

}
for almost every ω ∈

Ω. The transition from the desired operator norm of TλT
∗
λ to the quantity above has been

formalized in Proposition 3.3, aided in turn by a generalized Schur-type inequality proved in
Section 11. A substantial portion of the article, ranging from Sections 4 to 9, is devoted to
the estimation of this last quantity, through a series of successive reduction to various random
sums. Critical elements of our analysis include large deviation inequalities due to Bernstein
and Azuma (summarized at the end of Section 12), discretization of continuous random
variables represented by the random integrals (see Section 7.2) and interaction between
length scales of the fractal construction with the spectral parameter λ.

The layout of our article and logical dependencies among various sections are described in the
diagram below. Section 2 is dedicated to the construction of a probability space of random
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Cantor-type sets Eω ⊆ [0, 1]d, whose elements are almost surely of dimension d(1 − ε); see
Lemma 2.4. These sets Eω, when mapped to the d-dimensional submanifold Σ ⊆ M via a
coordinate chart, yield the desired sets Γω ⊆ Σ. The accompanying probability measure νω
is the push-forward of the natural Cantor measure µω on Eω. The proof of Theorem 1.3
(a) appears as a consequence of Lemma 2.4 in Section 2.8. Section 3 sets up the microlocal
analysis background regarding the smooth spectral projector, providing in particular an
explicit asymptotic expansion whose leading term becomes the main object of interest. The
proof of Theorem 1.3 (b) appears here, modulo an important integration kernel estimate in
Proposition 3.4 whose proof is taken up in subsequent sections. This section also contains
our adaptation of Young’s inequality for general measures in Proposition 3.3, with its proof
relegated to Section 11. The technical work on estimating sup

{
‖Kλ(u − ·)‖Lp(νω) : u ∈ Γω

}

begins in Section 4 where we introduce a deterministic function Θ(λ; s, ̺;κ). This function
Θ will be shown to control all the successive approximations of our integration kernel in
later sections. Sections 5 through 9 encompass these approximating steps. Section 10 proves
sharpness of Theorem 1.3, namely part (c), for p above the critical exponent. The key
probabilistic tools and associated results that have been used repeatedly throughout the
article have been collected in Section 12.

Theorem 1.3

Part (a) Part (b) Part (c)

Section 2

Section 12

Section 3

Section 4

Section 5

Section 6

Proposition 6.1

Section 7

Proposition 6.2

Section 8 Section 9

Section 12

Section 10

Section 12

Section 11
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2. Preliminaries

2.1. A general Cantor-type construction. All the fractal subsets of [0, 1]d considered in
this paper are obtained using a Cantor-type iteration, whose basic features we now describe.
There are two main ingredients in the construction; namely, a choice of successive scales and
a selection mechanism at each scale.

Fix a nondecreasing sequence of positive integers {Nk : k ≥ 1} with

(2.1) δ−1
k = Mk = N1N2 . . . Nk.

Using the notation Zm := {1, · · · ,m}, we define a class of multi-indices

I(k, d) :=
{
ik = (i1, . . . , ik); ij ∈ Zd

Nj
, 1 ≤ j ≤ k

}
, and(2.2)

I∗ :=
⋃{

I(k, d) : k ≥ 1
}
.(2.3)

The interpretation of the integers Nk and the multi-indices ik is the following. At step k,
the unit cube [0, 1]d is partitioned into subcubes of sidelength δk with sides parallel to the
coordinate axes. These subcubes, which we term cubes of the k-th generation, are indexed
by ik. Each such cube is of the form

Q(ik) = α(ik) + [0, δk]d, with

α(ik) =
i1 − 1̄

N1

+
i2 − 1̄

N1N2

+ · · · +
ik − 1̄

N1 . . . Nk

.(2.4)

Here 1̄ = (1, . . . , 1) ∈ Rd. The expression (2.4) above should be thought of as a finite “digit
expansion” of α(ik) with respect to the base string (N1, N2, · · · ). Every point in the unit
cube has a possibly infinite digit expansion with respect to this base sequence. Further, such
a digit expansion is unique, except for countably many points in the unit cube. We note
that the cubes of any given generation have disjoint interiors. Further, each k-th generation
cube gives rise to exactly Nd

k+1 children, as follows:

Q(ik) =
⋃{

Q(ik, ik+1) : ik+1 ∈ Zd
Nk+1

}
.

Thus any two distinct cubes Q(i) and Q(j) with i, j ∈ I∗ must satisfy exactly one of the
relations

Q(i) ( Q(j), or Q(j) ( Q(i), or int(Q(i)) ∩ int(Q(j)) = ∅.

To specify a selection algorithm, we fix for each k ≥ 1 an ordered set Yk := {Yk(ik); ik ∈
I(k, d)} whose elements are either 0 or 1. Set X1(i1) := Y1(i1),

Xk(ik) := Xk−1(ik−1)Yk(ik) where ik = (ik−1, ik),(2.5)

Xk := {Xk(ik) : ik ∈ I(k, d)}, Pk := #{ik : Xk(ik) = 1},
Qk := {Q(ik) : ik ∈ I(k, d), Xk(ik) = 1}, Q∗ :=

⋃

k

Qk.

The relevance of these definitions is the following. A total of Pk cubes of the k-th generation
are chosen at step k, the marker of selection being Xk(ik) = 1. We call the selected ones the
basic cubes of the k-th generation. The collection Qk, which is indexed by ik with Xk(ik) = 1,
specifies the cubes Q(ik) that are selected. If Xk(ik) = 0, then so is Xℓ(iℓ) for any ℓ > k
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with πk(iℓ) = ik, by (2.5). Here πk denotes the projection onto the first k vector coordinates
in Rd. Thus, once a cube is discarded at a given step, its descendants are eliminated from
consideration for the remainder of the construction. The union of the cubes in Qk therefore
gives rise to a decreasing sequence of closed sets.

Given these quantities, we define the successive nested iterates Ek of the construction, and
the limiting set E:

(2.6) E0 := [0, 1]d, Ek :=
⋃

{Q(ik) : Xk(ik) = 1} =
⋃

{Q : Q ∈ Qk}, E :=
∞⋂

k=1

Ek.

We always assume that |Ek| = Pkδ
d
k → 0, so that E is a Lebesgue-null set. On the other

hand,

(2.7) E 6= ∅ if and only if Pk 6= 0 for each k ≥ 1.

2.2. A Cantor measure. Our next task is to define a probability measure µ on E. This is
a standard procedure, so we briefly sketch the details. For each k ≥ 1, we define the function

(2.8) µk := 1Ek
/|Ek| =

1

Pkδdk

∑

ik

Xk(ik)1Q(ik),

which is a probability density function that assigns a uniform mass of 1/Pk to each basic
cube at step k. It is easy to see that the sequence {µℓ(Q) : ℓ ≥ 1} converges for all cubes
Q ∈ Q∗. Let us denote its limit by µ0(Q), and observe that

µ0(Q) = lim
ℓ→∞

µℓ(Q) = µk(Q) =
1

Pk

for all Q ∈ Qk.

The set function µ0 initially defined on Q∗ is a pre-measure. By the Carathéodory extension
theorem (see for example Proposition 1.7 in [11]), there exists a Borel probability measure
µ on [0, 1]d given by

(2.9) µ(A) := inf
{∑

i

µ0(Ui) : A ∩ E ⊆
⋃

Ui, Ui ∈ Q∗
}
.

The measure µ coincides with µ0 on Q∗. In particular, µk → µ in the weak-* topology, i.e.
for all f ∈ C

(
[0, 1]d

)
∫
f µk →

∫
f µ as k → ∞.

2.3. Hausdorff dimension. The set E defined in (2.6) obeys certain dimensionality bounds
given in terms of the construction parameters.

Lemma 2.1. Let dimH(E) denote the Hausdorff dimension of E constructed above. Then

dimH(E) ≤ lim inf
k→∞

log(Pk)

− log(δk)
,(2.10)

dimH(E) ≥ s0 := lim inf
k→∞

log(Pk/N
d
k )

− log(δk−1)
.(2.11)
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Proof. The relation (2.10) is a standard result that follows immediately from the statement
of Proposition 4.1 in [11]. The proof of (2.11) is an easy adaptation of Lemma 2.1 of [22],
which we include for completeness. Our main tool here is Frostman’s lemma (see for example
Theorem 8.8 in [24] or Section 4.1 of [11]), which says

dimH(E) = sup

{
s :

∃ a probability measure ν supported on E and a constant 0 < C <∞
such that ν(B(x; r)) ≤ Crs for all x ∈ Rd and r > 0.

}
.

Since any ball of radius r can be covered by an axes-parallel cube of sidelength 2r, the claim
(2.11) would follow if we prove the following: for µ defined as in Section 2.2 and every s < s0,
there is a constant Cs > 0 for which the estimate

(2.12) µ(J) ≤ Csr
s

holds for all axes-parallel cubes J of sidelength r. To this end, fix a small number r > 0
and let k = k(J) denote the unique index such that δk+1 ≤ r < δk. The number of basic
cubes in Qk+1 that can intersect J is either: (i) at most 2dNd

k+1 as J may intersect at most
2d adjacent cubes in Qk, or (ii) the natural upper bound of |J |/δdk+1, since the cubes in Qk+1

have disjoint interiors. From the definition (2.9) of µ, we see that

µ(J) ≤ P−1
k+1 min

[
2dNd

k+1,
|J |
δdk+1

]

≤ P−1
k+1

(
2dNd

k+1

)1−θ
( |J |
δdk+1

)θ

≤ 2d Nd
k+1

Pk+1δdθk
rdθ.

Here 0 ≤ θ ≤ 1 is a constant to be determined shortly. Setting s = dθ, we observe that
(2.12) is met provided Nd

k+1/Pk+1δ
s
k is uniformly bounded for all sufficiently large k. This

happens precisely when s < s0, completing the proof. �

2.4. Random Cantor sets. We now delve into the probabilistic construction which gener-
ates our desired Cantor-type sets. The basic procedure is as in Section 2.1, with the crucial
additional point that the sequence Xk is now randomized. Recall the definitions of Mk, Nk

and I(k, d) from (2.2) and the discussion preceding it.

The underlying measure space under consideration is

Ω =
∞∏

k=1

Ωk, where Ωk =
∏

ik∈I(k,d)
Ξk(ik), with Ξk(ik) = {0, 1}.

Thus Ωk consists of all binary strings of length Md
k . We denote a “random” string in Ωk

by Yk = {Yk(ik) : ik ∈ I(k, d)}. The set Ω is the collection of all infinite binary strings
ω = (Y1,Y2, · · · ), with Yk ∈ Ωk. As described in Section 2.1, every ω ∈ Ω generates a
Cantor-type set E(ω).

We now assign a probability measure to Ω. For a collection of small positive numbers εk to
be specified, set

(2.13) pk = N−dεk
k
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which will serve as the “selection probability” at step k. For each k ≥ 1 and ik ∈ I(k, d), the
two-point set Ξk(ik) = {0, 1} is endowed with the probability measure λk, where

λk({1}) = probability of the event {Yk(ik) = 1} = pk, and

λk({0}) = probability of the event {Yk(ik) = 0} = 1 − pk.

The space Ωk is equipped with a product probability measure that is a finite #(I(k, d))-fold
Cartesian product of the measures λk, with one copy of λk for each ik ∈ I(k, d). In other
words,

Pk =
∏

ik∈I(k,d)
λk.

This means that for every binary string η = (η1, · · · , ηMd
k
) ∈ Ωk,

Pk({η}) = probability of {Yk = η} = p
|η|
k (1 − pk)M

d
k
−|η| where

|η| = η1 + · · · + ηMd
k

= number of 1-s in the string η.

Finally, the measure P on Ω is the product probability measure of the measures Pk. In sum-
mary, the random vectors {Yk : k ≥ 1} across different scales are independent. The scalar
entries {Yk(ik) : ik ∈ I(k, d)} within a single scale Yk are independent as well; in addition,
they are identically distributed as Bernoulli random variables with success probability pk.
On the other hand, it is important to note that the random variables {Xk : k ≥ 1} defined
as in (2.5) are not independent.

Before proceeding further, we need to ensure that the limiting sets E = E(ω) obtained in
this manner are nonempty, with nonzero probability.

Lemma 2.2. Assume that the construction parameters Nk and εk defining (2.13) are chosen
so that

(2.14)
∞∑

k=1

(1 − pk)N
d
k < 1.

Then for the construction described above, P(E is nonempty) > 0.

Proof. It suffices to show that the probability of the complementary event, namely when E
is empty, is bounded from above by the left hand side of (2.14). Accordingly, we express
this event as a disjoint union:

{E is empty} =
∞⋃

k=1

{
∃k such that Ek is empty

}

=
⋃̇{

Pk = 0 but Pk−1 > 0
}

⊆
∞⋃

k=1

{
∃ i ∈ I(k − 1, d) such that Yk(ik) = 0 ∀ ik = (i, ik) ∈ I(k, d)

}
.

The k-th event in the last union of sets can happen only if there are at least Nd
k independent

Bernoulli random variables Yk(ik) at the k-th stage that vanish. Since each Yk(ik) assumes

the value 1 with probability pk, the probability of this k-th event is at most (1 − pk)N
d
k ,

completing the proof. �
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In view of Lemma 2.2, we can define the conditional probability measure P∗ as follows: for
any measurable set A,

(2.15) P∗(A) :=
P(A ∩ {E 6= ∅})

P(E 6= ∅)
.

Most of the probabilistic statements made in this paper will be with respect to P∗.

2.5. Quantitative estimates of Pk. We pause a moment to record some bounds on Pk

that will play a crucial role in the sequel. Set

(2.16) P k := N
d(1−εk)
k Pk−1, Rk :=

k∏

j=1

N
d(1−εj)
j .

Note that while Pk is a random variable given by Xk, the random variable P k depends only
on Xk−1. The quantity Rk on the other hand is purely deterministic.

Lemma 2.3. Assume that the construction parameters Nk and εk obey (2.14) and

(2.17)
∞∑

k=1

log k N
−d(1−εk)/2
k <∞.

Then for P∗-almost every ω ∈ Ω, there exist constants C1, C2 ≥ 1 depending on ω such that
for every k ≥ 1, the following two estimates hold:

|Pk − P k| ≤ C1

√
log(k + 1) max

(
P k, log(k + 1)

) 1
2 ,(2.18)

C−1
2 Rk ≤ Pk ≤ C2Rk.(2.19)

Proof. Estimates of this type are consequences of large deviation inequalities ubiquitous in
the probabilistic literature, and have also appeared in previous work on random construction
of sets, see for instance [21, 22]. For completeness, we include the proof of (2.18) and (2.19)
in the Section 12. �

2.6. Choice of construction parameters. So far, we have not specified values of Nk and
εk that are used in the random construction of our Cantor sets. We do so now. Even though
a vast majority of our results will continue to hold for very general choices of large Nk and
small εk, we set down two specific choices of (Nk, εk)-pairs that will be used as reference
points for the rest of the analysis. They are

Nk := Nk, εk =
γ

k
, and(2.20)

Nk := Nk, εk = ε.(2.21)

In (2.20), N ≥ 1 is a fixed large integer and 0 < γ < 1 is a small constant such that Nγ is
large. In (2.21), N is a fixed large integer and 0 < ε < 1 is an arbitrary constant independent
of N . We leave the reader to verify that both (2.14) and (2.17) hold for these choices of Nk

and εk, so that P∗ is well-defined according to (2.15).
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2.7. Almost sure Hausdorff dimension. The relevance of the choices of εk in (2.20) and
(2.21) is clarified in the following lemma.

Lemma 2.4. For the random construction described in Section 2.4, and for P∗-almost every
ω ∈ Ω, the corresponding set E = E(ω) obeys the dimensional bound

(2.22) dimH(E) =

{
d for Nk and εk as in (2.20),

d(1 − ε) for Nk and εk as in (2.21).

Proof. Note that Mk = δ−1
k = Nk(k+1)/2 for both choices (2.20) and (2.21). In view of

(2.16) and (2.19), the quantity Pk is P∗-almost surely bounded above and below by constant
multiples of

(2.23) Rk =
k∏

j=1

N
d(1−εj)
j =





k∏

j=1

Ndj(1−γ/j) = Ndk(k−1)/2 for (2.20),

k∏

j=1

Ndj(1−ε) = Nd(1−ε)k(k+1)/2 for (2.21).





With these choices of δk and Rk, it is now easy to check that

lim inf
k→∞

log(Pk/N
d
k )

− log(δk−1)
= lim inf

k→∞

log(Pk)

− log(δk)
= lim

k→∞

log(Rk)

− log(δk)
,

and that the value of the limit is precisely the quantity in the right hand side of (2.22) in
the two cases. The desired conclusion now follows from Lemma 2.1. �

Remark: Lemma 2.4 says that dε should be viewed as a marker of “codimension” of the set
E, which therefore is independent of γ (for (2.20)) and N (for both (2.20) and (2.21)). We
therefore fix N and γ as absolute constants that will not change in the sequel; for instance,
N = 106 and γ = 1/3 will suffice. The quantity ε will vary. For notational consistency, we
will henceforth set ε = 0 for the case given by (2.20).

2.8. Fractal subsets of manifolds. In this subsection, we describe how to transfer our
Cantor set constructions from a unit cube to the setting of a Riemannian (sub)manifold.
Given a compact n-dimensional Riemannian manifold M , let Σ ⊂M be a smooth embedded
(sub)manifold of dimension 1 ≤ d ≤ n, equipped with the restricted Riemannian metric
naturally endowed by g. Let (U, ϕ) be a local coordinate chart on Σ, where U ⊆ Rd is an
open set containing [0, 1]d and ϕ : U → ϕ(U) →֒ Σ is a smooth embedding. For a random
Cantor set E = E(ω) with ω ∈ Ω constructed as in Section 2.4, we define the corresponding
random set Γω in Σ by setting

Γω := ϕ(E(ω)), provided E(ω) 6= ∅.

2.8.1. Proof of Theorem 1.3 (a).

Proof. Since ϕ is a diffeomorphism, it is bi-Lipschitz, and hence preserves Hausdorff dimen-
sion [11, Corollary 2.4]. Thus dimH(Γω) = dimH(E(ω)). The result of Theorem 1.3 (a) now
follows from Lemma 2.4. �
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2.8.2. A measure on Γω. If µ = µω is the probability measure on E = E(ω) defined as
in Section 2.2, we define the corresponding measure ν = νω on Γ = Γω as follows: for
f ∈ C∞(M),

(2.24)

∫

Γ

f dν :=

∫

E

f ◦ ϕ(u)
√

det g(u) dµ(u).

Since det(g) is a positive smooth function that is bounded above and away from zero on

U , the weight factor
√

det(g) in (2.24) is a benign one, in the sense that it can be replaced
by constants in many operator-theoretic estimates. Let dVg denote the canonical volume
measure on M bestowed by g. We will study the restriction of eigenfunctions normalized in
L2(M) = L2(M, dVg) to the Cantor set Γ = Γω equipped with the measure ν = νω.

3. Microlocal preliminaries

Our study of eigenfunction restriction estimates is based on an explicit integral representation
of an underlying operator Tλ, called the smoothed spectral projector, in local coordinates.
The formulation of the spectral projector Tλ as a Fourier integral operator is well-known and
ubiquitous in the literature (see [34] and the references therein). This is stated in Theorem
3.1 below for completeness. After restricting Tλ to a random Cantor set Γ as specified in
Section 2.8, we arrive at

(3.1) Tλ := Tλ

∣∣∣
Γ
,

which is the main operator of interest. A microlocal analysis of the integral kernel of the
resulting symmetrized operator TλT ∗

λ is a key tool in determining Lebesgue mapping proper-
ties of Tλ. We will relate this kernel with that of the unrestricted normal operator TλT

∗
λ . In

Theorem 3.2, we recall a standard asymptotic expansion of the kernel of the latter operator.
This section is devoted to a recollection of classical facts, stated largely without proof but
with suitable references. Collectively, they provide a roadmap leading up to the proof of
Theorem 1.3 in Section 3.5, modulo a probabilistic kernel estimate that has been specified
in Proposition 3.4 and will be proved in later sections.

3.1. The smoothed spectral projector. Let us consider a Riemannian uniformly normal
neighbourhood of a base point x0 ∈ M . Let κ > 0 denote the radius of a geodesic ball
centred at x0 contained in this neighbourhood. Without loss of generality and due to our
normal coordinate system, we can write x0 = 0, the origin in Rn = Tx0M . We set V = {y ∈
Rn : |y| ≤ κ} and fix a neighbourhood W of x0 contained in V .

Let us consider the first-order pseudo-differential operator
√
−∆ given by the spectral the-

orem. Consequently we have

√
−∆ =

∞∑

j=0

λjPj, I =
∞∑

j=0

Pj,

where Pj is the projection operator onto the finite-dimensional eigenspace corresponding to
the eigenvalue λj. Furthermore

eit
√
−∆ =

∞∑

j=0

eitλjPj.
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Let us now fix a function χ ∈ S(Rn) with χ(0) = 1 and supp(χ̂) ⊆ (κ/2, κ). This leads to
the smooth projection operators

(3.2) Tλ := χ(
√
−∆ − λ) =

∑

j

χ(λj − λ)Pj.

We observe that

(3.3) χ(
√
−∆ − λ)ϕλ = ϕλ for all λ = λj.

Furthermore, a formal operator calculus made rigorous by the spectral theorem shows that

Tλ := χ(−
√
−∆ − λ) =

∑

j

χ(λj − λ)Pj(3.4)

=
∑

j

[
1

2π

∫
eit(λj−λ)χ̂(t) dt

]
◦ Pj

=
1

2π

∫
e−itλeit

√
−∆χ̂(t) dt.

For κ small enough, it is a classical result that eit
√
−∆ can be represented as a Fourier integral

operator in local coordinates, see for instance [16]. A stationary phase argument then leads
to the following well-known theorem:

Theorem 3.1. [34, Theorem 4.1.2, Lemma 5.1.3] Given the setup described above, there exist
distinct positive constants ci ∈ (0, 1), 0 ≤ i ≤ 4, and a smooth function a : W ×V ×R+

λ → C
with support in the set

(3.5) S :=
{

(x, y) ∈ W × V : |x| ≤ c0κ < c1κ ≤ |y| ≤ c2κ < κ
}

obeying the following properties for λ ≥ 1:

(a) The function aλ(x, y) := a(x, y;λ) does not vanish for (x, y) ∈ S with |x| ≤ c0κ and
dg(x, y) ∈ [c3κ, c4κ].

(b) The spatial derivatives of aλ are uniformly bounded, i.e., for every multi-index α, there
exists a constant Cα > 0 such that |∂αx,yaλ(x, y)| ≤ Cα.

(c) The function aλ appears in the representation of the integral kernel for the smoothed
spectral projector Tλ defined as in (3.4). Specifically, for all x ∈ W and all f ∈ L2(V )

(3.6) Tλ(f)(x) = λ
n−1
2

∫

y∈V
e−iλdg(x,y)aλ(x, y)f(y) dy + Rλ(f).

Here Rλ is a smoothing operator in the sense that ||Rλ||L2(V )→Lq(W ) ≤ CNλ
−N for all

N ≥ 1 and all 2 ≤ q ≤ ∞.

The infinitely smoothing property of Rλ ensures that for any probability measure µ supported
on a set Γ ⊆M , we have the following estimate

||Rλf ||L2(µ) ≤ ||Rλf ||L∞(µ) ≤ ||Rλf ||L∞(W ) ≤ CNλ
−N ||f ||L2(M)

for all smooth functions f ∈ L2(V ) and all N ≥ 1. Thus Rλ does not contribute any
significant power of λ in eigenfunction restriction estimates, and we ignore it in the sequel.
By a slight abuse of notation, we will rename as Tλ the leading term in (3.6).
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3.2. Restriction of the smoothed spectral projector to submanifolds. Let us recall
from Sections 2.8 and 2.2 the construction of a random Cantor set Γ on a (sub)manifold
Σ ⊆ M , endowed with its natural measure ν. Equipped with the representation (3.6), we
now embark on the study of the smooth spectral projection operator Tλ restricted to Γ, as
defined by (3.1). By duality, Tλ maps L2(M, dV ) boundedly to Lp(Γ, ν) if and only if TλT ∗

λ

maps Lp′(Γ, ν) to Lp(Γ, ν). We are thus led to examine the latter normal operator.

Let Kλ(x, x′) denote the Schwarz kernel of the operator TλT
∗
λ , where Tλ is the operator

given by the leading term in (3.6). If (U, ϕ) is a local coordinate chart on Σ as specified in
Section 2.8, it follows that

(3.7) TλT ∗
λ (f ◦ ϕ)(u) =

∫
Kλ(ϕ(u), ϕ(v))f ◦ ϕ(v)

√
det(g(v)) dµ(v), u ∈ U, ϕ(u) ∈ Σ.

In other words, the Schwarz kernel of TλT ∗
λ is the restriction of Kλ to Γ × Γ. The first step

in establishing Lebesgue boundedness of the normal operator TλT ∗
λ is therefore studying the

Schwarz kernel Kλ. Our next result gives an asymptotic expansion of this kernel.

Theorem 3.2. [8, Lemma 6.1] For Kλ(x, x′) be as in the preceding paragraph, the following
conclusions hold:

(a) There exist constants κ < 1 < C and a sequence of real-valued symbols (a±m, bm) ∈
C∞(Rn×Rn×R) such that for |x−x′| ≥ Cλ−1 and any N ∈ N, the following expansion
holds:

(3.8) λ1−n
Kλ(x, x′) =

∑

±

N−1∑

m=0

e±iλdg(x,x′)

(λ|x− x′|)n−1
2

+m
a±m(x, x′, λ) + bN(x, x′, λ).

Each of the symbols a±m has support in W × V of size O(κ) (independent of λ) and is
uniformly bounded in λ. The remainder bN obeys the estimate

|bN(x, x′, λ)| ≤ CN (λ|x− x′|)
n−1
2

−N
.

(b) In particular, if {x = ϕ(u) : u ∈ U} is a local parameterization of a d-dimensional
smooth embedded (sub)manifold Σ ⊆M , then there exists a constant C > 1 such that

(3.9)
∣∣Kλ(x, x′)

∣∣ ≤ Cλn−1〈λ(u− v)〉−n−1
2 ,

for all x = ϕ(u), x′ = ϕ(v) ∈ Σ, u, v ∈ U . Here 〈·〉 denotes the Japanese bracket given
by 〈u〉 := (1 + |u|2)1/2.

3.3. Reduction to a generalized Young-type inequality. The kernel estimate (3.9)
allows us to bound TλT ∗

λ pointwise by a convolution operator.

Proposition 3.3. Given a set Γ ⊆ Σ, let Tλ denote the restriction to Γ of the smooth spectral
projection operator, as defined by (3.1). Suppose that Γ is parameterized by E ⊆ [0, 1]d via
a coordinate chart ϕ, i.e., Γ = ϕ(E).

(a) Then for all non-negative f and all u ∈ E, we have the pointwise inequality∣∣∣TλT ∗
λ (f ◦ ϕ)(u)| ≤ Cλn−1

[
Lλ(f ◦ ϕ)

]
(u), where(3.10)

Lλ(f ◦ ϕ)(u) :=

∫
Kλ(u− v)(f ◦ ϕ)(v) dµ(v), and
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Kλ(u) := 〈λu〉−n−1
2 .

(b) For p ≥ 2, the operator Tλ is bounded as a linear operator from L2(M, dV ) to Lp(Γ, ν)
provided

(3.11) a
p

2
p := sup

u∈E

∫ ∣∣Kλ(u− v)
∣∣ p2 dµ(v) <∞.

The operator norm of Tλ is, in this case, bounded above by
√
λn−1ap.

Proof. The inequality (3.10) follows from (3.7) combined with (3.9), once we recall from

Section 2.8 that the weight factor
√

det(g) is uniformly bounded above and below by positive
constants. Part (b) is a consequence of a generalized Young’s inequality, stated and proved
in Proposition 11.1 in an appendix below (Section 11). We have used this proposition with
T replaced by Lλ, r = p, q = p′ and s = p/2. In view of the symmetry and the translation-
invariance of the kernel Kλ, both the quantities As and Bs in (11.3) equal ap in this context.
If ap is finite, the conclusion of Proposition 11.1 asserts that λn−1Lλ is bounded as a linear
operator from Lp′ → Lp with norm at most λn−1ap. In view of (3.10), TλT ∗

λ has the same
property. By duality, Tλ maps L2(M, dVg) to Lp(Γ, ν) with norm bounded by the square
root of λn−1ap. �

3.4. An integration kernel estimate. In view of Proposition 3.3, the problem of Lebesgue
boundedness of Tλ reduces to an estimation of the quantity ap in (3.11). For a random set
Γ and its associated measure ν as described in Section 2, the integral representing ap is
random, so we aim to prove a quantitative estimate for it that holds almost surely. The
following proposition, which makes this precise, is the main step towards Theorem 1.3.

For p ∈ (0,∞], set

p0 :=
4d(1 − ε)

n− 1
,(3.12)

αp = α(p, n, d, ε) :=





p(n− 1)

4
if 0 < p ≤ p0,

d(1 − ε) if p ≥ p0.



(3.13)

Given µ = µω, the natural measure on the random Cantor set E = Eω described in Section
2.4, we define the random function

(3.14) A(u, λ; p) = Aω(u, λ; p) :=

∫
〈λ(u− v)〉− p(n−1)

4 dµ(v).

The most important technical component of this article is the following proposition.

Proposition 3.4. Fix any p ∈ [1,∞). For P∗-almost every ω, there exists a constant C > 0
depending only on ω, p, n, d, ε such that for all λ ≥ 1, the following estimate holds:

(3.15) sup
u∈[0,1]d

|A(u, λ; p)| ≤ CΦ(λ)λ−αp .

Here A, αp and Φ are as in (3.14), (3.13) and (1.9) respectively.
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3.5. Proof of Theorem 1.3 (b), assuming Proposition 3.4.

Proof. Let us recall the relation (3.3), which in particular implies Tλϕλ = ϕλ for every
eigenfunction ϕλ. Thus (1.7) follows from the stronger statement

||Tλ||L2(M)→Lp(Γ,ν) ≤ CΦ(λ)(1 + λ)δp ,

with δp as given by Theorem 1.3 (b). We set about proving this.

For p0 > 2, we will apply Proposition 3.4 twice, for the values p = 2 and p = p0 respectively.
The proposition then gives that except for a P∗-null set of ω, the random function Aω(·, λ; p)
obeys the estimate (3.15) for these two values of p. In the notation of Proposition 3.3 part(b),
this means that for p = 2 and p = p0, the operator Tλ maps L2(M, dVg) to Lp(Γ, dν), with

operator norm bounded above by
√
λn−1ap, where

ap ≤
(
CΦ(λ)λ−αp

) 2
p = λ−

n−1
2 Φ(λ)

in each case. The conclusion of Theorem 1.3 for p0 > 2 with 2 ≤ p ≤ p0 now follows from
Hölder’s inequality, by interpolating the linear operator Tλ between these two values of p.
For p0 > 2 and p ∈ [p0,∞], we interpolate Tλ between p = p0 and the trivial bound at
p = ∞, namely

||Tλf ||∞ ≤ Cλ
n−1
2 ||f ||2.

The last inequality follows from the Weyl law, and is also an easy consequence of (3.6). For
p0 ≤ 2, it is only necessary to interpolate once, between the endpoints p = 2 and p = ∞,
completing the proof of the theorem. �

4. Approximation of the integration kernel: Proof of Proposition 3.4

4.1. Notation. We have seen in Section 3.5 that the proof of Theorem 1.3 is predicated on
Proposition 3.4. We are thus tasked with proving the almost sure estimate (3.15). In this
section we take a step in this direction, by recording a probabilistic statement concerning
certain approximations of A that ultimately lead to (3.15). This statement is contained in
Proposition 4.2 which is the main result of this section, and the proof of Proposition 3.4 is
completed using it. The proof of Proposition 4.2 will be presented in Section 5.

We begin by setting up some preparatory notation. For ease of exposition, it is convenient
to define the following deterministic function Θ, which will dominate various quantities that
we will estimate. For fixed positive constants s and ̺, we define

(4.1) Θ(λ; s, ̺;κ) :=

{
κλλ

−̺ if s ≥ ̺,

λ−s if s < ̺.

Here κ = κλ for λ ≥ 1 is a monotone nondecreasing function of λ that grows to infinity slower
than any power of λ. Our analysis will show that for functions Θ relevant to Proposition 3.4,
the exact functional form of κλ is tied to the choice of parameters (2.20) and (2.21) in the
Cantor construction. As long as κλ grows slower than any power of λ, it does not affect the
exponent αp of λ in Proposition 3.4; but for specificity we will keep track of it nonetheless.
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We ask the reader to verify that the bound on A specified on the right hand side of the
inequality (3.15) is in fact Θ(λ; s, ρ;κ), with

(4.2) s =
p(n− 1)

4
, ̺ = d(1 − ε), κλ = Φ(λ).

We start by recording an easy integral estimate in terms of Θ that will be used extensively
in the sequel.

Lemma 4.1. Given numbers ϑ, ρ > 0, there exists a constant C = C(ϑ, ρ) such that for all
τ > 0,

(4.3)

∫ τ

0

tϑ−1〈t〉−ρ dt ≤ Cτϑ ×
{

1 if 0 < τ ≤ 1,

Θ(τ ; ρ, ϑ; log(1 + τ)) if τ > 1.

Proof. A direct computation shows that

∫ τ

0

tϑ−1〈t〉−ρ dt ≤ C ×





τϑ if τ < 1,

1 if τ ≥ 1 and ϑ < ρ,

log(1 + τ) if τ > 1 and ϑ = ρ,

τϑ−ρ if τ > 1 and ϑ > ρ.

It is now straightforward to verify that the last expression above is bounded by the right
hand side of (4.3). �

4.2. Approximating A using Ak and Bk. The main quantity of interest A will in turn be
approximated using absolutely continuous approximations of the measure µ. More precisely,
for any fixed positive constant s, set

Ak(u, λ; s) = Ak,ω(u, λ; s) :=

∫
〈λ(u− v)〉−s dµk(v), and(4.4)

A (u, λ; s) = Aω(u, λ; s) :=

∫
〈λ(u− v)〉−s dµ(v).(4.5)

Thus

A(u, λ; p) = A (u, λ; p(n− 1)/4), with s = p(n− 1)/4.(4.6)

The measure µk used in the definitions above is the normalized Lebesgue measure on the k-th
Cantor iterate Ek, as defined in (2.8) of Section 2.2. Substituting (2.8) into the expression
for Ak in (4.4), we obtain

Ak = Ak(u, λ; s) = (Pkδ
d
k)−1

Bk(u, λ; s), where(4.7)

Bk = Bk(u, λ; s) :=
∑

ik

Xk(ik)wk(ik), and(4.8)

wk(ik) = wk(ik; u, λ, s) :=

∫

Q(ik)

〈λ(u− v)〉−s dv.(4.9)

The relevance of the quantities above in the estimation of A is the following. The quantity Ak

(respectively A ) represents the action of the measure µk (respectively µ) on the continuous
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function v 7→ 〈λ(u− v)〉−s. Since µk converges to µ in the weak-∗ topology, we have that

(4.10) Ak(u, λ; s) → A (u, λ; s) as k → ∞, for every u ∈ [0, 1]d and λ > 0.

Thus any upper bound on A or A would follow from a similar estimate on Ak, for all
sufficiently large k. The precise estimate is formalized in the proposition below.

Proposition 4.2. For P∗-almost every ω, there exists a constant C1 depending only on
ω, p, n, d, ε for which the following estimate holds. For every λ ≥ 1, one can find k0 = k0(λ)
such that for all k ≥ k0,

(4.11) sup
u∈[0,1]d

Bk(u, λ; s) ≤ C1Φ(λ)Θ(λ; s, ̺; 1)
k∏

m=1

pm

where pk denotes the selection probability given in (2.13), and s, ̺,Φ are as in (4.2).

4.3. Proof of Proposition 3.4 assuming Proposition 4.2.

Proof. With all the notation in place, the only ingredient in this proof is the almost sure
estimate (2.19) on Pk in terms of Rk, where Rk is as in (2.16). In view of the relation (4.7)
linking Ak and Bk, this estimate along with the conclusion (4.11) of Proposition 4.2 implies
that for P∗-almost every ω ∈ Ω, there exists a constant C2 > 0 such that

(4.12) Ak(u, λ; s) ≤ (C−1
2 Rkδ

d
k)−1C1Θ(λ; s, ̺;κ)

k∏

m=1

pm = CΘ(λ; s, ̺;κ)

for all large enough k. The last step above uses the relation Rkδ
d
k = p1p2 · · · pk, which can

be easily deduced from (2.16) and (2.13). Since the right hand side of (4.12) is uniform in
k, combining (4.12) with (4.10) leads to the conclusion of Proposition 3.4. �

5. Estimation of Bk: Proof of Proposition 4.2

In view of the reduction carried out in Section 4, our goal now is to prove Proposition 4.2.
We proceed to do so in this section, by rewriting Bk as a telescoping sum of centred random
variables. Set

Ck = Ck(u, λ; s) :=
∑

ik

Xk−1(ik−1)
[
Yk(ik) − pk

]
wk(ik), so that(5.1)

Bk := Ck + pkBk−1.(5.2)

Here pk = E(Yk(ik)) is as in (2.13) of Section 2.4. Iterating the recursion relation (5.2) yields

(5.3) Bk = Ck +
k−1∑

ℓ=1

[ k∏

m=ℓ+1

pm
]
Cℓ + p1p2 · · · pk

∫

[0.1]d
〈λ(u− v)〉−s.

Thus Bk is a sum of k+ 1 terms, all of which are random except the last summand. We now
proceed to estimate each term in the sum. We first show that the deterministic last term in
(5.3) can be dominated by a suitable choice of Θ.

Lemma 5.1. There exists an absolute constant C = Cd > 0 such that

sup
u∈[0,1]d

∫

[0,1]d
〈λ(u− v)〉−s ≤ CdΘ(λ; s, d; log(1 + λ)),
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where Θ is as in (4.1).

Proof. For u ∈ [0, 1]d, we make a change of variable v 7→ x = u− v in the integral to obtain
∫

[0,1]d
〈λ(u− v)〉−s dv ≤

∫

|x|≤2
√
d

〈λx〉−s dx ≤ Cd

∫ 2
√
d

r=0

〈λr〉−srd−1dr

≤ Cdλ
−d

∫ λ

0

〈r〉−srd−1 dr.

The integrand in the second integral above is rotationally symmetric, hence the second
inequality follows from a spherical change of coordinates x = rω, r > 0, ω ∈ Sd−1. The
last inequality results from a scaling transformation r 7→ r/(2λ

√
d). The last integral in the

display above is precisely of the form dealt with in Lemma 4.1. Invoking (4.3) with ϑ = d,
ρ = s therefore yields the desired conclusion. �

5.1. An estimate for Ck. We now turn our attention to estimating Ck. The main result
here is Proposition 5.2, which will be proved in the next section. Even though Ck is a random
quantity, the estimate that we seek will be deterministic and given in terms of a function
Ψk = Ψk(λ; s, d, ε) that we now define:

Ψk := δdk

k−1∏

m=1

pm × Θk where(5.4)

Θk :=





Θ
(
δ−1
k−1; 2s, ̺;NC

k−1

)
Θ
(
λδk−1; 2s, 2d; Φ(λ)

)
if λδk−1 > λδk > 1,

Θ
(
δ−1
k−1; 2s, ̺;NC

k−1

)
Θ
(
λδk−1; 2s, d; 1

)
if λδk ≤ 1 < λδk−1,

Θ(λ; 2s, ̺; Φ(λ)) if λδk−1 ≤ 1.





(5.5)

Here Θ is as in (4.1), and C is an unspecified constant whose exact value may change from
one occurrence to the next but which depends only on d, s and ε. As we will see, the value
of C has no effect on the exponent αp given in (3.13) and (3.15); it only affects βp. The
function Φ is of the form

(5.6) Φ(t) := exp(C
√

log t), t ≥ 1.

With this notation in place, our main estimate for Ck is the following.

Proposition 5.2. Fix any two positive constants s and ρ. For P∗-almost every ω ∈ Ω, there
exists a constant C > 0 such that for all λ ≥ 1 and k ≥ 1,

(5.7) sup
u∈[0,1]d

|Ck(u;λ, s)| ≤ C log(λ/δk)
1
2

√
Ψk.

5.2. Proof of Proposition 4.2, assuming Proposition 5.2.

Proof. Let s and ̺ be as in (4.2). Dividing both sides of (5.3) by p1p2 · · · pk yields

Bk

[ k∏

m=1

pm
]−1

=
k∑

ℓ=1

[ ℓ∏

m=1

pm

]−1

Cℓ +

∫

[0,1]d
〈λ(u− v)〉−s dv

≤
k∑

ℓ=1

[ ℓ∏

m=1

pm

]−1

|Cℓ| + Θ(λ; s, d; log λ),(5.8)
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≤
k∑

ℓ=1

[ ℓ∏

m=1

pm

]−1

log(λ/δℓ)
1
2

√
Ψℓ + Θ(λ; s, d; log λ),(5.9)

where the summands in the first term of (5.8) have been estimated using (5.7) of Proposition
5.2. The bound on the last term uses Lemma 5.1. We will prove shortly in Lemma 5.3 below,
that for an absolute constant C > 0,

(5.10)
k∑

ℓ=1

[ ℓ∏

m=1

pm

]−1

log(λ/δℓ)
1
2

√
Ψℓ ≤ CΘ(λ; s, ̺; Φ(λ)),

with Φ as in (5.6). Assuming this for the moment, and inserting (5.10) into (5.9), we obtain

Bk

[ k∏

m=1

pm

]−1

≤ C
[
Θ(λ; s, ̺; Φ(λ)) + Θ(λ; s, d; log λ)

]

≤ CΘ(λ; s, ̺; Φ(λ)).

The last inequality can be verified directly from the definition (4.1) of Θ, by comparing its
values in the different regimes of s, ε and d. This completes the proof. �

5.3. Estimating the sum in (5.10).

Lemma 5.3. With s, ̺, κ as in (4.2), the estimate (5.10) holds.

Proof. In view of the three-part description of Ψk given in (5.4) and (5.5), the sum on the
left hand side of (5.10) can be decomposed into three sub-sums:

(5.11)
k∑

ℓ=1

[ ℓ∏

m=1

pm

]−1

log(λ/δℓ)
1
2

√
Ψℓ = S1 + S2 + S3.

Here Sm denotes the sum over indices ℓ ∈ Lm for m = 1, 2, 3, where

L1 := {1 ≤ ℓ ≤ k : λδℓ > 1},
L2 := {1 ≤ ℓ ≤ k : λδℓ ≤ 1 < λδℓ−1},
L3 := {1 ≤ ℓ ≤ k : λδℓ−1 ≤ 1}.

In order to establish the claimed bound, it suffices to show that each Sm is bounded above
by Φ(λ)Θ(λ; s, ̺; 1). The estimation accordingly splits into three steps.

Step 1: Estimating S1. The descriptions (5.4) and (5.5) of Ψk dictate that for indices ℓ ∈ L1,

Ψℓ = δdℓ

[ ℓ−1∏

m=1

pm

]
× Θ(δ−1

ℓ−1; 2s, ̺;NC
ℓ−1)Θ(λδℓ−1; 2s, 2d; Φ(λ))

= δdℓ

ℓ−1∏

m=1

pm ×





λ−2s if s < ̺/2,

λ−2sδ̺−2s
ℓ−1 N

C
ℓ−1 if ̺/2 ≤ s < d,

λ−2dδ̺−2d
ℓ−1 N

C
ℓ−1Φ(λ) if s ≥ d.





(5.12)
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We will insert the expressions for Ψℓ obtained in (5.12) into the summand in (5.11) for
various ranges of s and ̺. Thus for s < ̺/2, S1 reduces to

S1 =
∑

ℓ∈L1

δ
d
2
ℓ

[ ℓ−1∏

m=1

pm

]− 1
2
p−1
ℓ λ−s log(λ/δℓ)

1
2

≤ Cd,s,ελ
−s(log λ)

1
2 ≤ Cd,s,εΦ(λ)Θ(λ; s, ̺; 1).

For ̺/2 ≤ s < d, inserting (5.12) into (5.11) yields

S1 =
∑

ℓ∈L1

δ
d
2
ℓ

[ ℓ−1∏

m=1

pm

]− 1
2
p−1
ℓ log(λ/δℓ)

1
2λ−sδ

̺

2
−s

ℓ−1 N
C
ℓ−1

≤ Cd,sλ
−s

[1]∑
δ̺−s
ℓ log(λ/δℓ)

1
2NC

ℓ

≤ Cd,sλ
−s ×





(log λ)
1
2 if

̺

2
≤ s < ̺,

λs−̺Φ(λ) if ̺ ≤ s < d





≤ Cd,s,εΦ(λ)Θ(λ; s, ̺; 1).

For s ≥ d, the same procedure leads to

S1 = λ−d
∑

ℓ∈L1

δ
d
2
ℓ

[ ℓ−1∏

m=1

pm
]− 1

2p−1
ℓ log(λ/δℓ)

1
2 δ

̺

2
−d

ℓ−1 N
C
ℓ−1Φ(λ)

≤ Cd,s,ελ
−d
∑

ℓ∈L1

δ−dε
ℓ NC

ℓ log(λ/δℓ)
1
2

≤ Cd,s,ελ
−̺Φ(λ) ≤ Cd,s,εΦ(λ)Θ(λ; s, ̺; 1).

This completes the proof for S1.

Step 2: Estimating S2. The number of indices ℓ obeying λδℓ ≤ 1 < λδℓ−1 is exactly one, so
the sub-sum S2 is in fact a single term, namely

S2 =
[ ℓ∏

m=1

pm

]−1

log(λ/δℓ)
1
2

√
Ψℓ

= δ
d
2
ℓ

[ ℓ−1∏

m=1

pm

]− 1
2
p−1
ℓ log(λ/δℓ)

1
2

[
Θ(δ−1

ℓ−1; 2s, ̺;NC
ℓ−1)Θ(λδℓ−1; 2s, d; 1)

] 1
2
.

Let us pause for a moment to observe that in this case

δℓ = O(λ−1), δℓ−1 = O(λ−1Φ(λ)), and hence λδℓ−1 = O(NC
ℓ−1).

We will use these facts without further reference in the remainder of this scenario. As in the
previous case, we evaluate this term for different values of s and ̺. For s < ̺/2,

S2 = δ
d
2
ℓ

[ ℓ−1∏

m=1

pm

]− 1
2
p−1
ℓ log(λ/δℓ)

1
2

[
δ2sℓ−1(λδℓ−1)

−2s
] 1

2
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= λ−sδ
̺

2
ℓ N

C
ℓ−1 log(λ/δℓ)

1
2 ≤ Cd,s,ελ

−sΦ(λ).(5.13)

For ̺/2 ≤ s < d/2 (which occurs if and only if ε > 0),

S2 = δ
d
2
ℓ

[ ℓ−1∏

m=1

pm

]− 1
2
p−1
ℓ log(λ/δℓ)

1
2

[
δ̺ℓ−1N

C
ℓ−1(λδℓ−1)

−2s
] 1

2

≤ λ−sδ̺−s
ℓ NC

ℓ−1 ≤ Cd,s,ελ
−̺Φ(λ).(5.14)

For s ≥ d/2,

S2 = δ
d
2
ℓ

[ ℓ−1∏

m=1

pm

]− 1
2
p−1
ℓ log(λ/δℓ)

1
2

[
δ̺ℓ−1(λδℓ−1)

−dNC
ℓ−1

] 1
2

≤ λ−
d
2 δ

̺− d
2

ℓ log(λ/δℓ)
1
2NC

ℓ−1 ≤ Cd,s,ελ
−̺Φ(λ).(5.15)

Combining the final estimates in (5.13), (5.14) and (5.15), we find that

S2 ≤ Cd,s,ε × Φ(λ) ×
{
λ−s if s < ̺/2

λ−̺ if s ≥ ̺/2

}
≤ Cd,s,εΦ(λ)Θ(λ; s, ̺; 1).

The verification of the last inequality is left to the reader.

Step 3: Estimating S3. In this case,

√
Ψℓ = δ

d
2
ℓ

[ ℓ−1∏

m=1

pm

] 1
2
√

Θ(λ; 2s, ̺; Φ(λ)).

Inserting this into the expression for S3 yields

S3 =
∑

ℓ∈L3

δ
d
2
ℓ

[ ℓ−1∏

m=1

pm

]− 1
2

log(λ/δℓ)
1
2 ×

{
λ−s if s < ̺/2,

λ−̺/2 if s ≥ ̺/2

}

≤





λ−s

[3]∑
δ

̺

2
ℓ log(λ/δℓ)

1
2NC

ℓ−1 if s < ̺/2,

λ−
̺

2 Φ(λ)

[3]∑
δ

̺

2
ℓ log(λ/δℓ)

1
2NC

ℓ−1 if s ≥ ̺/2





≤ Cd,s,ε × Φ(λ) ×
{
λ−s if s < ̺/2,

λ−̺ if s ≥ ̺/2,

}

≤ Cd,s,εΦ(λ)Θ(λ; s, ̺; 1),

where the last step follows from the definition (4.1) of Θ. This completes the proof of the
lemma. �

6. Estimation of Ck: Proof of Proposition 5.2

Summarizing the situation thus far, we have reduced the proof of Theorem 1.3 to that
of Proposition 5.2. We complete the latter proof in this section, modulo two propositions
based on large deviation inequalities that will be proved subsequently.
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We need the following auxiliary quantity:

(6.1) Dk = Dk(u, λ; s) :=
∑

ik

Xk−1(ik−1)
(
wk(ik)

)2
=
∑

ik−1

Xk−1(ik−1)
∑

ik

(wk(ik))2,

which will be used to bound Ck. We will also need a fine discretization of the frequency
scale λ and the spatial parameter u. With this in mind, let us decompose the range of the
frequency parameter λ into countably many pieces using

(6.2) Λj := [δ−1
j , δ−1

j+1], so that [δ−1
1 ,∞) =

∞⋃

j=1

Λj.

For a constant M soon to be specified, we fix maximal 1
10

(δkδj+1)
M -separated sets

(6.3) Ujk = Ujk[M ] ⊆ [0, 1]d and Λjk = Λjk[M ] ⊆ Λj,

so that

(6.4) #(Ujk) ≤ 10dδ−Md
k δ−Md

j+1 , and #(Λjk) ≤ 10δ−1−M
j+1 δ−M

k .

The relevance of Dk, Ujk and Λjk in the estimation of Ck is clarified in the following two
propositions.

Proposition 6.1. Any choice of a large constant R ≥ 1 permits the choice of an absolute
constant MR = M(R, d) with the following property.

For P∗-almost every ω ∈ Ω, there exists a constant C = C(R, ω) > 0 such that for each
j, k ≥ 1, λ ∈ Λj and u ∈ [0, 1]d, one can find u′ ∈ Ujk[MR] and λ′ ∈ Λjk[MR] obeying the
relation

(6.5) |Ck(u, λ; s)| ≤ C| log(δj+1δk)| 12
√

Dk(u′, λ′; s) + (δj+1δk)R.

Here Ck,Dk are as in (5.1) and (6.1) respectively.

Proposition 6.2. For P∗-almost every ω ∈ Ω, there exists a constant C = C(ω, d, s, ε) > 0
such that for all indices j, k ≥ 1, all λ ∈ Lj and u ∈ [0, 1]d, the quantity Dk defined in (6.1)
admits the following bound:

(6.6) Dk(u, λ; s) ≤ CΨk(λ; s, d, ε),

with Ψk as in (5.4).

6.1. Proof of Proposition 5.2, assuming Propositions 6.1 and 6.2.

Proof. Let R be an absolute constant depending only on d and s such that

(δj+1δk)R ≤ inf
{√

Ψk(λ; s, d, ε) : λ ∈ Λj

}
.

In fact any R > 100(d+s) will suffice. The desired estimate (5.7) is then obtained by simply
combining the two inequalities (6.5) with (6.6). �



28 SURESH ESWARATHASAN AND MALABIKA PRAMANIK

7. Estimation of Ck via a large deviation inequality

7.1. Proof of Proposition 6.1.

Proof. The argument relies on two key steps. The first is a suitably fine discretization of the
parameters u and λ, as a result of which the estimation of the supremum of Ck(u, λ; s) is
reduced to its evaluation at finitely many points. This step has been carried out in Proposi-
tion 7.2 below. The second is an application of Azuma’s inequality, quoted in Theorem 12.4,
on each of the finitely many Ck(u, λ; s) thus obtained. The details of this are in Lemma 7.1.

Assuming Lemma 7.1 and Proposition 7.2 for the moment, the proof is completed as follows.
Proposition 7.2 dictates that for every R ≥ 1, there exists a constant MR > 0 such that for
every (u, λ), (u′, λ′) ∈ [0, 1]d ×Λj,

(7.1) |Ck(u, λ; s) − Ck(u′, λ′; s)| ≤ (δj+1δk)R provided |(u, λ) − (u′, λ′)| ≤ (δkδj+1)
MR .

In view of the separation condition on Ujk and Λjk described earlier in this section in the
lead up to (6.3), this means that for every (u, λ) ∈ [0, 1]d × Λj, there exists (u′, λ′) ∈
Ujk[MR] ×Λjk[MR] such that

|Ck(u, λ; s) − Ck(u′, λ′; s)| ≤ (δj+1δk)R.

Combining this with the conclusion (7.2) of Lemma 7.1, we arrive at the estimate

|Ck(u, λ; s)| ≤ |Ck(u′, λ′; s)| + (δj+1δk)R

≤ C| log(δj+1δk)| 12
√

Dk(u′, λ′; s) + (δj+1δk)R,

which is the claimed inequality (6.5). �

Lemma 7.1. Fix M ≥ 1. For P∗-almost every ω, there exists a constant C = C(M,ω) > 0
such that for all j, k ≥ 1 and (u, λ) ∈ Ujk[M ] ×Λjk[M ],

(7.2) |Ck(u, λ; s)| ≤ C| log(δj+1δk)| 12
√

Dk(u, λ; s).

Proof. We follow a reasoning similar to the proof of (2.18) in Lemma 2.3. For a large absolute
constant B depending only on M and soon to be specified, we define an event Sjk as follows,

S
c
jk :=

{
ω ∈ Ω

∣∣∣∣∣
there exists (u, λ) ∈ Ujk[M ] ×Λjk[M ] such that

|Ck(u, λ; s)| > B| log(δj+1δk)| 12
√

Dk(u, λ; s)

}
.

This event may be rewritten as

S
c
jk =

⋃

u,λ

[
Sjk(u, λ; s)

]c
where(7.3)

[
Sjk(u, λ; s)

]c
:=
{
ω ∈ Ω : |Ck(u, λ; s)| > B| log(δj+1δk)| 12

√
Dk(u, λ; s)

}
,(7.4)

and the union in (7.3) takes place over all tuples (u, λ) ∈ Ujk[M ] × Λjk[M ]. It is possible
for the set in (7.4) to be empty for certain choices of (u, λ). We will shortly show that

(7.5)
∞∑

j,k=1

P∗(Scjk) <∞.
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Once this is proved, the Borel-Cantelli lemma would imply that P∗-almost surely, the event
Sjk holds for all but finitely many j and k. More precisely, for P∗-almost every ω ∈ Ω, there
exist j0(ω) and k0(ω) such that except for (j, k) ∈ [1, j0(ω)] × [1, k0(ω)],

|Ck(u, λ; s)| ≤ B| log(δj+1δk)| 12
√

Dk(u, λ; s) for all (u, λ) ∈ Ujk[M ] ×Λjk[M ].

After possibly adjusting the value of C in order to accommodate the remaining finitely many
values of j and k, we can ensure that (7.2) holds for all j and k, with

C = B + max

{
|Ck(u, λ; s)|

| log(δj+1δk)| 12
√

Dk(u, λ; s)
: (u, λ) ∈ Ujk ×Λjk, 1 ≤ j ≤ j0, 1 ≤ k ≤ k0

}
.

We pause for a moment to observe that the limiting set E is nonempty on the support of P∗;
hence by (2.7), Pk > 0 for every k ≥ 1. Since wk(ik) is always strictly positive, this implies
that the quantity Dk(u, λ; s) defined in (6.1) is also strictly positive for every (u, λ). As a
result, the constant C defined above is also positive and finite.

It remains to prove (7.5). Let Fk denote the σ-algebra generated by Y1, · · · ,Yk. Let us
write

P∗(Scjk) =
P(Tjk)

P(E 6= ∅)
=

E(P(Tjk|Fk−1))

P(E 6= ∅)
with Tjk = S

c
jk ∩ {E 6= ∅}.

We observe that the denominator is a nonzero constant independent of j, k by Lemma 2.2.
Thus for (7.5), it suffices to show that P(Tjk|Fk−1) is bounded above by a deterministic
constant that is summable in j, k. We estimate P(Tjk|Fk−1) using Azuma’s inequality, quoted
in Theorem 12.4 below. Conditioning on Fk−1, we observe that for each (u, λ), the quantity
Ck as defined by (5.1) is a sum of independent, centred random variables, and in particular
a martingale. More precisely, in the notation of Theorem 12.4, one has

U0 = 0, m = Mk, Um = Um − U0 = Ck(u, λ; s), cik = Xk−1(ik−1)wk(ik).

Setting

t = B| log(δj+1δk)| 12
(∑

ik

c2
ik

) 1
2

in (12.17), we obtain for each choice of (u, λ),

P(Tjk(u, λ; s)|Fk−1) ≤ 2 exp
(
− t2

2
∑

ik
c2
ik

)
≤ 2(δj+1δk)

B2

2 , where

Tjk(u, λ; s) := [Sjk(u, λ; s)]c ∩ {E 6= ∅},
with Sjk(u, λ; s) as in (7.4). Since Tjk is the union of the events Tjk(u, λ; s) for (u, λ) ∈
Ujk[M ] ×Λjk[M ], the trivial bound gives

P(Tjk|Fk−1) ≤ 2(δj+1δk)
B2

2 × #(Ujk[M ]) × #(Λjk[M ])

≤ Cd(δj+1δk)
B2

2
−1−M(d+1),

where the last step follows from (6.4). For an absolute large constant B obeying B2 >
2 + 2M(d + 1), the right hand side above is a deterministic constant summable in j and k,
completing the proof. �
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7.2. Discretization.

Proposition 7.2. Let the parameters d, s be as in Section 4.1. Then for any large constant
R ≥ 1, there exists M = M(R, d, n, s) with the following property. For every j, k ≥ 1,
u, u′ ∈ [0, 1]d, λ, λ′ ∈ Λj = [δ−1

j , δ−1
j+1] with

(7.6) |u− u′| ≤ (δj+1δk)M , |λ− λ′| ≤ (δj+1δk)M

and every ω ∈ Ω, the function Ck = Ck,ω given by (5.1) obeys the estimate

(7.7)
∣∣∣Ck(u;λ, s) − Ck(u′;λ′, s)

∣∣∣ ≤ (δj+1δk)R.

Proof. The mean value theorem shows that the function z 7→ 〈z〉−s is uniformly Lipschitz
on Rd, i.e., there exists an absolute constant B = Bs,d such that

(7.8)
∣∣〈z〉−s − 〈z′〉−s

∣∣ ≤ B|z − z′| for all z, z′ ∈ Rd.

This means that for wk defined as in (4.9) and for any multi-index ik,

∣∣wk(ik; u, λ, s) − wk(ik; u′, λ′, s)
∣∣

≤
∣∣wk(ik; u, λ, s) − wk(ik; u′, λ, s)

∣∣+
∣∣wk(ik; u′, λ, s) − wk(ik; u′, λ′, s)

∣∣

≤
∫

Q(ik)

∣∣[〈λ(u− v)〉−s − 〈λ(u′ − v)〉−s
]
dv
∣∣

+

∫

Q(ik)

∣∣[〈λ(u′ − v)〉−s − 〈λ′(u′ − v)〉−s
]
dv
∣∣

≤
∫

Q(ik)

B|λ(u− v) − λ(u′ − v)| dv +

∫

Q(ik)

B|λ(u− v) − λ′(u′ − v)| dv

≤ Bδdk(λ|u− u′| + |λ− λ′||u′|)
≤ Bδdk(δ−1

j+1 +
√
d)(δj+1δk)M ≤ 2Bδdk(δj+1δk)M−1.(7.9)

The third inequality above is obtained by using the estimate (7.8) to estimate the integrands,
once with (z, z′) = (λ(u − v), λ(u′ − v)), and once with (z, z′) = (λ(u′ − v), λ′(u′ − v)).
Substituting the estimate in (7.9) into the expression (5.1) for Ck yields the estimate:

∣∣Ck(u, λ; s) − Ck(u′, λ′; s)
∣∣ ≤

∑

ik

Xk−1(ik−1)|Yk(ik) − pk|
∣∣wk(ik; u, λ, s) − wk(ik; u′, λ′, s)

∣∣

≤ 2Bδdk(δj+1δk)M−1
∑

ik

Xk−1(ik−1)

≤ 2B(δj+1δk)M−1,

since
∑

ik
Xk−1(ik−1) = Pk−1N

d
k ≤ δ−d

k . We now choose M ≫ R so that δM−R−1
1 ≤ (2B)−1.

This ensures that the rightmost quantity in the displayed sequence of inequalities above is
bounded by (δj+1δk)R, as claimed. �
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8. Estimation of deterministic weight functions

It remains to prove Proposition 6.2. This is our main objective for this section or the
next. In preparation, let us recall from (6.1) the definition of the random quantity Dk. The
right hand side of (6.1) is a linear combination of the binary random variables Xk−1(ik−1)
weighted by a deterministic weight function depending on k. Each deterministic weight is a
short sum of the form

(8.1)
∑

ik

(
wk(ik)

)2

involving wk = wk(ik; u, λ, s), which in turn has been defined in (4.9). Our first order of
business is to obtain good quantitative bounds on this weight function. The lemmas in this
section provide these bounds, which will be used in the next section towards the proof of
Proposition 6.2.

Lemma 8.1. For every u ∈ [0, 1]d, λ ≥ 1 and k ≥ 1 and every multi-index ik−1 ∈ I(k−1, d),
the following estimate holds:

(8.2)
∑

ik

(wk(ik−1, ik))2 ≤ δdkδ
d
k−1〈λ∆(u, ik−1)〉−2s,

where the summation index ik ranges over Zd
Nk

and ∆(u, ik) denotes the distance of the point
u from the cube Q(ik).

Proof. Let us fix u, λ, k and ik−1. By the nesting property of the cubes Q(ik), we know that
Q(ik) ⊆ Q(ik−1) for every multi-index ik of the form ik = (ik−1, ik). Thus, by definition of ∆,
any v ∈ Q(ik−1) satisfies the bound |u− v| ≥ ∆(u, ik−1). We substitute this bound into the
expression (4.9) of wk and recall that each cube Q(ik) has sidelength δk and hence Lebesgue
volume δdk. This leads to the following pointwise bound on wk:

wk(ik) = wk(ik; u, λ, s) =

∫

Q(ik)

〈λ(u− v)〉−s dv ≤ δdk〈λ∆(u, ik−1)〉−s.

Since the right hand side above is independent of ik ∈ Zd
Nk

, squaring and summing in ik
yields

∑

ik

(wk(ik))2 ≤ δ2dk 〈λ∆(u, ik−1)〉−2sNd
k

≤ δdkδ
d
k−1〈λ∆(u, ik−1)〉−2s,

where the last inequality uses the fact that δkNk = δk−1, as seen from (2.1). This is the
desired inequality (8.2). �

If u is close to Q(ik−1), and for certain regimes of λ, k, s and ̺, the estimate in Lemma 8.1
can be improved. The next lemma quantifies this improvement. Set

(8.3) ζk := max(λδk, 1),
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and define a function Ξk = Ξk(λ, ζk, ζk−1; s, d) as follows:

(8.4) Ξk := δdkδ
d
k−1 ×





1 if ζk−1 = 1, i.e., λδk−1 ≤ 1 and for any s and d,

Θ(ζk−1; 2s, d; log(1 + ζk−1)) if λδk ≤ 1 < λδk−1,

ζ−2s
k−1 ×





1 if s <
d

2
and ζk = λδk > 1,

logNk if s =
d

2
and ζk = λδk > 1,

N−d+2s
k if

d

2
< s < d and ζk = λδk > 1,





ζ−d
k ζ−d

k−1 log(1 + ζk)2 if d ≤ s and ζk = λδk > 1.





Here the function Θ is as in (4.1). The reason for defining Ξk as above will emerge shortly,
as we estimate each short sum of the form (8.1) over a variety of regimes in d, s, λ, δk, δk−1.
Its immediate relevance is that it dominates this sum, as shown in the following lemma.

Lemma 8.2. Given any constant C1 > 0, there exists another constant C2 = C2(C1, d, s)
with the following property.

For any u ∈ [0, 1]d and k ≥ 1 such that ∆(u, ik−1) ≤ C1δk−1, we have the estimate

(8.5)
∑

ik

(wk(ik−1, ik))2 ≤ C2Ξk,

where the function Ξk is as in (8.4).

The proof of the lemma above uses of a set of tools that we lay out in the following subsection.

8.1. Refined estimation of the weights on cubes near u. For any multi-index ik−1 ∈
I(k − 1, d), define a collection of cubes Q given by

Q = Q[ik−1] := {Q(ik−1) + t : t = (t1, · · · , td) ∈ Zd, |ti| ≤ C1 for 1 ≤ i ≤ d}.
The number of cubes in Q is at most (2C1 + 1)d; further, Q has the property that any
u ∈ [0, 1]d obeying ∆(u, ik−1) ≤ C1δk−1 must lie in at least one of the cubes in Q. Fix one
such point u, and let i∗k−1 ∈ I(k − 1, d) and i∗k ∈ I(k, d) denote multi-indices depending on u
such that

u ∈ Q(i∗k) ⊆ Q(i∗k−1) ∈ Q.
Let us consider the union Q∗ of Q(i∗k) along with its adjacent cubes. Thus Q∗ is a cube of
sidelength 3δk containing Q(i∗k) and axis-parallel to it, with dist(u, ∂Q∗) ≥ δk.

We cover Q(ik−1) using axis-parallel translates of Q∗ of the form Q∗ + 3mδk, m ∈ Zd. Thus,
we are able to ensure the following geometric properties:

(i) The possible values of the integer vector m needed for the covering are contained in
[−C1Nk/3, C1Nk/3]d ∩ Zd.

(ii) Every cube Q(ik) = Q(ik−1, ik) is contained in Q∗ + 3mδk for some m in the above
range. The covering is essentially optimal in the following sense: for every fixed m, we
have #{ik : Q(ik) ⊆ Q∗ + 3mδk} ≤ 3d.

(iii) If v ∈ Q∗ + 3mδk for some m 6= 0, then |u− v| ≥ cd|m|δk.
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8.2. Proof of Lemma 8.2.

Proof. Combining the observations (i)-(iii) in the previous subsection, we are led to the
following estimate:

∑

ik

(
wk(ik−1, ik)

)2 ≤ Cd

′∑

m

[∫

Q∗+3mδk

〈λ(u− v)〉−s dv
]2

(by (i) and (ii) above)

≤ Cd,s

′∑

|m|≤10d

[∫

Q∗+3mδk

〈λ(u− v)〉−s dv
]2

(8.6)

+
′∑

|m|>10d

〈λδkm〉−2sδ2dk (using (iii) above)

≤ Cd,s(W1 + W2).(8.7)

The notation
∑′ appearing in the first and second steps above indicates that the summation

takes place over all indices m ∈ Zd ∩ [−C1Nk/3, C1Nk/3]d, with additional restrictions on
m indicated below the relevant sum. We will estimate the integral representing W1 and the
sum representing W2 separately.

Let us start with W1. There exists an absolute constant Cd such that

Q∗ + 3mδk ⊆
{
v : |u− v| ≤ Cdδk

}
for all m with |m| ≤ 10d.

This means that the integral occurring in each summand of W1 can be bounded from above
as follows,

(8.8)

∫

Q∗+3mδk

〈λ(u− v)〉−s dv ≤
∫

|u−v|≤Cδk

〈λ(u− v)〉−s dv.

The right hand side above is independent of m, and the number of possible choices of m
with |m| ≤ 10d is uniformly bounded. Thus squaring both sides of (8.8) above and summing
in m yields

W1 ≤ Cd

[∫

|u−v|≤Cδk

〈λ(u− v)〉−s dv
]2
.

After a change of variables x = u− v, we obtain

√
W1 ≤

∫

|x|≤Cδk

〈λx〉−s dx

≤ Cd

∫ Cδk

r=0

〈λr〉−srd−1 dr

≤ Cdλ
−d

∫ λδk

0

〈t〉−std−1 dt

≤ Cd,sλ
−d × (λδk)d ×

{
1 if λδk ≤ 1,

Θ(λδk; s, d, ; log(1 + λδk)) if λδk > 1

}

≤ Cd,sδ
d
kΘ(ζk; s, d; log(1 + ζk)).(8.9)
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In the second inequality of the sequence of steps above, we have made a polar change of
coordinates x = rω, r > 0, ω ∈ Sd−1. This is followed by the scaling transformation t = λr.
The penultimate step invokes the estimate (4.3) derived in Lemma 4.1, with ϑ, ρ and τ
in that lemma replaced by d, s and λδk respectively. The last step combines the estimates
arising in different regimes in a single closed form.

We now turn to W2. Since

C−1
d |m|δk ≤ |x| ≤ Cd|m|δk for all x ∈ mδk + [0, δk]d and all m ∈ Zd with |m| > 10d,

the sum represented by W2 may be interpreted as a lower Riemann sum. Replacing this sum
by the corresponding integral yields

W2 =
′∑

|m|>10d

〈λδkm〉−2sδ2dk

≤ Cd,sδ
d
k

′∑

|m|>10d

∫

mδk+[0,δk]d
〈λx〉−2s dx

≤ Cd,sδ
d
k

∫

δk/C≤|x|≤Cδk−1

〈λx〉−2s dx.

The last inequality follows from the fact that the cubes mδk +[0, δk]d are essentially disjoint,
with

⋃{
mδk + [0, δk]d : m ∈ Zd ∩

[
−C1Nk/3, C1Nk/3

]d
, |m| ≥ 10d

}

⊆ {x ∈ Rd :
δk
C

≤ |x| ≤ Cδk−1},

for a constant C > max(C1 +
√
d, 1/(5d)). The resulting integral is then estimated via the

same sequence of spherical and scaling transformations as was used for W1:

W2 ≤ Cd,sδ
d
k

∫ Cδk−1

δk/C

〈λr〉−2srd−1 dr

≤ Cd,sδ
d
kλ

−d

∫ Cλδk−1

λδk/C

td−1〈t〉−2s dt.

While the univariate integral above is superficially similar to the the one considered in
Lemma 4.1, it is important to note that the domain of integration here is an interval bounded
strictly away from the origin, in contrast with Lemma 4.1 which deals with intervals whose
left end point is the origin. As such, a direct application of Lemma 4.1 with ϑ = d, ρ = 2s
and τ = Cλδk−1 would yield non-sharp upper bounds of the integral bounding W2, which
could be significantly smaller in certain regimes of d and s. Accordingly, we estimate the
last displayed integral directly on a case-by-case basis for different values of the integration
limits λδk, λδk−1and the exponents d, s. This leads to

(8.10) W2 ≤ Cd,sW̃2 where
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W̃2 := δdkλ
−d ×





(λδk−1)
d if λδk−1 ≤ 1, any s and d,

(λδk−1)
d−2s if λδk−1 > 1 and d > 2s, any λδk,

log(λδk−1) − log(λδk) if λδk−1 > λδk > 1 and d = 2s,

(λδk)d−2s if λδk−1 > λδk > 1 and d < 2s,

log(1 + λδk−1) if λδk ≤ 1 < λδk−1 and d = 2s,

1 if λδk ≤ 1 < λδk−1 and d < 2s.





.(8.11)

We omit a detailed derivation of the estimates, opting to sketch the main idea instead. For
the first four regimes, we observe that

〈t〉s = 1 +O((λδk−1)
s) for any s.

For the last two regimes, we ask the reader to decompose the domain of integration into two
parts [λδk/C, 1] and [1, Cλδk−1]. The behaviour of the rational function integrand over the
two subintervals then becomes easier to track.

Combining the estimates in (8.7), (8.9), (8.10) and (8.11) we obtain
∑

ik

(
wk(ik−1, ik)

)2 ≤ Cd,s(W1 + W2)

≤ Cd,s

([
δdkΘ(ζk; s, d; log(1 + ζk))

]2
+ W̃2

)
≤ Cd,sΞk,

with Ξk as defined in (8.4). The last inequality follows from a direct comparison of the
two summands in different regimes of λ, δk, δk−1, s and d. We leave this to the interested
reader. �

9. Estimation of Dk via a large deviation inequality

9.1. A reduction of Dk. The estimates (8.2) and (8.5) prompt the following definitions.
For u ∈ [0, 1]d, 1 ≤ r ≤ ℓ+ 1 and with the convention that δ0 = 1, we set:

(9.1) D(r, ℓ) = D(r, ℓ; u) :=





{
iℓ ∈ I(ℓ, d) : δr

√
d < ∆(u, iℓ) ≤ δr−1

√
d
}

if 1 ≤ r ≤ ℓ,
{
iℓ ∈ I(ℓ, d) : ∆(u, iℓ) ≤ δℓ

√
d
}

if r = ℓ+ 1.





It is clear that for any u ∈ [0, 1]d,

(9.2) I(ℓ, d) =
ℓ+1⊔

r=1

D(r, ℓ; u).

We also define

(9.3) Zr(u; ℓ) :=
∑

iℓ∈D(r,ℓ)
Xℓ(iℓ).

The relevance of the quantities D(r, ℓ) and Zr(u; ℓ) is made clearer in the next lemma.
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Lemma 9.1. With D(r, ℓ) and Zr(u; ℓ) as above and ζk as in Lemma 8.2, the following
estimate holds:

(9.4) |Dk(u, λ; s)| ≤ Cd,s

[
δdkδ

d
k−1

k−1∑

r=1

Zr(u; k − 1)〈λδr〉−2s + Zk(u, k − 1)Ξk

]
,

where Ξk is as in (8.4).

Proof. We use the estimates obtained in Lemmas 8.1 and 8.2 to bound Dk as in (6.1) :

Dk =
∑

ik−1∈I(k−1,d)

Xk−1(ik−1)
∑

ik

(wk(ik, ik−1))
2

=
k∑

r=1

∑

ik−1∈D(r,k−1;u)

Xk−1(ik−1)
∑

ik

(wk(ik, ik−1))
2 by (9.2) with ℓ = k − 1,

≤ Cd,s

[
δdkδ

d
k−1

k−1∑

r=1

∑

ik−1∈D(r,k−1;u)

Xk−1(ik−1)〈λ∆(u, ik−1)〉−2s

+
∑

ik−1∈D(k,k−1;u)

Xk−1(ik−1)
∑

ik

(wk(ik, ik−1))
2

]
by (8.2),

≤ Cd,s

[
δdkδ

d
k−1

k−1∑

r=1

〈λδr
√
d〉−2s

∑

ik−1∈D(r,k−1;u)

Xk−1(ik−1)+

Ξk

∑

ik−1∈D(k,k−1;u)

Xk−1(ik−1)

]
by (8.5).

The penultimate inequality in the sequence of steps above follows from (9.2), with ℓ = k−1.
The last expression is essentially the right hand side of (9.4), in view of (9.3). �

Lemma 9.2. For P∗-a.e. ω ∈ Ω, there exists a constant C = Cω > 0 such that for all
u ∈ [0, 1]d and all indices r, k with 1 ≤ r ≤ k − 1, the quantity Zr(u, ℓ) defined as in (9.3)
obeys the following bound:

(9.5) Zr(u, k − 1) ≤ C(δr−1/δk−1)
d

k−1∏

m=r

pm.

Proof. Let us set ℓ = k − 1 and recall the definition (9.1) of D(r, ℓ). Since D(r, ℓ) only

involves cubes whose distance from u is at most
√
dδr−1, we observe that there is a constant

Cd depending only on the dimension d such that
√
dδr−1-neighbourhood of u can be covered

by at most Cd cubes from the (r − 1)th generation, each of sidelength δr−1. In other words,
given any u ∈ [0, 1]d, there is a collection Iu(r − 1, d) ⊆ I(r − 1, d) of cardinality at most Cd

with the property that every iℓ ∈ D(r, ℓ) is of the form iℓ = (ir−1, j) for some ir−1 ∈ Iu(r−1, d)
and some multi-index j of length ℓ − r + 1. This means that Zr(u, ℓ) can be no more than
the total number of basic cubes of the ℓ-th generation of the Cantor set that are descended
from the cubes Q(ir−1), ir−1 ∈ Iu(r − 1, d). In the notation of Section 12.2, this means that

Zr(u, ℓ) ≤ Cd sup {qℓ[ir−1] : ir−1 ∈ I(r − 1, d)} .
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According to Lemma 12.1, this number is bounded by the right hand side of (9.5). �

9.2. Proof of Proposition 6.2.

Proof. Let us recall the description (5.4) of the quantity Ψk occurring in the right hand side
of (6.6). We aim to show that Dk is bounded above by this quantity.

Since Zk(u, k − 1) is bounded above by a constant Cd uniformly in u, the estimate (9.4)
combined with (9.5) yields

(9.6) Dk ≤ Cd,s

[
δdkδ

d
k−1

k−1∑

r=1

〈λδr〉−2s
(
δr−1/δk−1

)d k−1∏

m=r

pm + Ξk

]
.

We recall from (8.4) that Ξk is a function of ζk = max(λδk, 1) and ζk−1. The presence of the
terms 〈λδr〉 and ζk and ζk−1 in the sum above suggests that we should estimate it in two
separate cases depending on the relative sizes of λ and δk and δk−1.

Case 1: λδk > 1. In this case λδr is larger than 1 for all 1 ≤ r ≤ k − 1, as a result of which
〈λδr〉 is comparable to λδr . In light of this, the bound (9.6) reduces to

Dk ≤ Cdδ
d
kλ

−2s

k−1∏

m=1

pm

[k−1∑

r=1

δ−2s
r δdr−1

r−1∏

m=1

p−1
m

]
+ Ξk.(9.7)

Using the definition of δr that follows from our choice of parameters (2.20) and (2.21), we
verify that there exists a constant Cd,s such that

k−1∑

r=1

δ−2s
r δdr−1

r−1∏

m=1

p−1
m ≤ Cd,s × D

′
k, where(9.8)

D
′
k :=

{
1 if s < ̺/2,

δ̺−2s
k−1 N

B
k−1 if s ≥ ̺/2,

}
, with B = B(d, s, ε) =

{
2s if ε > 0,

2s+ γ if ε = 0.
(9.9)

The constant γ here is the same one that appears in (2.20). Inserting the estimate (9.8) as
given by (9.9) into the expression in (9.7), and comparing it with the size of Ξk as given by
(8.4), we arrive at the following bound on Dk:

(9.10) Dk ≤ Cd,s ×





λ−2sδdk

k−1∏

m=1

pm if s <
̺

2
,

λ−2sδdkδ
̺−2s
k−1 N

B
k−1

k−1∏

m=1

pm if
̺

2
≤ s < d,

λ−2dΦ(λ) if s ≥ d,





for λδk > 1.

Let us recall that Φ is a slowly growing function given by (5.6). We ask the reader to verify
that the right hand side above agrees with the expression for Ψk as specified by (5.4), with
the constant C in (5.5) being at least B.

Case 2: λδk ≤ 1 < λδk−1. In this case, we still have that ζr = λδr ≥ 1 for 1 ≤ r ≤ k − 1, as
a result of which (9.7) continues to hold, with the first summand obeying the same bound



38 SURESH ESWARATHASAN AND MALABIKA PRAMANIK

given by (9.8) and (9.9). The only distinction is that Ξk is now given by

Ξk = δdkδ
d
k−1Θ(λδk−1; 2s, d; log(1 + λδk−1)),

as can be seen from (8.4). A case-by-case comparison as before now leads to

(9.11) Dk ≤ Cd,s ×





λ−2sδdk

k−1∏

m=1

pm if s <
̺

2
,

λ−2sδdkδ
̺−2s
k−1 N

B
k−1

k−1∏

m=1

pm if
̺

2
≤ s <

d

2
,

λ−dδdkN
B
k−1 if s ≥ d

2
.





for λδk ≤ 1 < λδk−1.

This too coincides with Ψk as given by (5.4). Note that the range ̺/2 ≤ s < d/2 is nonempty
only if ε > 0.

Case 3: λδk−1 < 1, which is equivalent to ζk−1 = 1. The new feature of this case is that λδr
is larger than 1 for small values of r and less than 1 otherwise, as a result of which 〈λδr〉 is
comparable respectively to λδr and a constant in these two regimes. Furthermore, the last
summand Ξk in (9.6) is δdkδ

d
k−1, as can be seen from (8.4). Accordingly, we split the sum in

(9.6) in three parts:

Dk ≤ D
∗
k + D

∗∗
k + Cdδ

d
kδ

d
k−1, where(9.12)

D
∗
k ≤ Cd

[
λ−2sδdk

k−1∏

m=1

pm
]
×
[ ∗∑

δ−2s
r δdr−1

r−1∏

m=1

p−1
m

]
,(9.13)

D
∗∗
k ≤ Cd

[
δdk

k−1∏

m=1

pm
]
×
[ ∗∗∑

r

δdr−1

r−1∏

m=1

p−1
m

]
.(9.14)

Here
∑∗ denotes the sum over all indices 1 ≤ r ≤ k− 1 such that λδr ≥ 1, and

∑∗∗ denotes
the sum over the complementary set of indices r. The sum appearing in D∗

k is very similar to
D ′

k appearing in Case 1. The estimation of D∗
k therefore proceeds in an essentially identical

manner, and yields

(9.15) D
∗
k ≤ λ−2sδdk

k−1∏

m=1

pm ×
{

1 if s < ̺/2,

λ2s−̺Φ(log λ) if s ≥ ̺/2.

}
.

The second sum D∗∗
k is estimated as follows,

D
∗∗
k ≤ Cd,s

[
δdk

k−1∏

m=1

pm
]
×





∗∗∑
δd(1−ε)
r Nd(1−ε)

r if ε > 0

∗∗∑
δdrN

d(1+γ)
r if ε = 0.





≤ Cd,s

[
δdk

k−1∏

m=1

pm
]
× Φ(λ)λ−̺.(9.16)
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Comparing the estimates in (9.15) and (9.16) and inserting them into (9.12) we find that
D∗∗

k + δdkδ
d
k−1 ≤ D∗

k , thus proving Dk ≤ Cd,sD
∗
k . Since D∗

k equals Ψk in the regime λδk−1 < 1,
we are done. �

10. Sharpness: Proof of Theorem 1.3 (c)

Let us recall the random Cantor construction laid out in Section 2.4. Given a Riemannian
manifold (M, g) and a submanifold Σ of dimension d, we obtained a measure space (Ω,P∗)
such that P∗-almost every point ω ∈ Ω generated a Cantor-like set E = E(ω) ⊆ Σ of
Hausdorff dimension d(1−ε), equipped with a natural measure µ = µ(ω). Our main objective
in this section is to prove the almost sure lower bound (1.10) for M = Sn.

The overall structure of the proof is very similar to [8]. However, for the sake of completeness,
we include it in its entirety, since at critical junctures of the argument, well-known properties
of the Lebesgue measure have to be replaced by their analogues for µ. The important tools
in the proof are the following.

10.1. Summary of results.

Proposition 10.1 (Lower bound for rough spectral projectors). For any Riemannian man-
ifold (M, g),

(10.1) lim sup
m→∞
m∈N

m−δpΦ(m)||1m/2||L2(M)→Lp(ν) > 0,

where 1λ denotes the rough spectral projector 1λ = 1√
−∆∈[λ,λ+ 1

2
).

In other words, there exists a countably infinite increasing sequence of spectral parameters
{θk : k ≥ 1} (not necessarily eigenvalues) with the following properties.

(a) Each θk is a non-negative half-integer such that [θk, θk + 1/2) ∩ Spec(−∆g) 6= ∅.
(b) For P∗-almost every ω ∈ Ω and every exponent p ≥ p0, one can find a constant C =

C(ω, p) > 0 satisfying

(10.2) ||1θk ||L2(M)→Lp(ν) ≥ Cθ
δp
k Φ(θk)−1 for all k ≥ 1.

Proposition 10.2 (Lower bound for smooth spectral projectors). For any Riemannian
manifold (M, g),

(10.3) lim sup
λ→∞

λ−δpΦ(λ)||Tλ||L2(M)→Lp(ν) > 0,

where Tλ = χ(
√

−∆g − λ) is the smooth projection operator defined in (3.2).

Proposition 10.3 (A ball condition for random measures). For P∗-almost every ω ∈ Ω, the
following statements hold for the random sets Eω ⊆ [0, 1]d constructed in Section 2.4.

(a) There exists a constant C = Cω > 0 such that

(10.4) sup
{
µω

(
B(v0; r)

)
r−d(1−ε)

[
Φ(1/r)

]−1
: r > 0, v0 ∈ Eω

}
≤ Cω <∞.

(b) For every v0 ∈ E(ω), there exists a constant C0 = C(v0;ω) > 0 such that for all r > 0,

(10.5) inf
{
µω

(
B(v0; r)

)
r−d(1−ε)

[
Φ(1/r)

]−1
: r > 0

}
≥ C−1

0 .
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10.2. Proof of Theorem 1.3 (c), assuming Proposition 10.1.

Proof. For M = Sn, we have explicit information about the location of the eigenvalues of
the Laplace-Beltrami operator:

Spec(−∆Sn) =
{
λ2ℓ = ℓ(ℓ+ n− 1) : ℓ ∈ N

}
.

The gap between λℓ+1 and λλℓ
approaches 1 as ℓ → ∞. Thus for any large integer m ∈ N,

the interval [m/2,m/2 + 1/2) contains at most one value of λℓ. Thus in this context, Propo-
sition 10.1 provides an increasing sequence of positive half-integers θk such that each interval
[θk, θk + 1/2) contains the square root of exactly one eigenvalue, say λℓk . Since 1θkϕℓk = ϕℓk

for any eigenfunction ϕℓk associated with the eigenvalue λℓk , the desired conclusion (1.10)
follows from (10.2) for the subsequence ϕℓk of L2-normalized spherical harmonics. �

10.3. Proof of Proposition 10.1 assuming Proposition 10.2.

Proof. We prove this by contradiction. If the limit superior in (10.1) is zero, then we can
find κm → 0 such that

(10.6) ||1m
2
||L2(M)→Lp(ν) ≤ κmΦ(m)−1mδp for all m.

Without loss of generality and after choosing a slower decaying function if necessary, we may
assume that λ 7→ κλ is a continuous function on R≥0 decreasing to zero at infinity, such that
f(λ) = κλλ

δpΦ(λ)−1 obeys the following properties:

• f is increasing in λ for sufficiently large λ,
• f satisfies a doubling condition, i.e., there exists a constant C such that

(10.7) f(2λ) ≤ Cf(λ) for all large λ.

The hypotheses above are applied towards estimating the operator norm of Tλ, in the fol-
lowing way. We observe that

Id =
∑

m∈Z
1m/2 =

∑

m∈Z
1m/2 ◦ 1m/2, which implies

Tλ =
∑

m∈Z
1m/2 ◦ 1m/2 ◦ Tλ.(10.8)

Taking the operator norm of both sides of (10.8) and invoking (10.6), we arrive at the
estimate

||Tλ||L2(M)→Lp(ν) ≤
∑

m∈Z
||1m/2 ◦ 1m/2 ◦ Tλ||L2(M)→Lp(ν)

≤
∑

m∈Z
||1m/2||L2(M)→Lp(ν) × ||1m/2 ◦ Tλ||L2(M)→L2(M)

≤
∑

m∈Z
κmΦ(m)−1mδp sup

j:λj∈Jm
|χ(λj − λ)|

≤ CN

∑

m∈Z
κmΦ(m)−1mδp

(
1 + dist(λ, Jm)

)−N
.(10.9)

Here Jm denotes the interval [m/2, (m + 1)/2). The third inequality in the sequence above
follows from (10.6) and the spectral theorem. The fourth inequality, which holds for any
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positive integer N , uses the fact that χ is Schwartz. We now proceed to estimate the sum in
(10.9) in three parts, depending on the relative position of the running index m with respect
to m∗, where m∗ denotes the unique integer such that λ ∈ Jm∗ . Thus m∗ ≤ 2λ.

For m ≤ m∗ − 2 we set r = m∗ −m, so that dist(λ, Jm) ≥ dist(Jm, Jm∗) = (r − 1)/2. Using
the fact that f(λ) = κλλ

δpΦ(λ)−1 increases with λ, we obtain
∑

m≤m∗−2

κmΦ(m)−1mδp
(
1 + dist(λ, Jm)

)−N ≤ f(m∗)
∑

r≥2

((r − 1)/2)−N

≤ Cf(2λ) ≤ Cf(λ) = CκλΦ(λ)−1λδp ,(10.10)

where the last inequality follows from the doubling property (10.7). For m in the range
|m−m∗| ≤ 1, the estimate

(10.11)
m∗+1∑

m=m∗−1

κmΦ(m)−1mδp
(
1 + dist(λ, Jm)

)−N ≤ CκλΦ(λ)−1λδp

is easy to verify from the properties of f ; in fact, each one of the three summands is com-
parable to the right hand side, by the doubling property (10.7). For m ≥ m∗ + 2, we set
r = m−m∗, so that once again we have dist(λ, Jm) ≥ (r− 1)/2. Since κm and 1/Φ(m) both
decrease with m, this leads to

∞∑

m=m∗+1

κmΦ(m)−1mδp
(
1 + dist(λ, Jm)

)−N ≤ κm∗

∞∑

r=2

Φ(m∗ + r)−1(m∗ + r)δp((r − 1)/2)−N

≤ κm∗Φ(m∗)−1

∞∑

r=2

(m∗ + r)δp((r − 1)/2)−N

≤ CNκm∗Φ(m∗)−1

∞∑

r=2

(m∗)δprδp−N

≤ Cf(m∗) ≤ Cf(λ) = CκλΦ(λ)−1λδp .(10.12)

The fourth inequality holds provided one chooses N > δp + 1. The subsequent inequality is
justified exactly as in (10.10).

Combining the estimates obtained in (10.9)-(10.12), we find that

||Tλ||L2(M)→Lp(ν) ≤ Cκλλ
δp for all sufficiently large λ.

Since κλ → 0, this implies that

lim sup
λ→∞

λ−δpΦ(λ)||Tλ||L2(M)→Lp(ν) = 0,

contradicting the conclusion of Proposition 10.2. �

10.4. Proof of Proposition 10.2, assuming Proposition 10.3.

Proof. By Theorem 3.1, Tλ admits the representation given by (3.6). As before, in view of
the fast decay

||Rλ||L2(M)→Lp(ν) ≤ CNλ
−N for any N ≥ 1 and any p ≥ 2,
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we continue to denote by Tλ the leading term in (3.6). Proposition 10.2 demands the
existence of a constant c > 0 such that

(10.13) ||Tλ||2L2(M)→Lp(ν) = ||TλT ∗
λ ||Lp′ (ν)→Lp(ν) ≥ cΦ(λ)−1λ2δp for all large λ,

where Tλ denotes the restriction of the operator Tλ as given by (3.1). From the discussion
in Section 3, we find that TλT ∗

λ is an integral operator of the form (3.7), with integration
kernel Kλ given by

Kλ(x(u), x(v)) = λn−1

∫
exp
[
−iλ

(
dg(x(u), y) − dg(x(v), y)

)]
a
(
x(u), y

)
a
(
x(v), y

)
dy.

We have also recorded in Section 3 (specifically in Theorem 3.1(a)) that aλ is a smooth
function that does not vanish for (x, y) ∈ S with dg(x, y) ∈ [c3κ, c4κ]. Here κ > 0 is a fixed
small constant, and S has been defined in (3.5).

For P∗-almost every ω ∈ Ω obeying the conclusion of Proposition 10.3, let us fix v0 ∈ Eω.
We are thus ensured of the two estimates (10.4) and (10.5). For all sufficiently large λ, we
choose a test function fλ such that

(10.14) fλ(x(v)) = λd(1−ε)/p′ψ(λ(v − v0)).

Here ψ is a smooth non-negative function supported in a small ball of radius σ (a small ab-
solute constant soon to be specified) centred at the origin and identically one on a concentric
ball of half the radius. By choosing a smaller σ if necessary, we can ensure that the function
(v, y) 7→ a(x(v), y) does not change sign and stays bounded away from zero for (x(v), y) ∈ S
and x(v) ∈ supp(fλ). It follows from (2.24) and (10.4) that

(10.15)
||fλ||p

′

Lp′ (ν)
=

∫
|fλ(x(v))|p′

√
det(g(v)) dµ(v)

≤ Cσλ
d(1−ε)µ

(
B(v0; σλ

−1)
)
≤ CσΦ(λ).

An additional relevance of σ is that

|dg(x(u), y) − dg(x(v), y)| ≤ dg(x(u), x(v)) ≤ Cσλ−1 for x(u), x(v) ∈ supp(fλ),

so for σ small enough, we can ensure that

Re
[
Kλ(x(u), x(v))

]

≥ λn−1

∫
Re
[
exp
{
−iλ

(
dg(x(u), y) − dg(x(v), y)

)}]
a
(
x(u), y

)
a
(
x(v), y

)
dy

≥ cos(Cσ)λn−1

∫
a
(
x(u), y

)
a
(
x(v), y

)
dy ≥ c0λ

n−1

for some fixed c0 > 0. Thus for x(u) ∈ supp(fλ), with fλ as in (10.14),

∣∣TλT ∗
λ fλ(x(u))

∣∣ ≥ c0λ
n−1

∫
fλ(x(v))

√
det(g(v)) dµ(v)

≥ C−1λ
n−1+

d(1−ε)

p′ µ
[
B(v0; σ/(2λ))

]

≥ C−1
σ λ

n−1+
d(1−ε)

p′ λ−d(1−ε)Φ(λ)−1 = C−1
σ λn−1− d(1−ε)

p Φ(λ)−1,
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where the last inequality is a consequence of (10.5). The pointwise bound above implies that

||TλT ∗
λ fλ||pLp(ν) ≥ C−1

σ λ(n−1)p−d(1−ε)Φ(λ)−1ν
(
supp(fλ)

)

≥ C−1
σ λ(n−1)p−d(1−ε)Φ(λ)−1µ

[
B(v0; σλ

−1/2)
]

≥ C−1
σ λ(n−1)p−2d(1−ε)Φ(λ)−1 = C−1

σ Φ(λ)−1λ2pδp ,(10.16)

where we have used (10.5) again in the last inequality. Combining (10.15) with (10.16) leads
us to the desired conclusion (10.13). �

10.5. Proof of Proposition 10.3.

Proof. Fix any v0 ∈ E and any 0 < r < 1. Since

µ
[
B(v0; r

]
= lim

k→∞
µk

[
B(v0; r)

]
,

the desired inequality (10.4) follows from a similar inequality with µk replacing µ. It follows
from (2.8) that

µk

[
B(v0; r)

]
=

1

Pkδdk

∑

ik

Xk(ik)

∫

B(v0;r)

1Q(ik)(x) dx

=
1

Pkδdk

∑

ik

Xk(ik)
∣∣B(v0; r) ∩Q(ik)

∣∣.(10.17)

To establish (10.4), let us choose the unique scale ℓ∗ such that

(10.18) δℓ∗+1 < r ≤ δℓ∗ .

The relevance of ℓ∗ is that B(v0; r) can be covered by cubes of the form {Q(iℓ∗) : iℓ∗ ∈
I∗[v0; r]}, where the cardinality of I∗[v0; r] is at most a constant Cd depending only on d.
Thus the cubes Q(ik) that contribute to the sum in (10.17) are those descended from Q(iℓ∗)
for some iℓ∗ ∈ I∗[v0; r]. In other words, the sum ranges over multi-indices ik ∈ I(k, d) whose
projection onto the first ℓ∗ coordinates yields some iℓ∗ ∈ I∗[v0; r]. This leads to the following
estimate:

µk

[
B(v0; r)

]
≤ 1

Pkδdk

∑

iℓ∗∈I∗[v0;r]

′∑
Xk(ik)δdk

=
1

Pk

∑

iℓ∗∈I∗[v0;r]
qk[iℓ∗ ]

≤ Cd

Pk

sup
{
qk[iℓ∗ ] : iℓ∗ ∈ I(ℓ∗, d)

}

≤ Cd

Pk

(
δℓ∗

δk

)d k∏

m=ℓ∗+1

pm.(10.19)

The sum
∑′ in the first displayed line above ranges over all multi-indices ik which project

onto some iℓ∗ ∈ I∗[v0; r] in the first ℓ∗ coordinates. Thus the quantity qk[iℓ∗ ] that appears in
the second line is the same as the one defined in (12.5) in Section 12.2, namely the number
of basic cubes of the kth generation descended from Q(iℓ∗). Lemma 12.1 then provides the
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upper bound in (10.19). A simplification of this last term using (2.13), (2.20) and (2.21)
yields

Cd

Pk

(
δℓ∗

δk

)d k∏

m=ℓ∗+1

pm =

{
δ
d(1−ε)
ℓ∗ if ε > 0,

δdℓ∗N
dγ
ℓ∗ if ε = 0.

In view of (10.18), both expressions above are dominated by rd(1−ε)Φ(1/r), completing the
proof of (10.4).

We turn to the inequality (10.5). For any v0 ∈ Rd, the ball B(v0; r) contains a cube Q =

Q(v0; r) centred at v0 and of sidelength 2r/
√
d. It follows from (10.18) that there exists a

multi-index îℓ∗+2 ∈ I(ℓ∗ + 2, d) such that

v0 ∈ Q̂ = Q(̂iℓ∗+2) ⊂ Q,

provided the parameter N in (2.20) and (2.21) is chosen large enough relative to d. The
relation (10.17) then leads to the following lower bound: for k ≥ ℓ∗ + 3,

(10.20) µk[B(v0; r)] ≥
1

Pkδdk

∑̂

ik

Xk(ik)δdk =
1

Pk

qk [̂iℓ∗+2],

where
∑̂

indicates summation over all multi-indices ik whose projection onto the first ℓ∗ + 2

coordinates yields îℓ∗+2. In other words, we only restrict attention to cubes Q(ik) that are

descended from Q̂. If additionally we assume that v0 ∈ E, then the right hand side of (10.20)
is guaranteed to be nonzero; in fact, by Lemma 12.2 we can estimate it from below by

µk[B(v0; r)] ≥
1

Pk

qk [̂iℓ∗+2] ≥
1

CPk

(
δℓ∗+2

δk

)d k∏

m=ℓ∗+3

pm.

We leave the reader to verify, along the same lines as in the previous case, that this last
quantity is bounded from below by rd(1−ε)/Φ(1/r), completing the proof. �

11. Appendix: A generalized Young-type inequality

Proposition 11.1. Let µ be a positive Borel measure supported on a set E ⊆ Rd that is not
necessarily translation-invariant. Given a measurable function K(·, ·), consider the integral
operator:

(11.1) Tf(x) :=

∫
K(x, y)f(y) dµ(y).

Then for any choice of exponents 1 ≤ s, q, r ≤ ∞ satisfying

1 +
1

r
=

1

s
+

1

q
,(11.2)

As := sup
x∈E

[∫
|K(x, y)|s dµ(y)

] 1
s

<∞, Bs := sup
y∈E

[∫
|K(x, y)|s dµ(x)

] 1
s

<∞,(11.3)

the following inequality holds:

||Tf ||Lr(µ) ≤ A
1− s

r
s B

s
r
s ||f ||Lq(µ).
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Proof. We adapt the same method of proof as the classical Young’s inequality, where µ is
the Lebesgue measure, with the modifications needed to deal with the lack of translation-
invariance. We begin with a pointwise bound for the operator T .

|Tf(x)| ≤
∫

|K(x, y)||f(y)| dµ(y)

≤
∫

|K(x, y)|1+ s
r
− s

r |f(y)|1+ q

r
− q

r dµ(y)

=

∫ (
|K(x, y)| sr |f(y)| qr

)
|K(x, y)| r−s

r |f(y)| r−q

r dµ(y)

≤ T1(x) × T2(x) × T3, where

T1(x) = || (|K(x, ·)|s|f(·)|q) 1
r ||Lr(µ) =

(∫
|K(x, y)|s|f(y)|q dµ(y)

) 1
r

,

T2(x) = ‖|K(x, ·)| r−s
r ‖

L
sr
r−s (µ)

=
(∫

|K(x, y)|sdµ(y)
) r−s

sr ≤ A
r−s
r

s

T3 = ‖|f | r−q

r ‖
L

qr
r−q (µ)

= ||f ||
r−q

r

Lq(µ).

The last line in the estimation of Tf(x) above uses the generalized Hölder’s Inequality with
the triple of exponents (r, sr/(r− s), qr/(r− q)), whose reciprocals add up to one, by (11.2).
We proceed to compute the Lr(µ)-norm of our convolution:

‖Tf‖rLr(µ) ≤
∫

[T1(x) × T2(x) × T3]
r dµ(x)

≤
∫ (∫

|K(x, y)|s|f(y)|q dµ(y)
)
Ar−s

s × ||f ||r−q
Lq(µ) dµ(x)

≤ Ar−s
s ||f ||r−q

Lq(µ)

∫∫
|K(x, y)|s|f(y)|q dµ(y) dµ(x)

≤ Ar−s
s ||f ||r−q

Lq(µ) × (Bs
s ||f ||qLq(µ))

≤ Ar−s
s Bs

s ||f ||rLq(µ),

which completes our proof. �

12. Appendix: Probabilistic tools

12.1. Proof of Lemma 2.3.

Proof. The inequality (2.19) is a consequence of (2.18). We start by proving this implication.
Define the auxiliary quantity

ηk :=
Pk − P k

P k

, so that Pk = P k(1 + ηk).

An iteration involving (2.16) then gives

Pk = P k(1 + ηk) = N
d(1−εk)
k (1 + ηk)Pk−1 = · · ·



46 SURESH ESWARATHASAN AND MALABIKA PRAMANIK

=
k∏

j=1

[
N

d(1−εj)
j (1 + ηj)

]
= Rk

k∏

j=1

(1 + ηj).

Thus, in order to prove (2.19) it suffices to establish the P∗-almost sure existence of a constant
C2 = C2(ω) > 0 such that

(12.1) C−1
2 ≤

k∏

j=1

(1 + ηj) ≤ C2 for all k ≥ 1.

This follows from two observations: the first is that for P∗-almost every random set E,

(12.2) ηk 6= −1, since Pk 6= 0 for all k ≥ 1,

so the product in (12.1) is strictly positive. The second point to note is that the sequence
ηk is absolutely summable. To see this, we estimate the sum as follows,

∞∑

k=1

|ηk| =
|Pk − P k|

P k

≤ C1

∑

k

√
log(k + 1) max

(
P k, log(k + 1)

) 1
2 × (P k)−1

≤ C1

[
∑

k:Pk≤log(k+1)

log(k + 1)

P k

+
∑

k:Pk>log(k+1)

√
log(k + 1)

P
1/2

k

]

≤ C1

∑

k

log(k + 1)

P
1/2

k

≤ C1

∑

k

log(k + 1)
[
N

d(1−εk)
k Pk−1

]− 1
2

≤ C1

∑

k

log(k + 1) N
−d(1−εk)/2
k .

The first inequality above follows from (2.18). In the second step, we have rewritten the sum
in two parts, depending on the relative sizes of P k and log(k+1). The penultimate inequality
makes use of the defining identity of P k in (2.16). The last inequality is a consequence of
the fact that Pk−1 ≥ 1 on the support of P∗. Our summability hypothesis (2.17) therefore
implies that P∗-almost surely there exists a large integer k0 = k0(ω) > 0 depending on C1

such that

1

2
≤

k∏

j=k′

(1 + ηj) ≤ 2 for all k ≥ k′ ≥ k0.

Set C2 ≥ 1 to be any constant such that C2 = C2(ω) ≥ max (2C3, 1/(2C4)), where

C3 = sup
1≤k≤k0

k∏

j=1

(1 + ηj) and C4 = sup
1≤k≤k0

k∏

j=1

(1 + ηj)
−1.

Both C3 and C4 are strictly positive, by (12.2). Then (12.1) holds with this C2, proving
(2.19).
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It remains to prove (2.18). For a fixed large ω-independent constant B soon to be specified
(B = 100 will suffice), we define the event

Sk :=
{
ω ∈ Ω : |Pk − P k| ≤ t0

}
,

where

t0 := B
√

log(k + 1) max
(
P k, log(k + 1)

) 1
2

(12.3)

=

{
B log(k + 1) for P k ≤ log(k + 1),

B log(k + 1)P
1
2
k for Pk > log(k + 1).

We aim to show that

(12.4)
∞∑

k=1

P∗(Sck) <∞.

Once (12.4) is established, the Borel-Cantelli Lemma [2, p 53, Theorem 4.3] implies that for
P∗-almost every ω, there exists an integer k0(ω) ≥ 1 such that the event Sk occurs for all
k ≥ k0(ω). Since we have

sup
k≤k0(ω)

|Pk − P k|√
P k log(k + 1)

≤ 1√
log 2

sup
k≤k0(ω)

|Pk − P k| ≤
2Md

k0√
log 2

for every such ω, the desired inequality (2.18) holds P∗-almost surely by setting C1 =
max(B, 2Md

k0
/
√

log 2).

We now turn our attention to proving (12.4). Let Fk denote the σ-algebra generated by
Y1, · · · ,Yk. Since

P∗(Sck) =
P(Tk)

P(E 6= ∅)
=

E(P(Tk|Fk−1))

P(E 6= ∅)
with Tk = S

c
k ∩ {E 6= ∅},

it suffices to show that P(Tk|Fk−1) is bounded above by a deterministic constant that is
summable in k. We estimate P(Tk|Fk−1) using Bernstein’s inequality, quoted in Theorem
12.3 below. Conditioning on Fk−1, we observe that

Pk − P k =
∑

ik−1

Xk−1(ik−1)

Nd
k∑

ik=1

(
Yk(ik) −N−dεk

k

)

is the sum of P k = Pk−1N
d
k independent, centred random variables, each of which is bounded

above by 1 in absolute value and has variance ≤ pk = N−dεk
k . Thus in the notation of Theorem

12.3, m = P k, M = 1 and
∑
σ2
r ≤ σ2 = P k. We apply (12.16) with these values and with

t = t0 as in (12.3). This yields

P(Tk|Fk−1) = P(|Pk − P k| > t0|Fk−1) ≤ exp

(
− t20
P k + t0

3

)

≤





exp
(
− t20

4t0/3

)
for P k ≤ log(k + 1),

exp
(
− t20

4BPk/3

)
for Pk > log(k + 1).
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≤ (k + 1)−
3B
4 .

The final step is obtained by substituting t0 from (12.3) into the two cases. The right hand
side is summable for any choice of B > 4, completing the proof. �

12.2. Estimating the number of descendants of a basic cube. For indices 1 ≤ r < ℓ,
and a fixed ir ∈ I(r, d), let us define

(12.5) qℓ[ir] :=
′∑
Xℓ(iℓ),

where
∑′ ranges over all multi-indices iℓ ∈ I(ℓ, d) whose projection onto the first r coor-

dinates yields ir. Thus qℓ[ir] represents the number of basic cubes of the k-th generation
descended from Q(ir).

Lemma 12.1. Suppose that the construction parameters Nk and εk obey the following
summability condition:

(12.6)
∑

k>k′

k| log δk′ |N−d(1−εk)/2
k <∞.

Then for P∗-almost every ω ∈ Ω, there exists a constant C = Cω > 0 such that for every
choice of indices r < ℓ,

sup
{
qℓ[ir] : ir ∈ I(r, d)

}
≤ C

(
δr
δℓ

)d ℓ∏

m=r+1

pm.

Remark: We observe that the condition (12.5) is stronger that the other two conditions
(2.14) and (2.17) needed in earlier parts of the argument. Further, the choices of Nk and εk
as given in (2.20) and (2.21) satisfy (12.6) and hence also (2.14) and (2.17).

Proof. The proof is very similar to that of Lemma 2.3 above, so we only sketch the details.
For fixed r, we define a partially averaged version of qℓ, which we call qℓ:

(12.7) qℓ[ir] = Nd
ℓ pℓqℓ−1[ir] = N

d(1−εℓ)
ℓ qℓ−1[ir],

with pℓ and εℓ as in (2.13).

For a fixed large ω-independent constant B to be specified, we set

τ0 := (ℓ+B)1/2| log δr|1/2 max
(
qℓ[ir], (ℓ+B)| log δr|

)1/2

=

{
(ℓ+B)

1
2 | log δr|1/2(qℓ[ir])1/2 if qℓ ≥ (ℓ+B)| log δr|

(ℓ+B)| log δr| if qℓ ≤ (ℓ+B)| log δr|,

}
(12.8)

and define the event

Tr :=
∞⋂

ℓ=r+1

Trℓ, where Trℓ :=
{
ω ∈ Ω : |qℓ[ir] − qℓ[ir]| ≤ τ0 for all ir ∈ I(r, d)

}
.

We aim to show that

(12.9)
∞∑

r=1

P∗(Tcr) =
∞∑

r=1

P∗
( ∞⋃

ℓ=r+1

T
c
rℓ

)
≤

∞∑

r=1

∞∑

ℓ=r+1

P∗(Tcrℓ) <∞.
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The same Borel-Cantelli argument as in Lemma 2.3 would then imply that for almost every
ω ∈ Ω, there is a constant C > 0 such that

(12.10) |qℓ[ir] − qℓ[ir]| ≤ Cτ0 for all r < ℓ and all ir.

We will return to the proof of (12.9) shortly, but will leave the verification of (12.10) from
(12.9) to the reader. Assuming (12.10) for the moment, the remainder of the proof is com-
pleted as follows. We fix indices r < ℓ, and a multi-index ir, and for simplicity write
qℓ = qℓ[ir], qℓ = qℓ[ir]. Define an auxiliary quantity ζℓ according to the following relation

(12.11) qℓ = qℓ(1 + ζℓ).

The definitions (12.5) and (12.7) of qℓ and qℓ imply if qℓ is nonzero, then so is every qm and
qm for r + 1 ≤ m ≤ ℓ. As a result, ζℓ is well-defined for nonzero qℓ. Further, (12.10) implies
that in this case,

|ζℓ| ≤
Cτ0
qℓ

≤ C(ℓ+B)| log δr| × (qℓ)
−1/2

≤ C(ℓ+B)| log δr|N−d(1−εℓ)/2
ℓ(12.12)

The second inequality in the sequence above follows from (12.8). The last inequality is a
consequence of (12.7), which says that if qℓ is nonzero, it must be larger than Nd

ℓ pℓ.

The quantity ζℓ is analogous to ηk in the proof of Lemma 2.3 and will play a similar role.
Iterating the relation (12.11) and applying (12.7) at every step, we arrive at

qℓ = Nd
ℓ pℓqℓ−1(1 + ζℓ) = · · ·

=
[ ℓ∏

m=r+1

Nd
mpm

][ ℓ∏

m=r+1

(1 + ζm)
]
qr =

(δr
δℓ

)d[ ℓ∏

m=r+1

pm

][ ℓ∏

m=r+1

(1 + ζm)
]
.(12.13)

Since qr = qr[ir] = 1, it suffices to show that the second product above is bounded above
by a constant independent of r and ℓ and depending only on ω. The estimate (12.12) shows
that ζm is small for m ≥ r and large r, so in order to establish the desired conclusion it
suffices to show that the sum of |ζm| in the range r + 1 ≤ m ≤ ℓ is bounded above by a
large ω-dependent constant that is uniform in r and ℓ. The summability hypothesis (12.6)
ensures that this is the case.

It remains to prove (12.9). We do this again with an application of Bernstein’s inequality,
as we did in the proof of Lemma 2.3. Since

qℓ − qℓ =
′∑

iℓ−1

Xℓ−1(iℓ−1)
∑

iℓ

(
Yℓ(iℓ) − pℓ),

we can set

m = qℓ−1N
d
ℓ , σ2 = Nd

ℓ qℓ−1pℓ = qℓ and t = τ0

in Theorem 12.3 to deduce that for each ir ∈ I(r, d),

P∗(|qℓ − qℓ| > τ0
)
≤ exp

(
− τ 20
qℓ + τ0

3

)
≤ δ

3
4
(ℓ+B)

r .
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Since the number of possible choices of multi-indices ir is δ−d
r , summing the above estimate

over all ir yields

P∗(Tcrℓ) ≤ δ
3
4
(ℓ+B)−d

r .

Choosing B > 4d/3 ensures that the last quantity is summable in r and ℓ for all ℓ ≥ r + 1.
This completes the proof of (12.9) and hence the proof of the lemma. �

A careful analysis of the proof of Lemma 12.1 yields a lower bound on qℓ as well.

Lemma 12.2. Assume that the summability condition (12.6). Then for P∗-a.e. ω ∈ Ω and
every x ∈ E = E(ω), the following property holds:

There exists a constant C = Cx,ω > 0 such that for all indices r < ℓ and all multi-indices ir
and iℓ such that

(12.14) x ∈ Q(iℓ) ⊆ Q(ir),

we have

(12.15) qℓ[ir] ≥ C−1

(
δr
δℓ

)d ℓ∏

m=r+1

pm.

Proof. We proceed exactly as in Lemma 12.1, leading up to the relation (12.13). The hypoth-
esis (12.14) implies that qℓ is nonzero for all the relevant choices of ir and iℓ; in particular,
none of the factors 1 + ζm can be zero, for r + 1 ≤ m ≤ ℓ. On the other hand, the estimate
(12.12) and the summability hypothesis (12.6) imply that the tail product of

∏
m(1 + ζm)

converges to a nonzero quantity, i.e., there are large absolute constants R,C > 0 such that

inf
{ ℓ∏

m=r+1

(1 + ζm) : ℓ > r ≥ R
}
≥ C−1.

This leaves at most R factors unaccounted for, but since each factor is nonzero, we can reach
(12.15) simply by enlarging C by a constant factor depending only on R, x and ω. �

12.3. Large deviation inequalities.

Theorem 12.3. (Bernstein’s inequality) Let Z1, . . . , Zm be independent random variables
with

|Zr| ≤M, EZr = 0 and E|Zr|2 = σ2
r .

Let
∑
σ2
r ≤ σ2. Then for all t > 0,

(12.16) P
(∣∣

m∑

1

Zr

∣∣ ≥ t
)
≤ exp

(
− t2

σ2 + 1
3
Mt

)
.

Theorem 12.4. (Azuma’s inequality) Suppose that {Ur : r = 0, 1, 2, . . . } is a martingale
and {cr : r ≥ 0} is a sequence of positive numbers such that |Ur+1 − Ur| ≤ cr almost surely.
Then for all integers m ≥ 1 and all t ∈ R,

(12.17) P (|Um − U0| ≥ t) ≤ 2 exp
[
−t2/

(
2

m∑

r=1

c2r
)]
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