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Abstract

Topography of surfaces may influence many processes in tribology including friction and adhesion. Its influence is usually taken into account in various statistical models of rough surfaces. Most of these models are based on an explicit or implicit assumption of normality of the asperity heights or similar assumptions that involve Gaussian distributions. Recently it has been shown that the height distribution of surfaces prepared by grinding are not Gaussian at both nano and micro-scales, while topography of epoxy resin replicas of polishing papers having nominal asperity sizes up to several micrometers, was Gaussian. Here we study roughness of carbon-based coatings deposited by direct current pulsed magnetron sputtering with and without substrate bias voltage at micro and nano-scale. Hardness measured using a Berkovich indenter tip gave 43 (biased) and 14 (non-biased) GPa, respectively. First the heights of the nano-asperities were determined by AFM (Atomic Force Microscopy). Then the heights of the micro-asperities were measured by a profilometre (a stylus). Finally the same regions measured by stylus were again studied by AFM. Standard statistical parameters of surfaces are determined at each scale. It has been also shown that the stylus measurements did not cause plastic deformations of the harder (biased) sample because the distributions of heights at nano-scale were the same. Using the experimental data obtained, the assumption of the normal distribution for the roughness heights has been studied by application of various modern tests of normality. Measurements with the 150 nm AFM steps showed that the surfaces satisfy the assumption of normality of the heights at both levels. However, further studies with the 10 nm AFM steps showed that the roughness of the non-biased sample is not normal. Hence, the applicability of the standard statistical models of adhesive contact between rough solids to the non-biased sample may be questionable.
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1. Introduction

It is well established that topography of solid surfaces involves finite scale roughness regardless of preparation method of the surfaces (Khusu et al. 1975, Goryacheva 1997). In precision engineering practice surface roughness is a key factor in determining successful com-
ponent performance, particularly in tribological applications (e.g. gears, bearings). Friction, wear and energy dissipation during sliding are strongly influenced by asperity deformation which is, in turn, controlled by the surface profile. Modern nanotechnology considers surfaces whose roughness is below the micro-metre scale and traditional statistical approaches to surface roughness have to be improved to achieve further progress in studying interactions at the nano/micro scales.

It has been shown recently that a model where the nano-scale asperities are mainly responsible for molecular and chemical interactions and the micro-scale asperities are responsible for modelling the mechanical interlocking of asperities may reflect the main features of friction (Borodich and Savencu 2017). Hence, for proper modelling friction, it is important to get information about the surface roughness not only at microscale but also at nanoscale. This subject is a current challenging task in contact mechanics description and comprehension of nano-related phenomena as highlighted by Carpick in a very recent article appeared in Science, (Carpick 2018).

The overwhelming majority of papers using statistical approaches to description of surface roughness are based on explicit or implicit assumption of normality (Gaussian) distribution of asperity heights. Let us explain the importance of the assumption of normality. For modelling tribological processes, both the vertical and horizontal distributions of the asperities should be used. As it was noted by Maugis (2000), two profiles may have the same height and peak height distributions, but they may differ in the horizontal extension. It is a common practice now to model the surface roughness profiles as graphs of stationary random processes. If the vertical distribution is normal (Gaussian) then it can be completely described by two parameters: (i) the height distribution and (ii) a correlation (auto-correlation) function (Linnik and Khusu 1954a,b, Whitehouse and Archard 1970, and Khusu et al. 1975). Hence, the explicit or implicit assumption of the Gaussian distribution of heights is employed also in almost all established models of contact between rough adhesive surfaces. This is related to both non-adhesive models of contact and the classic models of adhesive contact between rough surfaces such as developed by Fuller and Tabor (1975), Maugis (2000), Galanov (2011), Fuller (2011), Galanov and Valeeva (2016); see also a review in (Borodich et al. 2016).

Thus, if it is established that the surface roughness is Gaussian, then one can use the classic models of contact. Very recently, we tested the hypothesis of normality using mathematically rigorous approach (Borodich et al. 2016, Pepelyshev et al. 2018) on grinded surfaces. We showed that the asperities of grinding surfaces are not normal at both nano and microscales whilst intact surfaces of replicas of polishing papers are normal. Therefore, it is of high interest the validation of these assumptions in engineered surfaces and coatings submitted to friction and wear in order to afford correctly the theoretical description of the tribological phenomena employing the above models.

The auto-correlation function that characterizes the horizontal distribution of asperities of a rough surface profile, is often substituted by its Fourier transform that is called the spectral density function. However, if the process is not Gaussian then mean and covariance functions of a random process do not determine the finite-dimensional distributions of a random process (Gusak et al. 2012). As it was noted by Ghosal and Van der Vaart (2017), if a process is non-Gaussian then the properties of the sample paths are not fully determined by the mean and covariance functions. Therefore, the models based on the use of solely the covariance function (the spectral density function) are wrong from the statistical point of view and these
models are not discussed here further.

Magnetron sputtering (MS) has developed rapidly over the last decades to the point where it has become established as the process of choice for the deposition of a wide range of industrially important functional coatings for mechanical, tribological, decorative, optical or electrical applications. With the development of pulsed magnetron sputtering technologies, the limitations for depositing fully dense defect-free insulating materials could be overcome pulsing the direct current (DC) magnetron discharge in the mid-frequency range (100-350 kHz). In the last years, a new variant called high power pulsed magnetron sputtering (HiPIMS) and the later modification known as modulated pulsed power magnetron sputtering (MPPMS) produce a high degree of ionization of the sputtered species similar to an arc source but without generating macroparticles (Alamis et al. 2009, Sarakinos et al. 2010, Lin et al. 2010). HiPPMS-grown films exhibit significantly smoother surfaces and are denser than the DC-MS ones.

Carbon based (CB) coatings continue to draw significant attention from scientific and industrial communities because of their exceptional mechanical and tribological properties that can be tailored from superhard, like in diamond, to soft and lubricant, like in graphite. Their functionality can be controlled by modifying the $\text{sp}^3/\text{sp}^2$ carbon hybridization ratio, the hydrogen content or the incorporation of different alloying components, e.g. metals, non-metals, nanoparticles, etc. (Sanchez-Lopez and Fernandez, 2008). With the recent advances in deposition processes, it has now become a scientific issue to understand the effects of the plasma processes on the film structure and properties. The investigation of topographical features by applying statistical models results therefore very useful to establish correlation among them. Here we study roughness of two carbon-based coatings deposited by direct current pulsed magnetron sputtering with and without negative polarization of the substrates. The application of a bias voltage leads to an increment of energy of impinging ions affecting film nucleation and growth. Ion bombardment during the growth of thin films has a strong influence on the morphology, composition and microstructure, which largely determine film properties. A scientific issue is the understanding of the effect of ion energy flux delivered on the film growth and surface roughness. A mathematical description of surface asperities for both type of coatings can shed light on the influence of ion bombardment, a relevant key parameter particularly with the advent of high-density plasmas technologies (HiPIMS and MPPMS).

The paper is organized as follows. In §2 we give some preliminary information concerning various carbon based coatings. In §3 we study topography of different amorphous carbon films prepared by DC-pulsed magnetron sputtering techniques with and without bias applied to the substrates.

The surface roughness was measure in three stages: (i) the roughness of intact samples is measured at nanometre scale using atomic force microscopy (AFM); (ii) the roughness of the same samples is measured at micrometre scale by a stylus profilometer, (iii) the roughness of the same samples whose roughness could be affected by the stylus is measured again at nanometre scale using AFM.

Finally we discuss the statistical approaches to surface roughness evaluation for determining whether surface heights of samples under analysis follow a normal (Gaussian) distribution, and therefore, the classic statistical models of contact between rough surfaces may be used.
2. Carbon based coatings

The CB coatings is a very wide class of materials including diamond, graphite, carbides and amorphous carbon. DLC is a subclass of amorphous carbon that has some properties similar to properties of diamond. The hardest type of DLC is tetrahedral amorphous carbon (ta-C). Amorphous carbon and tetrahedral amorphous carbon films may be both hydrogenated (a-C:H and ta-C:H) and non-hydrogenated (a-C, and ta-C). They can be also doped by different elements including metals (e.g., W, Ti, Ni, and Cr) and non-metals (e.g. B, N, O, P, and Si). The tribology of these coatings was intensively studied and reviewed (see, e.g. Donnet and Erdemir 2008 and chapters therein). It was established that the friction and wear properties of CB coatings are dependent on the surface topography, the structure of the films, the atmospheric conditions, and surface chemistry.

At the nanoscale, the effects of surface roughness and the underlying physical phenomena, such as adhesion between contacting objects, have a considerable influence on the interaction between surfaces. It is known that surface roughness is one of the main factors affecting friction and wear of rubbing solids. On the other hand, the deposition techniques may greatly influence the produced roughness of the surfaces. First, let us consider the case of rough abrasive surfaces and abrasive wear. For example, boron carbide (nominally B$_4$C) coatings produced by sputter deposition on steel coupons (Harris et al. 2002) had a cauliflower-like shape with surface roughness of about 400 nm. This hard coating (23 GPa measured by nanoindentation) can substantially reduce the roughness of a steel counterpart, e.g. from 250 to 50 nm within less than 100 cycles of a pin-on-disc test through a mechanical polishing process. The number of the so-called sharp asperities of the coatings responsible for abrasion of the counter part is reduced as a power-law function of number of cycles (Borodich et al. 2002, 2003).

In many other cases, smooth carbon-based tribological coatings are able to provide an ultralow friction coefficient based on the low shearing forces between interacting surfaces. A typical phenomena observed in this situation is the formation of a third-body layer on the counterface material and the surface modification of the initial layer involving a graphitic-like transformation. This interfacial layer is able to accommodate sliding and adsorb deformation energy, resulting in low friction and reduced wear of the counterfaces. The atmosphere surrounding the tribological contact can affect by physical and chemical interactions the surface topography, transfer layer build-up, adhesion to mating surfaces and as a consequence the friction behaviour. An illustrative example taken from the literature is carbon nitride (CNx) films where initial roughness is modified by tribochemical wear processes.

Originally CNx coatings were introduced as a superhard solid lubricant (Chen et al. 1993) because the coefficient of friction (COF) of steel-CN pair in unlubricated conditions was about 0.16. However, it was shown later that in special circumstances the coatings may demonstrate properties of superlubricity behaviour depending on the test conditions and environments (Fontaine et al. 2008, Adachi and Kato, 2008, Sánchez-López et al 2002, Kato et al 2003). Oxygen gives a totally opposite effect on friction: it rises continuously up to 0.36. Surprisingly argon and helium gases gave an effect similar to oxygen. Tests performed under streams of oxygen and nitrogen gases show that if the initial cycles of sliding were in O$_2$ gas stream and then in the N$_2$ gas stream then the values of the COF reduces from about 0.1 to 0.005.

An attempt to explain these and other effects related to CB coatings was presented by Borodich et al. (2008). It was presented a collection of different wear and friction mechanisms
that depend on the history of the rubbing process, including the history of gaseous atmosphere around the rubbing surfaces. It is argued that the first stage of wear process (run-in) is abrasive. High flash temperature field on the summits of the protuberances (asperities) that arises due to rubbing, leads to 1st kind of thermal decomposition of the CNx that enhances parallel graphitization of initially amorphous films. This in turn leads to shearing of graphitized parts of the protuberances. This kind of decomposition of the coating is accelerated in oxygen environment. To achieve super-low friction, one needs to produce a passivated (no dangling bonds) super-smooth surface, e.g. by sliding in air or O\textsubscript{2} gas stream during initial cycles which leads to shearing of graphitized bumps and super-finish of the CNx surfaces, and then by sliding in nitrogen atmosphere.

3. Experimental samples and devices

**Samples.** The two amorphous carbon (a-C) films used for this study were deposited on silicon substrates by DC-pulsed magnetron sputtering in Ar atmosphere (5 × 10\textsuperscript{-3} mbar) using a graphite target at 300 W. The pulse conditions were set at 250 kHz of frequency, 496 ns of duration (87.6% of duty cycle). A negative bias of approximately 150 V was applied to the substrate in one of the cases. Both processes were carried out at room temperature and the measured thicknesses were 700 and 1300 nm for biased and non-biased samples, respectively. Carbon-based coatings prepared by plasma-assisted deposition methods at room temperature are generally amorphous as they are synthetized in conditions out of thermodynamic equilibrium. There are many papers based on DLC and a-C coatings where these structural characteristics are proven (see, e.g. Wang et al., 2010).

Hardness measurements carried out with a MTS Nanoindenter II XP using the continuous stiffness measurement (CSM) technique and a diamond Berkovich (three-sided pyramid) indenter tip gave 43 (biased) and 14 (non-biased) GPa, respectively. Scanning electron microscopy (SEM) data were recorded in a FEG Hitachi S4800 microscope operating at 5 kV.

**The AFM.** The AFM system used to measure the nanoscale topography of the sample was the XE-100 model from Park Systems. The probes employed were the CSG model from NT-NDT. These probes are utilised for contact mode AFM operations and are designed with a rectangular-type cantilever, which is Au-coated on its reflective side. These probes are made of single crystal silicon and have a nominal force constant of 0.11 N/m, as stated by the manufacturer. The typical curvature radius of the tip mounted at the free of the cantilever is stated to be 6 nm. In particular, the dimension of a scanned area was set at 30 µm x 30 µm. However, the scanned area was 40 µm x 40 µm for the first scan of the bias a-C sample. Additional AFM measurements were performed on 2.56 µm x 2.56 µm. In all cases 256 x 256 grid was used. This means that the AFM step was 117 nm for the area 30 µm x 30 µm and 10 nm for the area 2.56 µm x 2.56 µm respectively.

**The Profilometer.** The surfaces of the samples at micrometre scale were measured using a Taylor Hobson Form Talysurf Series 2 stylus profilometer. This equipment uses a conical diamond-tipped stylus, with a 2 µm spherical tip radius. An inductive gauge with a resolution of 16 nm over a vertical measurement range of 1 mm is used to measure stylus deflection as it is moved over the surface being measured by the traverse unit, a highly accurate linear slide. Roughness measurements are typically made at 0.25 µm spacing, and can be exported from the system as raw measurements, or after levelling, form removal, filtering or other processing.
The instrument used in this paper is also fitted with a motorised y-axis stage, which allows a series of two-dimensional (line) measurements to be taken and post-processed to form a three-dimensional areal measurement of surface roughness. Typically, these measurements are spaced at 1 µm in the y direction. The dimension of a scanned area was set at 40 µm x 120 µm.

4. Statistical approaches to rough surfaces

A review of statistical approaches to surface roughness was given by Borodich et al. (2016). The first attempt to use the random process approach in tribology is due to Linnik and Khusu (1954a,b). They suggested to represent a profile \( z(x) \) of a polished surface as a realization from some normal stationary process whose auto-correlation function

\[
R(\delta) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} [z(x + \delta) - \bar{z}][z(x) - \bar{z}] \, dx = \langle [z(x + \delta) - \bar{z}][z(x) - \bar{z}] \rangle
\]  

(1)
can be approximated as

\[
R(\delta) = R(0) \exp(-\alpha |\delta|),
\]

where \( R(0) \) and \( \alpha \) are parameters which describe the roughness, \( \bar{z} \) is the average value (the mean line) of the profile function \( z(x) \) and \( \delta \) is the lag. The auto-correlation function can be substituted by its Fourier transform – the power spectral density \( G(\omega) \):

\[
G(\omega) = \frac{2}{\pi} \int_{0}^{\infty} R(\delta) \cos \omega \delta \, d\delta \quad \text{and} \quad \bar{z} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} z(x) \, dx
\]

where \( \omega \) is the signal frequency. For the exponential auto-correlation function the power spectral density is

\[
G(\omega) = \frac{R(0)\alpha}{\pi(\alpha^2 + \omega^2)}.
\]

The asperity heights were calculated from the middle line of the profile, that, in turn, was calculated by the least square method. This was leading to introduction of additional parameters. Using this description, Linnik and Khusu (1954a,b) (see also Khusu et al. 1975) measured (i) the fraction of the horizontal line at a specific level, which lies within the roughness profile, i.e. they calculated the Abbott-Firestone curve, and (ii) the total area of the profile cove above this horizontal line. They reported a quite good agreement of the obtained results with their particular experimental observations. They suggested also to use the Abbe test for checking that the expectations of all values are the same, i.e. there is no trends in data.

Whitehouse and Archard (1970) argued that a profile of a random rough Gaussian surface can be represented by the waveform of a random signal that is completely defined by two parameters: a height distribution and an auto-correlation function defined in equation (1). Sometimes this statement is misunderstood and one can find a wrong interpretation that Whitehouse and Archard (1970) suggested to employ fractal approach.

As it has been shown above (see also a review by Borodich et al. 2016), the crucial assumption of many models of contact is that the surface roughness is Gaussian. Hence,
it is important to check if the height distribution of the tested surfaces follow the normal distribution.

A large number of methods for testing for normality has been developed (Thode 2002). Each normality test is based on a particular test statistic that is used to give a quantitative estimation of proximity between an observed sample of measurements and the theoretical normal distribution. The assumption of normality is especially critical when characteristics of roughness profiles are derived. The main methods for testing for normality are the following tests: Kolmogorov-Smirnov (KS), Lilliefors (LF), Shapiro-Wilk (SW), Anderson-Darling (AD), Cramervon Mises (CVM), the Pearson, and Shapiro-Francia (SF). These tests were already used for checking normality of grinding surfaces (Borodich et al. 2016) and surfaces of replicas of polishing paper samples (Pepelyshev et al. 2018). Here we will present the tests for the sake of completeness. Using the test statistic, each of the above tests produces a numerical characteristic that is called the p-value. This number characterizes the significance at the scale [0, 1] that the hypothesis of the normality is true for the observed measurements. One can nominate the acceptable significance level, say 5%. If the p-value is less than this level then the hypothesis of normality should be rejected. Alternatively, if the number is within the significance level, then one can conclude that the height distribution is normal. Note that the acceptable significance level is a probability to reject the hypothesis of normality even if it is true.

To describe the tests, we introduce notations: \(z_1, \ldots, z_n\) is a permutation of the sample \(z_1, \ldots, z_n\) such that \(z_1 \leq \ldots \leq z_n\), \(p(i) = \Phi((z(i) - \bar{z})/s)\), where \(\Phi\) is the cumulative distribution function of the standard normal distribution, and \(\bar{z}\) and \(\sigma_s\) are mean and standard deviation of the sample.

### The KS test

The Kolmogorov-Smirnov (KS) test for a sample is based on comparison of an empirical distribution function (edf) \(F_N(t)\) and the theoretical cumulative distribution function (cdf) \(F(t)\) of the test distribution; specifically, the test statistic is

\[
T = \max_z \left| F(z) - F_N(z) \right|
\]

where \(F(z)\) is the cdf of Gaussian (normal) distribution and

\[
F_N(z) = \begin{cases} 
0, & z < z_1, \\
\frac{i}{n}, & z_1 \leq z < z_{i+1}, \ i = 1, \ldots, n - 1, \\
1, & z \geq z_n,
\end{cases}
\]

is the edf of the sample \((z_1, z_2, \ldots, z_N)\).

A limitation of the KS test is its high sensitivity to extreme values.

### The LF test

The Lilliefors (LF) test is a correction of the KS test in a way to be more conservative. The test statistic is the maximal absolute difference between empirical and theoretical cdf as \(D = \max\{D^+, D^-\}\), where

\[
D^+ = \max_{i=1,\ldots,n} (\frac{i}{n} - p(i)), \quad D^- = \max_{i=1,\ldots,n} (p(i) - (i - 1)/n).
\]

The LF test is slightly better than the KS test because the LF test is more conservative.
The AD test
The Anderson-Darling (AD) test is based on a squared difference between the edf and theoretical cdf, the test statistic is

\[ Z = (1 + 0.75/n + 2.25/n^2) \left( -n - \frac{1}{n} \sum_{i=1}^{n} (2i - 1)(\ln(p_i) + \ln(1 - p_{(n-i+1)})) \right). \]

The Anderson-Darling test is sensitive to discrepancies in the tails of the distribution.

The CVM test
The Cramer-von Mises (CVM) test is also based on a squared difference between the edf and theoretical cdf. The test statistic is

\[ W = (1 + 0.5/n) \left( \frac{1}{12n} + \frac{1}{n} \sum_{i=1}^{n} \left( p_i - \frac{2i - 1}{2n} \right)^2 \right). \]

The CVM test is uniform to discrepancies in different parts of the distribution.

The SW test
The Shapiro-Wilk (SW, or Shapiro) test is based on the correlation between the data and the corresponding normal scores,

\[ W = \frac{\left( \sum_{i=1}^{n} c_i \hat{z}_i(i) \right)^2}{\sum_{i=1}^{n} (\hat{z}_i(i) - \overline{z})^2}, \quad c_i = \frac{m_i}{\sum_{j=1}^{m} m_j^2} \]

where \( m_i = \Phi^{-1}((i - 3/8)/(n + 1/4)) \). The Shapiro-Wilk test has better power than the KS test and the LF test. The Shapiro-Wilk test is known as the best choice for testing the normality of data.

The Pearson test
The Pearson chi-square test is built on creating the classes are build in such a way that they are equiprobable under the hypothesis of normality, where the number of classes is chosen as \( m = 2n^{2/5} \). The Pearson statistic is given by

\[ P = \sum_{j=1}^{m} \frac{(C_j - E_j)^2}{E_j}, \]

where \( C_j \) is the number of counted observations and \( E_j \) is the number of expected observations under the hypothesis of normality in the \( j \)-th class.

The SF test
The Shapiro-Francia (SF) test is simply the squared correlation between the ordered sample values and the (approximated) expected ordered quantiles from the standard normal distribution, the test statistic is

\[ F = \frac{\left( \sum_{i=1}^{n} \mu_i \hat{z}(i) \right)^2}{\sum_{i=1}^{n} (\hat{z}_i(i) - \overline{z})^2}, \]

where \( \mu_i \) are standard normal ordered statistics.

All of the above mentioned tests have been employed in the present study.
5. Results and Discussion

In the present study, we have used two amorphous carbon samples deposited on rectangular silicon substrates: a-C and a-C (bias). For each of the samples, we measured 9 patches located at 3 x-positions and 3 y-positions, i.e. 3 top patches, 3 middle patches and 3 bottom ones. First we have taken AFM measurements. Then the stylus profilometer measurements have been taken. Finally, the same patches that had been measured by the stylus profilometer, were again studied by AFM.

A number of parameters were kept constant for each AFM scan. The frequency of scanning was 0.6 Hz and the load applied by the tip was 21 nN. The proportional and integral gains of the feedback loop of the AFM instrument were also kept constant throughout. A procedure was implemented to ensure that the areas scanned with the AFM would be comprised within the regions inspected with the stylus instrument. This procedure could also provide a reasonable degree of positioning repeatability between the AFM scans made prior to the stylus measurements and those made subsequently. In particular, the edges of the sample were first aligned with the edge of the field of view of the CCD camera of the AFM instrument. This CCD camera provided a resolution of 1 μm. Then, a micrometre stage built-in the AFM instrument was used to position the tip at specific distances from the sample edges which were used as references. This micrometre stage provided a resolution of 5 μm. Each AFM scans was saved in the ASCII file format for further analysis with the statistical methods described in this paper.

Using 3D scan data, we calculated the main standard parameters: the mean roughness of the surface $R_a$ and the standard deviation or the root mean square (rms) $R_{rms}$ for the roughness profile $z(x)$ at an interval $[-L, L]$:

$$R_a = \frac{1}{2L} \int_{-L}^{L} |z(x)| \, dx,$$

$$R_{rms} = \left[ \frac{1}{2L} \int_{-L}^{L} [z(x)]^2 \, dx \right]^{1/2},$$

which are shown in Tables 1 and 2. Note that tables contains NA (not applied) in few cells due to failings in measurements. We can see that calculated parameters for the first AFM scan and the second AFM scan are very close each other, the difference is just few Angstroms. Small variations of parameters from path to patch can be explained by some small waviness.

Because we have used a single measurement of each patch we did not calculate the standard error. However, it was assumed that the surfaces were coated homogeneously and roughness can be considered as a stationary random field. Therefore, due to ergodicity, the average value over several measurements of one patch has the same behaviour as averaging over the space (the patches).

To study the statistical difference between surface parameters $R_{rms}$ and $R_a$ of AFM1 and AFM2 measurements, we have to use the paired $t$-test for the two dependent set of measurements, whose $p$-value is given in the last table row. In Table 1 shows that $p$-values for the paired $t$-test for are larger than 0.05. This means that there is no significant difference in roughness parameters between AFM1 and AFM2 columns of the table (the AFM measurements of the samples before and after the stylus measurements) of the a-C (bias) sample, which has hardness 43 GPa. In Table 2 shows that $p$-values for the paired $t$-test are smaller than 0.05. This means that there is some difference in roughness parameters between AFM1 and AFM2 measurements of the a-C sample, which has hardness 14 GPa. Specifically, the
Table 1: The root mean square $R_{rms}$ and the mean roughness $R_a$ for 9 patches of the a-C (bias) sample at 3 rounds of measurements, all measurements are in nm, and differences $\delta_{rms} = R_{AFM2}^{rms} - R_{AFM1}^{rms}$, $\delta_a = R_{AFM2}^{a} - R_{AFM1}^{a}$.

<table>
<thead>
<tr>
<th>Location</th>
<th>AFM1</th>
<th>stylius</th>
<th>AFM2</th>
<th>difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{rms}$</td>
<td>$R_a$</td>
<td>$R_{rms}$</td>
<td>$R_a$</td>
</tr>
<tr>
<td>Top left</td>
<td>1.35</td>
<td>1.09</td>
<td>6.60</td>
<td>5.19</td>
</tr>
<tr>
<td>Top center</td>
<td>1.23</td>
<td>0.99</td>
<td>7.16</td>
<td>5.73</td>
</tr>
<tr>
<td>Top right</td>
<td>1.30</td>
<td>1.04</td>
<td>5.15</td>
<td>3.82</td>
</tr>
<tr>
<td>Mid left</td>
<td>1.26</td>
<td>1.02</td>
<td>6.01</td>
<td>4.91</td>
</tr>
<tr>
<td>Mid center</td>
<td>1.32</td>
<td>1.06</td>
<td>7.27</td>
<td>5.77</td>
</tr>
<tr>
<td>Mid right</td>
<td>1.26</td>
<td>1.02</td>
<td>7.62</td>
<td>6.02</td>
</tr>
<tr>
<td>Bottom left</td>
<td>1.26</td>
<td>1.02</td>
<td>6.63</td>
<td>5.16</td>
</tr>
<tr>
<td>Bottom center</td>
<td>1.25</td>
<td>1.00</td>
<td>6.29</td>
<td>4.97</td>
</tr>
<tr>
<td>Bottom right</td>
<td>NA</td>
<td>NA</td>
<td>5.95</td>
<td>4.52</td>
</tr>
<tr>
<td>Average</td>
<td>1.28</td>
<td>1.03</td>
<td>6.52</td>
<td>5.12</td>
</tr>
<tr>
<td>Std.Dev.</td>
<td>0.041</td>
<td>0.033</td>
<td>0.768</td>
<td>0.683</td>
</tr>
<tr>
<td>$p$-value of $t$-test</td>
<td>0.60</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The root mean square $R_{rms}$ and the mean roughness $R_a$ for 9 patches of the a-C sample at 3 rounds of measurements, all measurements are in nm, and differences $\delta_{rms} = R_{AFM2}^{rms} - R_{AFM1}^{rms}$, $\delta_a = R_{AFM2}^{a} - R_{AFM1}^{a}$.

<table>
<thead>
<tr>
<th>Location</th>
<th>AFM1</th>
<th>stylius</th>
<th>AFM2</th>
<th>difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_{rms}$</td>
<td>$R_a$</td>
<td>$R_{rms}$</td>
<td>$R_a$</td>
</tr>
<tr>
<td>Top left</td>
<td>10.10</td>
<td>8.13</td>
<td>16.18</td>
<td>12.85</td>
</tr>
<tr>
<td>Top center</td>
<td>9.43</td>
<td>7.56</td>
<td>15.30</td>
<td>11.83</td>
</tr>
<tr>
<td>Top right</td>
<td>10.11</td>
<td>8.02</td>
<td>20.39</td>
<td>16.17</td>
</tr>
<tr>
<td>Mid left</td>
<td>10.36</td>
<td>8.23</td>
<td>20.85</td>
<td>16.73</td>
</tr>
<tr>
<td>Mid center</td>
<td>9.75</td>
<td>7.82</td>
<td>16.18</td>
<td>12.68</td>
</tr>
<tr>
<td>Mid right</td>
<td>10.19</td>
<td>8.11</td>
<td>20.14</td>
<td>15.99</td>
</tr>
<tr>
<td>Bottom left</td>
<td>9.50</td>
<td>7.61</td>
<td>21.41</td>
<td>17.43</td>
</tr>
<tr>
<td>Bottom center</td>
<td>9.93</td>
<td>7.95</td>
<td>22.19</td>
<td>17.67</td>
</tr>
<tr>
<td>Bottom right</td>
<td>10.07</td>
<td>8.07</td>
<td>15.90</td>
<td>12.66</td>
</tr>
<tr>
<td>Average</td>
<td>9.94</td>
<td>7.94</td>
<td>18.73</td>
<td>14.89</td>
</tr>
<tr>
<td>Std.Dev.</td>
<td>0.316</td>
<td>0.235</td>
<td>2.765</td>
<td>2.340</td>
</tr>
<tr>
<td>$p$-value of $t$-test</td>
<td>0.018</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Roughness parameters $R_{rms}$ and $R_a$ for AFM2 measurements are larger on 4% than for AFM1 measurements.

Figures 1–6 contain (i) the images of the 3D scan data, (ii) 3D graphs for a small region of 3D data, (iii) a profile along a line of 3D data together with results of normality tests and main standard parameters.
We can see that the 3D data exhibits a random behaviour and normality tests confirms that the height distributions of both samples are normal at both nanometre and micrometre scales.

Figure 1: The AFM scan of the a-C (bias) sample. Left: full measured patch 40x40µm. Right: extracted small region 3x3µm. Bottom: A typical profile with normality tests and two descriptive statistics (values are in nm): the root mean square (rms) and the mean roughness.
Figure 2: The AFM scan of the a-C sample. Left: full measured patch 30x30µm. Right: extracted small region 3x3µm. Bottom: A typical profile with normality tests and two descriptive statistics (values are in nm): the root mean square (rms) and the mean roughness.
Figure 3: The profilometer scan of the a-C (bias) sample. Left: full measured patch 40x120μm. Right: extracted small region 30x30μm. Bottom: A typical profile with normality tests and two descriptive statistics (values are in nm): the root mean square (rms) and the mean roughness.
Figure 4: The profilometer scan of the a-C sample. Left: full measured patch 40x120\(\mu\)m. Right: extracted small region 20x20\(\mu\)m. Bottom: A typical profile with normality tests and two descriptive statistics (values are in nm): the root mean square (rms) and the mean roughness.
Figure 5: The AFM scan of the a-C (bias) sample after profilometer measurements. Left: full measured patch 30x30µm. Right: extracted small region 3x3µm. Bottom: A typical profile with normality tests and two descriptive statistics (values are in nm): the root mean square (rms) and the mean roughness.
Figure 6: The AFM scan of the a-C sample after profilometer measurements. Left: full measured patch 30x30µm. Right: extracted small region 3x3µm. Bottom: A typical profile with normality tests and two descriptive statistics (values are in nm): the root mean square (rms) and the mean roughness.
Figure 7 shows SEM planar views of the two a-C samples deposited on silicon substrates by pulsed DC-magnetron sputtering. The surface of the a-C (bias) sample (Figure 7 left) appears featureless while the SEM image of the a-C sample prepared without bias (Figure 7 right) displays a random granular structure, typical of a columnar film growth. The AFM scans with the could not allow us to recognize this structure at 117 nm AFM step, however, the structure could be clearly recognized when 10 nm AFM step was used (see Fig. 8).

It is interesting to test the normality of the non-biased a-C sample surface having the cauliower-like structure. Employing the above described tests of normality, it was obtained that almost all tests showed that the roughness is not normal. Only the weak Kolmogorov-Smirnov test gave $p = 0.054$ that was slightly greater than the significance level chosen $p = 0.05$. Hence, if the governing tribological processes are influenced by this fine scale, then the classic theories based on assumption of the normality of the surface roughness cannot be applied to these non-biased a-C coatings. For example, the adhesive contact models introduced by Fuller (2011) and Galanov (2011) are based on the assumption, while the adhesion is very important at the nanoscale.

It is clear that the nature of the deposited material and the deposition conditions may greatly influence surface roughness of carbon-based coatings. Note the surface roughness of the tungsten-containing diamond-like carbon (W-DLC) coatings sputter-deposited onto steel coupons used in by Harris and Weiner (1998), boron carbide coatings shown in (Borodich et al. 2002) or studied by Siniawski et al. (2004) and the above described non-biased a-C coatings have the cauliower-like shape. However, the $R_a$ values of these a-C films are much lower that $R_a$ of the boron carbide samples studied by Siniawski et al. (2004). Although the carbon samples grown at room temperature by DC-magnetron sputtering are structurally disordered, they are much smoother than sputter-deposited W-DLC (Harris and Weiner 1998) or the boron carbide coatings (Siniawski et al. 2004). In turn, the increase in ion energy and bombardment produced by the bias voltage applied to the substrate is clearly reflected in a further surface smoothening and film densification, as denoted by the significant increase in hardness up to 43 GPa.
6. Conclusion

A brief review of studies of surface topography of some modern carbon-based coatings has been presented. Then roughness of amorphous carbon coatings deposited by DC-pulsed magnetron sputtering with and without substrate bias was measured at nano- and microscales. The measurements of the heights of the nano-asperities and the heights of the micro-asperities were measured by AFM and stylus profilometer respectively.

A comparison of AFM measurements before and after the stylus profilometer measurements of did not show any statistical difference for biased sample whose hardness was 43 GPa. However, the stylus profilometer may cause some plastic deformations of the non-biased a-C surface whose hardness was 14 GPa.

It is shown that carbon films prepared by DC-pulsed magnetron sputtering are very smooth at micrometre scale particularly under the additional ion bombardment provided by applica-
tion of a negative bias. The increase of ion flux and energies leads to flatter surfaces and compact morphologies.

As it has been mentioned, the main assumption of the classic models of surface roughness including approaches by Linnik and Khusu (1954a,b), Whitehouse and Archard (1970), and Khusu et al. (1975) is that the asperity heights satisfy Gaussian distributions. The same assumption is used in several modern theories of adhesive contact between rough surfaces (see e.g. Maugis 2000, Fuller 2011, Galanov 2011). Using the experimental data obtained, the assumption of the normal distribution for the roughness heights has been studied by application of various modern tests of normality.

The AFM measurements with the 150 nm steps showed that the surfaces satisfy the assumption of normality of the heights at both levels. However, further studies with the 10 nm steps showed that the roughness of the non-biased sample is not normal. Hence, the applicability of the above mentioned statistical models of adhesive contact between rough solids to the non-biased sample may be doubtful. Their applicability may depend on elastic properties of the counterpart material. Indeed, because the carbon coatings prepared by pulsed magnetron sputtering have very smooth surfaces, the full contact may be observed if the counterpart surface is quite soft.
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