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The analytical subtraction approach for solving the forward

problem in EEG

Leandro Beltrachini ∗

Abstract

Objective: The subtraction approach is known for being a theoretically-rigorous and accurate
technique for solving the forward problem in electroencephalography by means of the finite
element method. One key aspect of this approach consists of computing integrals of singular
kernels over the discretised domain, usually referred to as potential integrals. Several techniques
have been proposed for dealing with such integrals, all of them approximating the results at the
expense of reducing the accuracy of the solution. In this paper, we derive analytic formulas for
the potential integrals, reducing approximation errors to a minimum.

Approach: Based on volume coordinates and Gauss theorems, we obtained parametric ex-
pressions for all the element matrices needed in the formulation assuming first order basis
functions defined on a tetrahedral mesh. This included solving potential integrals over triangles
and tetrahedra, for which we found compact and efficient formulas.

Main results: Comparison with numerical quadrature schemes allowed to test the advan-
tages of the methodology proposed, which were found of great relevance for highly-eccentric
sources, as those found in the somatosensory and visual cortices. Moreover, the availability of
compact formulas allowed an efficient implementation of the technique, which resulted in similar
computational cost than the simplest numerical scheme.

Significance: The analytical subtraction approach is the optimal subtraction-based method-
ology with regard to accuracy. The computational cost is similar to that obtained with the
lowest order numerical integration scheme, making it a competitive option in the field. The
technique is highly relevant for improving electromagnetic source imaging results utilising indi-
vidualised head models and anisotropic electric conductivity fields without imposing impractical
mesh requirements.

1 Introduction

The forward problem in electroencephalography (EEG-FP) is a cornerstone of quantitative brain
activity characterisation based on electromagnetic recordings. It consists in computing the electric
potential function in the head generated by a set of known current generators representing time-
varying charge distributions in the cortex at the mesoscopic level. Mathematically, the EEG-FP
is described by a Poisson-like equation (subject to a Neumann boundary condition) depending on
a particular combination of source and conductor model parameters [1]. It is widely accepted in
the literature to consider dipoles as the generators of EEG signals [2–4]. Under this assumption,
analytical solutions to the EEG-FP can be obtained for multilayered spherical head models with
piecewise anisotropic electrical conductivity [5]. However, it is acknowledged that the adoption
of individualised head representations confer noticeable advantages over spherical models in the
analysis of EEG signals (either invasive [6] or non-invasive [7–10]), leading to the use of numerical
techniques.

∗L. Beltrachini is with the Cardiff University Brain Research Imaging Centre (CUBRIC), School of Physics and
Astronomy, Cardiff University, Cardiff CF24 3AA, UK. (email: BeltrachiniL@cardiff.ac.uk)
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Several numerical methodologies were presented for solving the EEG-FP, from which the finite
element method (FEM) stands out of the rest. The reason is its flexibility for incorporating arbitrary
geometries and heterogeneous and anisotropic electrical conductivity fields, which were shown to
impact the current flow through biological tissues [6, 11, 12]. One key aspect in the solution of the
EEG-FP by means of the FEM (as well as with any other numerical method) is related to the
singularity introduced by the dipolar source model. Within the existing options for handling such
singularities, the subtraction approach appears as a rigorous method that allows the use of standard
FE basis functions for simulating dipoles in arbitrary locations while guaranteeing the existence and
uniqueness of the solution [1, 13, 14]. Subtraction-based techniques were shown to provide highly
accurate solutions to the EEG-FP, improving those obtained by the partial integration method,
and comparable to using the St. Venant’s principle [15–17]. Solving the EEG-FP by means of the
subtraction FEM requires the solution of surface and volume integrals with singular integrands,
usually referred to in electromagnetism as potential integrals [18]. So far, researchers have managed
to work with approximations of these integrals obtained either projecting the singular function [14]
or its gradient [13] on the FE space, or utilising numerical quadrature schemes [1, 19]. However,
such approximations are known for introducing unwanted errors in the solution, requiring high
resolution meshes and/or prohibitive computational resources to achieve accurate results.

In this paper, we derive analytical expressions for all the integrals needed in the subtraction FE
formulation of the EEG-FP utilising linear basis functions defined on a tetrahedral mesh. This is
done by exploiting the volume coordinate system and both surface and volume Gauss theorems to
reduce integrals to 1D, where they become analytically solvable. Simple and compact expressions
are obtained for all the integrals involved in the computation of the stiffness matrix and source
vectors, avoiding any error other than that given by the domain discretisation itself. This makes the
proposed method, coined analytical subtraction (AS) approach, the optimal with regard to accuracy.
We illustrate the advantages of the AS technique over the use of numerical quadrature formulas at
the element level, and demonstrate how these differences impact in the overall solution of the EEG-
FP. Additionally, we show that the expressions allow to reduce the computational requirements
compared to the use of a numerical quadrature scheme, making it a competitive option.

The rest of the paper is organised as follows: in Section 2 we review the subtraction formulation
of the EEG-FP, and present the integrals needed in the FE discretisation. The solution of these
integrals require different tools, and are therefore treated separately. Analytical expressions for the
element stiffness matrix are derived in Section 3, whereas the corresponding analytical expressions
for the source vector are obtained in Section 4. Local and global experiments are described in
Section 5, and the corresponding results presented in Section 6. Finally, we discuss the relevance
of the methodology in Section 7, and summarise the conclusions in Section 8.

2 EEG forward problem

2.1 Differential formulation

The EEG-FP consists of obtaining the electric potential function u(r) generated by a current
source with density s(r) defined in Ω (i.e. the head), with boundary Γ (i.e. the scalp). Let σ(r)
be the rank-2 conductivity tensor field in Ω, and n̂(r) the unitary vector normal to Γ (pointing
outwards). Under generally accepted assumptions (as the quasistatic and the point electrode model
approximations), the EEG-FP reduces to find u(r) satisfying ∇ ·

(
σ(r)∇u(r)

)
= −s(r) (r ∈ Ω)

together with the boundary condition 〈σ(r)∇u(r), n̂(r)〉 = 0 (r ∈ Γ) [1,5]. In the case of adopting
a dipolar source model positioned in r0 with moment q, s(r) = −〈q,∇δ(r − r0)〉.

The subtraction methodology allows to avoid the singularity in s(r) by separating the domain Ω
into two subsets: one surrounding the source, namely Ω∞, with a constant homogeneous electri-
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cal conductivity σ∞ = σ(r0); the other, Ωc, being the complement of Ω∞ in Ω, with conductiv-
ity σc(r) = σ(r)−σ∞. This allows to express the electric potential as the sum of two terms, u(r) =
uc(r) + u∞(r), with u∞(r) being the singularity potential generated by a source in an unbounded
homogeneous conductor with electrical conductivity σ∞ (for which analytical formulas are avail-
able), and uc(r) being the correction potential fulfilling ∇ ·

(
σ(r)∇uc(r)

)
= −∇ ·

(
σc(r)∇u∞(r)

)
(r ∈ Ω) and subject to 〈σ(r)∇uc(r), n̂(r)〉 = −〈σ(r)∇u∞(r), n̂(r)〉 (r ∈ Γ) [1, 14, 19]. Then, the
problem consists in approximating the correction potential using a numerical methodology, after
which u∞(r) is added.

2.2 FE discretisation

To approximate the solution of the EEG-FP with the FEM, we first need to find the variational
formulation of the subtraction version. This can be obtained by multiplying the corresponding
differential equation by a test function v belonging to a suitable space H, and then integrating
over Ω. After using the divergence theorem and the boundary condition [14, 19], the variational
formulation results in finding uc(r) ∈ H such that satisfies a (uc, v) = l(v) for all v(r) ∈ H, where
a : H ×H → R is the bilinear form defined as

a (u, v) =

∫
Ω
〈σ(r)∇u(r),∇v(r)〉 dr, (1)

and l : H → R is the linear form given by

l(v) = −
∫

Ω
〈σc(r)∇u∞(r),∇v(r)〉 dr

−
∫

Γ
v(r) 〈σ∞∇u∞(r), n̂(r)〉 dr. (2)

Next, a discretisation T of Ω is computed. This discretisation is defined by a set of elements Tj
(j = 1, . . . , Ne) with nodes pi (i = 1, . . . , N) and is used to construct a discretised FE space VN ⊂
H where to calculate the numerical solution. Following [14], we define the FE space as VN =
span{ϕi(r) : i = 1, . . . , N}, with ϕi(r) being piecewise functions satisfying ϕi(pj) = δij . Then, we
look for ũc(r) ∈ VN (an approximation of uc(r) ∈ H) satisfying a(ũc, v) = l(v) for all v(r) ∈ VN .
This leads to solve the linear system of equations

Kuc = b, (3)

where K ∈ RN×N is the stiffness matrix with elements Kij = a(ϕi(r), ϕj(r)), b ∈ RN is the source
vector defined as bi = l(ϕi(r)), and uc ∈ RN is the vector containing the numerical approximation of
the correction potential on the mesh nodes. In this work, we adopt piecewise linear basis functions
defined on a tetrahedral tessellation. The arrays K and b are then calculated by assembling the
corresponding element matrices, i.e. those obtained by integrating over individual elements Tj
(j = 1, . . . , Ne) or surface triangles Tk (k = 1, . . . , Ns). For simplicity, we split the source vector
into two terms representing the surface and volume integrals, i.e. b = −(bs + bv), allowing their
individual analysis.

Without loss of generality, we assume that Ω∞ is an isotropic medium, i.e. σ∞ = σ∞I3,
with In being the n×n identity matrix. Moreover, we consider dipolar source models to represent
current generators, as is standard in the literature [2,3]. In this case, u∞(r) = (4πσ∞)−1f(r), with
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f(r) = q ·RR−3, R = r − r0, and R = |R|. Under these assumptions, the element matrices are

Ke
k =

∫
Tk
〈σ(r)∇ϕ(r),∇ϕ(r)〉 dr, (4)

bvk =
1

4πσ∞

∫
Tk
〈σc(r)∇f(r),∇ϕ(r)〉 dr, (5)

bsj =
1

4π

∫
Tj

ϕ(r) 〈∇f(r), n̂(r)〉 dr, (6)

where k = 1, . . . , Ne, j = 1, . . . , Ns, and ϕ(r) is the linear interpolation vector function with
elements ϕi(r), i = 1, . . . , di [di = 4 for (4) and (5); di = 3 for (6); see (19)]. In the following
sections, we derive analytical expressions for (4)–(6) based on the application of linear transforms
and Gauss theorems.

3 Stiffness matrix

The computation of the element stiffness matrix is easily performed by employing the volume
coordinate system [20, 21]. Let V be the volume of an arbitrary tetrahedron Tk with nodes pi
(i = 1, . . . , 4). For any point r ∈ Tk, we define the volume coordinates ξi = Vi/V (i = 1, . . . , 4),
where Vi is the volume of the tetrahedron with nodes r and pj , with j 6= i (j = 1, . . . , 4). These
coordinates are given by

ξi =
ai + bix1 + cix2 + dix3

6V
, i = 1, 2, 3, 4,

where r = [x1, x2, x3]T and ai, bi, ci, and di are real coefficients depending on pi [20]. In matrix
form,

ξ =
1

6V

(
ã+ ΛTr

)
, (7)

where ã, b̃, c̃, and d̃ are the 4×1 vectors with elements ai, bi, ci, and di, respectively (i = 1, . . . , 4),
Λ = [b̃, c̃, d̃]T , and ξ = [ξ1, ξ2, ξ3, ξ4]T . It is easy to note that (7) transforms Tk into a normalised
tetrahedron Tn in the ξ coordinate system [20].

The introduction of the volume coordinate system has two main purposes: first, it allows a
simple description of polynomial basis functions of any order, reducing to ϕ(ξ) = ξ for first order
FEM [21]; and second, it simplifies the solution of integrals of the form∫

Tk
ξi1ξ

j
2ξ
k
3ξ
l
4dξ = 6V

i!j!k!l!

(i+ j + k + l + 3)!
. (8)

After transforming (4) to the volume coordinate system, and noting that the gradient of any scalar
function h(r) can be expressed in the volumetric coordinate system as∇h(r) = (6V )−1Λ∇ξh(ξ) [21],
we obtain

Ke
k =

1

6V

∫
Tn
∇ξϕT (ξ) ΛTσΛ ∇ξϕ(ξ)dξ, (9)

where ∇ξϕ(ξ) =
[
∇ξϕ1(ξ), . . . ,∇ξϕN (ξ)

]
and ∇ξ is the gradient operator in the volume coordinate

space. To further simplify (9), we apply the vec operator to Ke
k, i.e. the linear operator that

transforms the element matrix in a column vector obtained by stacking the columns of Ke
k on top

of one another. Using the identity vec (ABC) =
(
CT ⊗A

)
vec(B) [22], we get

vec (Ke
k) =

1

6V
QT (Λ⊗Λ)T vec(σ),
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where

Q =

∫
Tn

(
∇ξϕ(ξ)⊗∇ξϕ(ξ)

)
dξ,

is a matrix with constant coefficients, and ⊗ is the Kronecker product. Once the basis functions are
chosen, Q is easily computed using (8). In the particular case of using first order basis functions,
∇ξϕ(ξ) = I4, and consequently Q = I16/6. Therefore, the element matrix considering first order
basis functions turns out to be

Ke
k =

1

36V
ΛTσΛ. (10)

4 Source vector

The non-linearities introduced by f(r) impose new difficulties in the computation of the element
source vectors. To overcome them, we employ Gauss theorems defined on local reference frames
to reduce their dimensionality to 1D, after which they can be solved analytically. In this Section,
we first review and extend such framework [18, 23], for then utilising it in the computation of (5)
and (6).

4.1 Local coordinate system

Let G ≡ [x, y, z] be the global Cartesian frame in which our model is inscribed (see Fig. 1). We
consider a triangle T formed by the nodes p1, p2, and p3, such that ∂Ti represents its ith side, i.e.
opposite to pi (i = 1, 2, 3). For this triangle, we define the vectors

si = pi−1 − pi+1, i = 1, 2, 3,

with p4 ≡ p1 and p−1 ≡ p3. These vectors allow to define a local frame L ≡ [u, v, w], with origin
in p1, such that T belongs to the plane w = 0. The unitary vectors for the local frame are chosen
as

û = ŝ3, v̂ = ŵ × û, ŵ = ŝ1 × ŝ2,

where ŝi = si/si, with si = |si|, i = 1, 2, 3. In this new frame, any point r ∈ T will have coordinates
[u, v, 0]L ≡ [u, v]. In particular,

p1 = [0, 0], p2 = [s3, 0], p3 = [u3, v3], (11)

with u3 = −s2 · û and v3 = −s2 · v̂.
We are interested in solving integrals involving the vector R and/or its magnitude R. In the

local frame, the source position can be written as r0 = ρ − w0ŵ, where ρ = [u0, v0, 0]L is the
projection of r0 onto the plane w = 0. To perform such integrals, it is convenient to translate L
so that the origin is ρ. This new frame, called La ≡ [ua, va, w], has the same unitary vectors as L.
Noting that u = ua + u0 and v = va + v0, it can be easily seen that

r = [u, v, 0]L = [ua, va, 0]La ,

r0 = [u0, v0,−w0]L = [0, 0,−w0]La ,

R = [u− u0, v − v0, w0]L = [ua, va, w0]La .

The use of La facilitates the parameterisation of any point in ∂T , which will be required for
calculating the line integrals after the application of Gauss theorems. Let t0i be the shortest vector
going from ρ to the line defined by ∂Ti, i = 1, 2, 3 (note that they do not necessarily point to ∂T ).
These vectors can be written as t0i = t0i m̂i, with

m̂i = ŝi × ŵ, i = 1, 2, 3.
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Figure 1: Schematic representation of the local frames L and La (see Section 4.1).

The coefficients t0i can be obtained from the intersection between the lines (ρ, m̂i) and (pi−1, ŝi),
resulting in [23]

t01 = [v0(u3 − s3) + v3(s3 − u0)] /s1,

t02 = (u0v3 − v0u3) /s2,

t03 = v0.

Then, every point s ∈ ∂Ti can be parameterised as s(s) = t0i + sŝi, where s ∈ [s−i , s
+
i ] satisfies

s(s−i ) = pi−1 and s(s+
i ) = pi+1. After some algebra, we find [23]

s−1 = − [(s3 − u0)(s3 − u3) + v0v3] /s1,

s+
1 = [(u3 − u0)(u3 − s3) + v3(v3 − v0)] /s1,

s−2 = − [s3(s3 − u0) + v3(v3 − v0)] /s2,

s+
2 = (u0u3 + v0v3) /s2,

s−3 = −u0, s+
3 = s3 − u0.

In the following, R0
i =

√
(t0i )

2 + w2
0 is the distance between r0 and ∂Ti, andR±i =

√
(s±i )2 + (t0i )

2 + w2
0

is the distance between r0 and s(s±i ), i = 1, 2, 3. Also, to express results concisely, we define the
following functions (some of them introduced in [18,23])

f2i = ln

(
R+
i + s+

i

R−i + s−i

)
,

Rsi =
1(
R0
i

)2 ( s+
i

R+
i

−
s−i
R−i

)
,

βi = tan−1 t0i s
+
i(

R0
i

)2
+ |w0|R+

i

− tan−1 t0i s
−
i(

R0
i

)2
+ |w0|R−i

,

with the arctangent function evaluated on its principal branch.

4.2 Gauss theorems

We are interested in the application of Gauss theorems for reducing the dimensionality of 2D and
3D integrals to 1D, where analytical expressions can be easily found. Let S be a planar surface,
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and ûm the unitary vector normal to its boundary ∂S and belonging to the same plane (pointing
outwards). Then, for any continuously differentiable functions g : S → R and g : S → R3, the
surface Gauss theorems state that [24]∫

S
∇S · g dS =

∫
∂S
g · ûm ds,

∫
S
∇Sg dS =

∫
∂S
gûm ds, (12)

where ∇S = û∂/∂u+ v̂∂/∂v is the surface vector differential operator. Similarly, let V be a volume
and ûn the unitary vector normal to ∂V , the boundary of V (pointing outwards). Then, for any
functions g : V → R and g : V → R3, the volume Gauss theorems are given by [24]∫

V
∇ · g dV =

∫
∂V
g · ûn dS,

∫
V
∇g dS =

∫
∂V
gûn dS. (13)

In the present study, since we are assuming tetrahedral meshes, the application of (13) to
volume integrals will result in transformed integrals over their triangular faces. Therefore, special
emphasis should be put in expressing the integrands in a proper differential form, so that (12) can
be utilised. To this end, the following proposition (shown in Appendix 1) will be of practical use.

Proposition 1 Let h(t) : S → R be a function defined for any arbitrary vector t = [ua, va, 0]La
belonging to the planar surface S. Then, the following relation holds

∇S ·
(
h(t)

t

t2

)
=
t

t2
· ∇Sh(t).

Proposition 1 allows to express integrands in the form required to apply Gauss theorems on
a planar surface. In particular, noting that R =

√
w2

0 + t2, we can choose h(t) = R−1 and
h(t) = R−3, resulting in

1

R3
= −∇S ·

(
1

R

t

t2

)
, (14)

3

R5
= −∇S ·

(
1

R3

t

t2

)
, (15)

respectively (see Appendix 1). In the special case of choosing t as û or v̂, these expressions turn
out to be {

ua
va

}
1

R3
= −∇S ·

({
û
v̂

}
1

R

)
, (16){

ua
va

}
3

R5
= −∇S ·

({
û
v̂

}
1

R3

)
, (17)

where the braces indicate that the relation is valid for either the upper or lower elements in them.
Finally, utilising simple differentiation rules, we obtain{

ua
va

}
∇S

1

R3
= ∇S

({
ua
va

}
1

R3

)
−
{
û
v̂

}
1

R3
. (18)
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4.3 Surface integral

Now, we take advantage of the results from the previous subsections to compute the surface ele-
ment vector bs. In this case, the linear interpolation vector is ϕ(r) = [ϕ1(r), ϕ2(r), ϕ3(r)]T , with
ϕi(pj) = δij , for every i, j = 1, 2, 3. In the L frame, ϕ takes the form [25]

ϕ(u, v) =

1 −s−1
3

(
u3s
−1
3 − 1

)
v−1

3

0 s−1
3 −u3s

−1
3 v−1

3

0 0 v−1
3

1
u
v

 , (19)

which clearly complies the interpolation conditions (11). Replacing (19) in (6) leads to

4πbs = ϕ(u0, v0)I0 +

−s−1
3

(
u3s
−1
3 − 1

)
v−1

3

s−1
3 −u3s

−1
3 v−1

3

0 v−1
3

[Iau
Iav

]
, (20)

where

I0 =

∫
T
n̂ · ∇f(r)dr, (21){

Iau
Iav

}
=

∫
T

{
ua
va

}
n̂ · ∇f(r)dr. (22)

Then, we need to find I0, Iau , and Iav for any arbitrary dipolar source. To do so, the following
proposition (shown in Appendix 2) is of great help.

Proposition 2 For any triangle T and dipolar source located in r0 with moment q, the following
relation holds

n̂ · ∇
(
q · R

R3

)
= q · ∇

(
n̂ · R

R3

)
.

Proposition 2 is used to rewrite (21) – (22) as

I0 = q ·
∫
T
∇
(
n̂ · R

R3

)
dr, (23){

Iau
Iav

}
= q ·

∫
T

{
ua
va

}
∇
(
n̂ · R

R3

)
dr, (24)

which allows to exploit the fact that, in La, n̂ = ŵ, resulting in n̂ ·R = w0. To solve (23) in the
La frame, we first note that, for any function g defined in La, ∇g = ∇Sg + ∂g/∂w0ŵ. Applying
this property to the integrand of (23), we obtain

∇w0

R3
= ∇S

w0

R3
+
ŵ

R3
− 3

w2
0

R5
ŵ. (25)

Eq. (25) allows us to split I0 in three terms, which are treated separately. The first term can be
easily solved by applying the second identity from (12), resulting in∫

T
∇S

w0

R3
dT =

∫
∂T

w0

R3
m̂ds = w0

3∑
i=1

m̂i

∫
∂Ti

dsi
R3

= w0

3∑
i=1

m̂i

∫ s+i

s−i

dsi(
w2

0 + (t0i )
2 + s2

i

)3/2
= w0

3∑
i=1

m̂iR
s
i . (26)
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The computation of the second and third terms is done using (14) and (15), after which the first
relation in (12) is applied. However, it should be noted that the utilisation of (14) and (15)
introduce a singularity in ρ (since t = 0 for ρ in La), which prevents the application of Gauss
theorems straightforwardly. This issue can be solved by splitting the domain in two parts, one
being Tε, a circle with radius ε centred in ρ, and the other its complement in T , i.e. T − Tε. Then,
the corresponding integrals are computed separately, after which the limit for ε→ 0 is performed.
This procedure was followed by Graglia [23], who obtained the following expression for the second
term ∫

T

dT

R3
=

β

|w0|
, (27)

where β = β1 + β2 + β3. In Appendix 3 we show that the integral corresponding to third term is
given by ∫

T

dT

R5
=

1

3

(
β

|w0|3
+

3∑
i=1

t0i
w2

0

Rsi

)
. (28)

Finally, the proper combination of (26) – (28) yields

I0 = q ·
3∑
i=1

Rsi
(
w0m̂i − t0i ŵ

)
. (29)

The integrals Iau and Iav are obtained following a similar procedure. In Appendix 4 we show
that {

Iau
Iav

}
= q ·

[
w0

3∑
i=1

m̂i

{
û
v̂

}
·
(
ŝiR

d
i + t0iR

s
i

)
−
{
û
v̂

}
sgn(w0)β + ŵ

({
û
v̂

}
·

3∑
i=1

m̂i

(
Rsiw

2
0 − f2i

))]
, (30)

where Rdi = (R−i )−1 − (R+
i )−1 and sgn is the sign function.

4.4 Volume integral

The computation of bv turns out to be much simpler than the corresponding to the surface element
vector. Utilising (13) and the fact that∇ϕ = (6V )−1Λ for first order basis functions (see Section 3),
(5) reduces to

bv =
ΛTσc

24V πσ∞

4∑
i=1

n̂i

∫
T i
fdr,

where T i is the ith triangular face of the tetrahedron under consideration. Noting that, for a dipolar
source, f(r) = −q · ∇R−1, we get∫

T i
fdr = −q ·

∫
T i
∇ 1

R
dr

= q ·

(
−ŵi sgn(wi0)βi +

3∑
l=1

m̂i
lf
i
2l

)
, (31)

where the last equality follows from [23, eq. (34)] (and noting that, in this paper, w0 is opposite
to its analogous in [23]) and the superscripts refer to the corresponding triangular face.
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5 Experiments

5.1 Local errors

We first studied the performance of the AS method for computing the element vectors bs and bv.
This was done by calculating the analytical solution for a given element and source of electrical
activity, and comparing the results with those obtained with the Gauss-Jacobi quadrature scheme,
known as the full subtraction (FS) approach [1, 19]. More specifically, we considered a source in
r0 = [d, 0, 0] with moment q = [10, 0, 0] nAm and calculated the element vectors for equilateral
simplices located in the origin with side length a. In the case of bs, we used a triangle with vertices
p1 = [0,−a/2,−a

√
3/6], p2 = [0, a/2,−a

√
3/6], and p3 = [0, 0, a

√
3/3]; in the case of bv, we used

a tetrahedron with nodes p1 = [0, 0, a
√

3/3], p2 = [0, a/2,−a
√

3/6], p3 = [0,−a/2,−a
√

3/6], and
p4 = [−a

√
3/3, 0, 0]. Then, we computed the relative error (RE) between element vectors, defined

as REe = ‖bn−ba‖/‖ba‖, with bn and ba being the numerical and analytical solutions, respectively.
We repeated such experiments for different combinations of d and a.

5.2 Spherical head model

In a second experiment, we evaluated the improvements of the AS approach over numerical quadra-
ture schemes in the solution of the EEG-FP. To do so, we utilised a multi-layered spherical head
model with anisotropic electrical conductivity field, for which analytical solutions are available [1,5].
We considered four compartments representing the scalp, skull, cerebrospinal fluid (CSF), and
brain, each with outer radius equal to 0.092 m, 0.086 m, 0.08 m, and 0.078 m, respectively. The
electrical conductivities were considered isotropic for the scalp, CSF, and brain compartments, and
set to 0.33 S/m, 1.79 S/m, and 0.33 S/m, respectively. The skull was modelled as an anisotropic
layer with radial/tangential conductivities of 0.0093/0.015 S/m. The electric conductivity values
were extracted from the relevant literature [26–29].

We discretised the spherical model using the ISO2Mesh toolbox [30]. Meshes were built to
achieve a maximum radius-edge factor of 1.2. We considered a coarser mesh resolution in the brain
layer since the volume integral in (2) vanishes in there for sharing the same electrical conductivity
as the source neighbourhood. Six discretisations with 39k, 119k, 281k, 440k, 640k, and 938k nodes
were obtained. A total of 162 electrodes uniformly placed on the scalp surface were utilised [31].
A visual representation of the models is available in the Supplementary material.

We simulated radially- and tangentially-oriented sources in 100 different locations at a dis-
tance r0 from the next conductivity jump, with r0 taking values in the range 0.125 − 1.5 mm.
For each of them, we computed the relative error (RE), relative difference measure (RDM), and
magnification error (MAG), defined as

RE =
‖un − ua‖
‖ua‖

,

RDM =

∥∥∥∥ un
‖un‖

− ua
‖ua‖

∥∥∥∥ ,
MAG =

∣∣∣∣1− ‖un‖‖ua‖

∣∣∣∣ ,
with un and ua being the numerical and analytical solutions of the EEG-FP, respectively. The RE
is a measure of the overall difference between the analytical and numerical solutions of the EEG-
FP, whereas the RDM and MAG account for topographical and magnitude differences between
them, respectively. Error measures were computed for the solutions obtained with the AS and FS
approaches, the latter with n = 2 and n = 4.

10



In addition to standard error measures, we computed the RE between the numerical approxi-
mations provided by the AS and FS methods,

REs =
‖uas − ufs‖
‖uas‖

,

where uas and ufs are the numerical solutions computed with the AS and FS approaches, respec-
tively. This allowed to evaluate the errors introduced by the utilisation of a numerical quadrature
scheme, which are avoided using the AS approach. We calculated the REs for all mesh discretisa-
tions considering the aforementioned sources.

5.3 Illustration in a real model

Finally, we illustrated the advantages of the AS method over the FS approach in a personalised head
model. We constructed a realistic head representation based on the Colin 27 high resolution MRI
segmentation of the Montreal Neurological Institute [32]. A mesh with 3.8M tetrahedral elements
(600k nodes) was created using the ISO2Mesh software as described before. This included the
scalp, skull, CSF, grey matter (GM), and white matter (WM) compartments, each of them assumed
isotropic and with electrical conductivities equal to 0.33 S/m, 0.004 S/m, 1.79 S/m, 0.45 S/m, and
0.13 S/m, respectively [29]. A total of 162 electrodes were placed on the scalp according to the
ABC standard. A visual representation of the model is available in the Supplementary material.

We computed the leadfield matrix for sources on a surface located at the mid-point between
the GM/CSF and WM/GM layers, as provided by FreeSurfer [33]. Since the cortical thickness is in
the range 1-5mm [34], extra mesh refinement would be needed in thin cortical regions to avoid the
FS method to become unstable. We calculated the leadfield matrices with the AS and FS (n = 2)
techniques and obtained the REs. As in the spherical case, this allowed to evaluate the errors
introduced in the solution of the EEG-FP due to the use of numerical quadrature. In addition, we
computed the ratio between the RE for both AS and FS (n = 2) approaches considering a model
with 2.2M tetrahedrons (350k nodes) and assuming the solution obtained with the AS method and
the 600k nodes model as the reference. This allowed to compare the improvements of one approach
over the other for a low resolution discretisation.

6 Results

6.1 Local errors

The REs between the element vectors obtained with the analytical and numerical approaches are
shown in Fig. 2. Figs. 2a. and b. display the REe for the surface and volume element source vectors,
respectively, as a function of d/a and for integration orders 2, 4, and 6. In addition to providing
more accurate solutions, the analytical method allowed to reduce the computational demands on
their calculation. In the case of the surface element vector, the analytical method resulted 2, 6, and
12 times faster compared to the numerical technique with n equal to 2, 4, and 6, respectively (in
average over 500 iterations). Regarding the volume element vector, the speed-up of the analytical
method was 1.4, 4.2, and 11.1 for the same integration orders and number of iterations. It is
worth mentioning that the same results were obtained for a given d/a independently of the values
chosen for a and d, highlighting the importance of such ratio in the error introduced by the FS
methodology.

6.2 Spherical head model

In Fig. 3 we show the RE, RDM, and MAG as a function of the distance to the closest conductivity
change considering the model with 256k nodes and the AS and FS methods, the latter with n = 2
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Figure 2: RE between the analytical and numerical element source vectors as a function of the
normalised distance between the source and the element. Results are presented for the surface (a.)
and volume (b.) element vectors and numerical integration orders n equal to 2, 4, and 6 (with
different markers). It is not well understood the non-monotonous decrease of the error function for
n = 6 in a.
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and n = 4. Results are displayed for tangentially-oriented and highly eccentric sources for which
the numerical method was shown to introduce noticeable errors. Error measures for radially-
oriented sources and other models are presented in the Supplementary material. Regarding the
computational cost of the methods, the AS approach resulted, in average, 1.04 and 2.11 times
faster than using the FS technique with n equal to 2 and 4, respectively.

Figure 3: Error measures (RE: top; RDM: centre; MAG: bottom) for the numerical solutions of the
EEG-FP as a function of the distance to the next compartment considering tangentially-oriented
sources and the model with 256k nodes. Results are presented for the AS and FS (with n = 2 and
n = 4) methods (with different colours).

Fig. 4 displays the percentiles of the RE obtained for different source locations and model
discretisations. In Fig. 4a. we show the percentile curves of the RE considering 100 tangentially-
oriented sources located at 0.5mm to the next compartment and all models. As expected, the errors
obtained with the AS approach are always lower or equal to those obtained with the FS method
regardless of the integration order and head model. Such difference becomes more apparent as the
source is closer to the next compartment and the model is less refined. Fig. 4b. presents the 90th
percentile of the RE as a function of the distance to the next compartment and the number of first
order nodes for both AS and FS (n = 2 and n = 4) techniques. It is evident that the FS approach
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provides solutions with unacceptable REs as the source becomes closer to the closest conductivity
jump. Although the increase of the integration order allows to reduce the distance for which the
method becomes unstable, this issue cannot be completely avoided using a numerical quadrature
scheme. This is not the case of the AS method, which provides stable solutions for arbitrarily
eccentric sources.

Figure 4: RE for different models and source locations. a. Percentile curves of the RE considering
100 sources located at 0.5mm to the next compartment using all models (with different colours) and
the FS approach with n = 2 (left), n = 4 (centre), and the AS method (right). b. 90th percentile
of the RE as a function of the distance to the next compartment and the number of nodes. Results
considering the FS (with n = 2 and n = 4) and AS methods are displayed as in a.

The mean RE between the AS and FS approximations is presented in Fig. 5. There, we plot the
REs as a function of the ratio d/a, considering all model discretisations and integration orders n = 2
and n = 4. We considered a as the mean element side-length belonging to the CSF compartment
(i.e. those belonging to the closest compartment with different electrical conductivity). It can be
noted that the approximations obtained with the FS method differ from those obtained with the
AS approach consistently as a function of d/a regardless of the model discretisation used. In the
case of adopting the FS method with n = 2, errors due to the use of a numerical integration scheme
start becoming noticeable (i.e. larger than 1%) for d/a < 0.5. This threshold reduces to d/a < 0.25
if the integration order is increased to n = 4.

6.3 Real model

Figs. 6a. and b. present the ratio d/a for the model and sources described in Section 5.3. It can be
clearly noted that there are some cortical regions for which the ratio is 0.5 or lower (dark blue in
the figures), indicating that the FS (n = 2) method may introduce unwanted errors compared to
the AS approach. This assumption is confirmed in Figs. 6c. and d., which show the REs between
both numerical approximations. It becomes evident that the use of the AS method outperforms the
FS technique in these regions, improving up to 7% in the resulting RE. Further results comparing
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Figure 5: Mean RE between the numerical approximations obtained with the AS and FS approaches
as a function of d/a. Results are presented for all mesh discretisations (with different colours) and
numerical integration orders n = 2 and n = 4 (with different markers). The black horizontal line
indicates the 1% threshold (see text).

the REs using a model with 350k nodes and considering the 600k model as a reference allowed to
confirm such advantages (see Figure S2.2 in the Supplementary document). Both AS and FS (n = 2)
approaches required the same amount of time for computing a source vector (tfs/tas ≈ 1.007).

Figure 6: a–b. Ratio d/a for the mesh discretisation and sources described in Section 5.3 from
a lateral (a) and posterior (b) viewpoints. b–c. RE between numerical approximations obtained
with the AS and FS (n = 2) methods. Results are presented from a lateral (c) and posterior (d)
viewpoints.
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7 Discussion

We presented analytical expressions for all the matrices and vectors involved in the FE formula-
tion of the subtraction version of the EEG-FP considering dipolar sources and first order basis
functions. The adoption of these formulas allowed to minimise the errors for a given mesh dis-
cretisation, outperforming any subtraction-based approximation available in the literature. We
found that the FS approach, considered the most accurate methodology for solving the EEG-FP
based on the subtraction formulation [13], introduces errors depending on the mesh refinement and
source location through the ratio d/a. These inaccuracies were minimised with the AS technique,
which prevents errors growing disproportionately no matter the mesh density and source position.
Moreover, these advantages come at no extra computational cost, which resulted slightly lower
than that corresponding to the FS method with n = 2. This makes the AS technique the optimal
subtraction-based option for solving the EEG-FP for any given model discretisation with regard to
accuracy.

The experiments presented provide new insights into the nature of the local errors due to the
use of numerical quadrature formulas, as well as their impact in the overall solution of the EEG-FP.
In the case of the surface element vector, d (i.e. the distance between the source and the scalp
surface) is always larger than 14 mm. Then, from Fig. 2a., errors in bs introduced by a numerical
scheme would become negligible for surface triangles with average side-length smaller than 14 mm,
which is always the case. This leaves the approximation of bv as the main responsible for the
increased errors in the EEG-FP by means of the FS approach compared to those obtained with
the AS method. In this case, errors will appear in the integration over elements with electrical
conductivity different from that of the source compartment. We found that the use of numerical
quadrature introduces errors depending on the ratio d/a and the integration order n (Figs. 2 and 5).
These errors became noticeable for d/a < 0.5 (0.25) in case of using n = 2 (4), reaching values
of RE = 1 for d/a ≈ 0.05. Such errors are avoided with the AS technique, which provides stable
results regardless of d/a.

Based on a real head model, we showed that the use of the AS method has clear benefits
compared to the use of the FS approach, specially for sources located in the somatosensory and
visual cortices, which are known for having an average thickness of approximately 1 mm [34].
Considering sources located in the midpoint between the GM/CSF and WM/GM surface layers,
whose distance to the CSF and WM compartments is in the range 0.5-2.25 mm [34], a tetrahedral
mesh with side-lengths smaller than 1 mm would be needed to avoid inaccuracies with the FS
methodology (for n = 2) due to instability. Such refinement would need to take place in both CSF
and WM regions, resulting in a highly-refined model and, consequently, in very high computational
requirements. On the contrary, the AS method would not need such refinement to lead to stable
and presumably more accurate results, reducing both errors and computational demands. In the
model used in Section 5.3, this resulted in the FS approach introducing an additional 7% of RE in
selected brain regions compared to the AS method, highlighting the value of the latter.

It is worth noting that a major drawback of all subtraction-based methodologies is related to
the computation time required for calculating an entire leadfield matrix, and the AS technique is no
exception. In some cases, especially under clinical settings, solutions to the EEG-FP are required
in a limited time frame. In these scenarios, other direct methods have been shown to reach a
better compromise between accuracy and computational cost, such as the St. Venant approach [35].
Nevertheless, the AS methodology holds a great promise of being optimised for running in graphical
processing units (GPUs). In the present implementation, the code was vectorised to maximise
the capabilities of the working environment (MATLAB). However, the availability of analytical
formulas allows an efficient implementation in GPUs, which may position the AS method as a
competitive technique to be used in the clinic. Moreover, the utilisation of Proposition 2 allows
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to reduce the computation time of any subtraction based method in situations where multiple
dipolar moments are required for each source location. This can be evidenced in equations (29)–
(31), where the corresponding integrals are independent of q. The problem arises, for example,
in case of employing approximate head models, for which it is recommended to use sources with
unconstrained moments [36]. In these cases, subtraction methods will need only a fraction of the
total time (one third in the aforementioned scenario).

Detailed head models are being increasingly considered for the analysis of both invasive and non-
invasive EEG recordings. Recent results have demonstrated the value of incorporating the vessel
network [37] and even the dura [38] into the models used to localise sources of electrical activity. In
this direction, evidence points to the incorporation of inhomogeneity of the electrical conductivity
profile of the brain cortex, which presents significant laminar dependencies with radial/tangential
anisotropies [39]. The addition of such level of detail would require a numerical method stable
for extremely-eccentric sources located very close to conductivity jumps. Direct techniques (e.g.
the partial integration and St. Venant methods) would need refined tessellations due to their
dependence on the local mesh geometry [17], making the AS approach the most appropriate option.

The framework presented here can be extended to increase the accuracy of other existing
methodologies relying on numerical quadrature formulas. Most of the available FE-based tech-
niques share the definition of the stiffness matrix (e.g. [14, 35]), making (10) widely applicable to
other existing implementations. In addition, the AS approach can be extended for utilisation in
other presented subtraction methods in which the use of numerical integration formulas may result
unfavourable. An example is the discontinuous Galerkin subtraction approach, whose formulation
depends on integrals very similar to those presented in this work [40]. Also, analytical expressions
can be derived for the case of multipolar source components, for which high integration orders are
required [1]. Finally, it is possible to modify the geometrical framework for extending the formu-
lation to hexahedral elements, which are increasingly adopted due to their direct connection with
personalised medical images used to build the corresponding head models [41,42]. We are currently
exploring all these options, and expect to present results in the near future.

Within all the methodologies available for simulating electromagnetic fields generated by brain
current sources, the boundary element method is by far the most utilised. One of the reasons for this
phenomenon is based on the great levels of accuracy reported for isotropic layered models, which are
partly supported by the existence of analytical formulas for the potential integrals involved [43,44].
Such expressions were shown fundamental for speeding up simulations and avoiding errors due to
the utilisation of a numerical quadrature scheme. We believe that the AS approach will have a
similar effect with the FEM, extending its adoption and allowing optimal results in anisotropic and
highly-detailed head representations.

The MATLAB implementation of the method is publicly available through the FEMEG toolbox
(https://femeg.github.io).

8 Conclusions

We presented analytical expressions for all the integrals required by the FE formulation of the
EEG-FP based on the subtraction approach and assuming linear basis functions. Such formulas
were shown to increase the accuracy of the solution of the EEG-FP, preventing errors growing
disproportionately independently of the mesh density and source position (unlike any other existing
method). We demonstrated that the computational cost is similar to that obtained with the lowest
order numerical scheme, making the AS method a competitive option in the field. We believe
this approach will be considered as a gold standard technique for solving the EEG-FP using fully-
realistic head models.
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Appendix 1: Proof of Proposition 1

We use [24, A3.31] to rewrite the surface divergence,

∇S ·
(
h(t)

t

t2

)
=
t

t2
· ∇Sh(t) + h(t)∇S ·

t

t2
.

The final result is obtained by noting that

∇S ·
t

t2
=

∂

∂ua

(
ua

u2
a + v2

a

)
+

∂

∂va

(
va

u2
a + v2

a

)
=
t2 − 2u2

a

t4
+
t2 − 2v2

a

t4
= 0.

In the particular case of using h(t) = R−1, the proposition states that

∇S ·
(

1

R

t

t2

)
=
t

t2
· ∇S

1

R
.

Then,

∇S
1

R
=
∂R−1

∂ua
ûa +

∂R−1

∂va
v̂a = − 1

R2

(
∂R

∂ua
ûa +

∂R

∂va
v̂a

)
= − 1

R2

(ua
R
ûa +

va
R
v̂a

)
= − 1

R3
t,

proving (14). Equation (15) can be demonstrated following a similar procedure.

Appendix 2: Proof of Proposition 2

For any two vector fields a and b in R3, it is easily verified that the following relation holds

∇(a · b) = ∇aTb+∇bTa, (32)

where ∇a is the gradient of the vector field with elements ∇aij = ∂ai/∂xj . Let a = q and
b = RR−3. Direct computation of the partial derivatives of RR−3 allows to check that its gradient
is symmetric, i.e. ∇(RR−3) = ∇(RR−3)T . Since q is constant, the application of (32) yields

n̂ · ∇
(
q ·RR−3

)
= n̂ ·

(
∇
(
RR−3

)T
q
)

= qT∇
(
RR−3

)
n̂

= qT∇
(
RR−3

)T
n̂ = q · ∇

(
n̂ ·RR−3

)
.

Appendix 3: Derivation of (28)

We operate as described in Section 4.3, i.e. split the integral over T as the sum of the integrals
over Tε and T − Tε, after which we take the limit ε→ 0. Utilising (15) we get∫

T

dT

R5
= lim

ε→0

[∫
Tε

dT

R5
− 1

3

∫
T−Tε
∇S ·

(
1

R3

t

t2

)]
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ε→0

[∫
Tε

dT

R5
+

1

3

∫
∂Tε

m̂ · t
R3t2

ds

]
− 1

3

∫
∂T

m̂ · t
R3t2

ds. (33)
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Let α(ρ) be the portion of the circular arc Tε lying within T . This parameter is equal to 0 if ρ
is outside T , 2π if ρ is inside T , π if ρ is on ∂T , or 0 < α < π if it is on a node. Utilising polar
coordinates, the first two integrals yield∫

Tε

dT

R5
=

∫ ε

0

∫ α(ρ)

0

t(
t2 + w2

0

)5/2dφdt
= −α(ρ)

3

(
1

(ε2 + w2
0)3/2

− 1

|w0|3

)
,

and ∫
∂Tε

m̂ · t
R3t2

ds =

∫ α(ρ)

0

dφ

(ε2 + w2
0)3/2

=
α(ρ)

(ε2 + w2
0)3/2

.

The computation of the third integral in (33) is performed in La. Recalling the parameterisation
s(s) = t0i + sŝi, valid for s ∈ ∂T , and noting that m̂i · t = t0i for t ∈ ∂T , we get∫

∂T
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R3t2
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The final step consists of replacing these expressions into (33) and take the limit ε→ 0. This leads
to ∫
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Noting that α(ρ) =
∑3

i=1 βi(w0 = 0) [23, eq. (17)], and employing the identity [18]
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we get the desired result.

Appendix 4: Derivation of (30)

We multiply both sides of (25) by {ua, va}T and integrate over T ,∫
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After utilising (18), the first term yields∫
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The integrals in (35) are solved in La. Using (12) we get∫
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where we used {
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{
û
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The second integral in (34) is solved using (16), resulting in∫
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Similarly, we apply (17) to solve the third integral in (34), obtaining∫
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Finally, we replace (27) and (36)–(38) into (34), leading to the expected result.
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