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S U M M A R Y
Quantifying spatial and temporal changes in thermospheric neutral density is important for
various applications such as precise orbit determination, estimating mission lifetime and re-
entry prediction of Earth orbiting objects. It is also crucial for analysis of possible collisions
between active satellite missions and space debris. Empirical models are frequently applied to
estimate neutral densities at the position of satellites. But their accuracy is severely constrained
by model simplifications and the sampling limitation of solar and geomagnetic indices used
as inputs. In this study, we first estimate thermospheric neutral density by processing the
high-accuracy accelerometer measurements on-board of the twin-satellite mission Gravity
Recovery And Climate Experiment (GRACE). Daily density corrections (in terms of scales)
are then computed for the commonly used NRLMSISE-00 empirical model. The importance of
these daily scales is examined within an orbit determination practice. Finally, three data-driven
prediction techniques based on Artificial Neural Network (ANN) are applied to forecast the
daily density corrections for few days to months. Our numerical results indicate that GRACE
derived scales are correlated with solar and geomagnetic indices and can improve the timing
(from few hours to days) and magnitude of model simulations (up to 10–100 times) during high
solar or geomagnetic activity when they usually perform poorly. We found that the Non-linear
Autoregressive with Exogenous (External) Input (NARX) ANN technique performs well in
predicting the corrections with an average fit of 0.8 or more in terms of squared correlation
coefficients for time-scales of 7–90 days.

Key words: Thermospheric Neutral Density; Low-Earth-Orbit; Artificial Neural Network
(ANN) Prediction; GRACE; Empirical Corrections.

1 I N T RO D U C T I O N

The Earth is surrounded by a thick layer of gas, known as the atmo-
sphere. The total density of the Earth’s atmosphere changes dynam-
ically due to various reasons. A dominant part of such changes can
be largely explained as cyclic variations, that is daily and seasonal,
which are caused by changes in the relative positions of Earth and
Sun, as well as the orientation of the Earth with respect to the Sun.
These variations disproportionately influence heating of the atmo-
sphere and consequently affect its density distribution. Vertically,
thermospheric density decreases exponentially with altitude, and
horizontally for altitudes between approximately 300 and 700 km,
the summer northern and southern latitude densities are greater than
those of equator. For latitudes greater than 55◦N, the northern lat-
itude to equatorial latitude density ratio is smallest during the day
and increases at night. Density of regions close to the magnetic pole

has been reported to be higher than that of the equator (see e.g. Qian
& Solomon 2012).

Changes in the solar and geomagnetic activity also have a sig-
nificant impact on the (heating and) distribution of atmospheric
neutral density, which cannot be easily described as a fundamen-
tal cyclic behaviour. Solar proxies are used to account for solar
emissions, whereas the sunspot number and in particular the F10.7

index (the solar 10.7 cm radio noise) is commonly used to repre-
sent solar activity (e.g. Bilitza 2000). Sometimes, irregular events
take place on the Sun that cause unforeseen solar flares, as well
as Coronal Mass Ejections (CME). These events have an enor-
mous impact on the Earth’s magnetic field, too. The intensity of
geomagnetic variations, which is expressed by the Kp or Ap index
(Mayaud 1980) controls the equilibrium of the neutral and ionized
thermosphere. In addition, ionospheric activity affects the energy
content of atmosphere and has an influence on its dynamics and
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chemical composition. For example, the ionospheric plasma con-
vection at high latitudes transfers energy and momentum, influences
Joule heating and accelerates the movements of neutral and ionized
items. The thermospheric neutral wind moves the plasma and gener-
ates electric fields, which also affect the equilibrium of the neutral
and ionized parts of the atmosphere (see, e.g. Qian & Solomon
2012; Xu et al. 2015).

The state of the atmosphere is very important for many satel-
lite related applications such as precise orbit determination, plan-
ning mission lifetime, re-entry prediction, and collision analysis.
Atmospheric density at satellite level altitudes will determine the
drag acting on the surface of satellites, and therefore, the speed
at which they decelerate. Considering the altitude-dependent na-
ture of changes in thermospheric neutral density, it is expected that
within the altitude of Low-Earth-Orbit (LEO) satellites, that is, be-
tween 150 and ∼600 or 1000 km, the impact of drag on satellite
orbit is considerable, and above ∼1000 km, this force decreases.
Within this altitude range, thermosphere and ionosphere are highly
dynamic. Therefore, in recent decades, both empirical and physical
models of the atmosphere have been considerably improved (see
an overview of models used in space weather applications in, e.g.
Belehaki et al. 2009).

The Mass Spectrometer and Incoherent Scatter (MSIS) empir-
ical models of the neutral atmosphere (Picone et al. 2002) have
been developed since 1977, and the last two versions MSISE90
and NRLMSISE-00 contain an extensive data set including remote
sensing and in situ measurements. Other models such as the series
of Jacchia models, for example Jacchia (1970) and that of Bow-
man et al. (2008), have been primarily built upon large orbital drag
databases. The empirical models are parametrized in terms of solar
and geomagnetic (storm) indices that are daily, 3-hourly, and hourly
at their highest resolution. The Drag Temperature Model (DTM,
Bruinsma et al. 2003), a semi-empirical model, and other phys-
ical and data assimilative models (e.g. Thermosphere Ionosphere
Electrodynamic General Circulation Model (TIE-GCM Roble &
Ridley 1994, www.hao.ucar.edu/modeling/tgcm/), and the High Ac-
curacy Satellite Drag Model (HASDM, Storz et al. 2005)) attempt
to include more dynamic processes of the thermosphere-ionosphere
and/or satellite driven auxiliary data with the final goal of providing
neutral density and temperature simulations closer (than empirical
models) to reality.

Accelerometers on-board satellite gravimetry missions, such as
CHAMP (CHAllenging Minisatellite Payload, Reigber et al. 2002),
GRACE (Gravity Recovery And Climate Experiment, Tapley et al.
2004), GOCE (Gravity field and steady-state Ocean Circulation
Explorer, Albertella et al. 2002) and the European Space Agency
(ESA)’s Swarm mission measure non-gravitational forces, which
can be used to improve the understanding of the thermospheric
density and winds. Previous studies have already provided valu-
able information about the techniques used to retrieve atmospheric
density from accelerometer observations. For example, Bruinsma
& Biancale (2003a) and Bruinsma et al. (2004) addressed the esti-
mation of total neutral density from CHAMP accelerometer obser-
vations. Sutton (2008) and Doornbos (2011) provided algorithms
to estimate density, and crosswind information from CHAMP and
GRACE. Application of GOCE observations for density and wind
estimations is discussed, for example, in Bruinsma (2013).

In fact, an accurate conversion of on-board accelerometer ob-
servations to thermospheric neutral density depends on properly

(i) calibrating the acceleration measurements, (ii) modelling of the
aerodynamic of satellites (including the geometry of plates and their
orientation, as well as their materials), (iii) estimating the drag coef-
ficient (‘ �CD’ and its possible temporal variations) and (iv) reducing
undesired non-gravitational forces due to the solar and Earth ra-
diation pressure. In particular, the processing of (i) directly scales
density estimation and (ii) defines the interaction of satellite with
the atmosphere. The drag coefficient in (iii) varies considerably,
for example, a value between 2 and 4 has been estimated for �CD

(under a hypervelocity and continuum flow assumption) that scales
the density estimation from accelerometer observations (Vallado &
Finkleman 2014, see also Section 2). Assumptions about the energy
emitted from the Sun and Earth affect the estimations in (iii), there-
fore should be taken into account (see, e.g., Mehta et al. 2017a).

In this study, (A) we apply the thermospheric neutral density esti-
mation procedure, recently published in Vielberg et al. (2018), to es-
timate thermospheric neutral density using GRACE accelerometer
observations. (B) Error sources influencing satellite derived density
estimations (associated with the above step i to iii) are discussed.
Next, (C) daily scales are computed using the GRACE derived
along-track neutral density estimates and densities derived from
empirical models. These scales are estimated for the NRLMSISE-
00 model, which are interpreted here as empirical corrections for
this model. (D) The effect of these corrections is then evaluated
for a range of orbits at altitudes of 200, 400 and 600 km. Once
we proved that the estimated daily scales are useful, (E) various
data-driven prediction techniques are tested to predict corrections
for empirical models when no GRACE data are available. These
prediction techniques are formulated based on non-linear Artifi-
cial Neural Network (see other applications in, e.g. Choury et al.
2013; Pérez et al. 2014), which include Non-linear AutoRegressive
(NAR), Non-linear Autoregressive with Exogenous (External) Input
(NARX), and Non-Linear Neural Network Regression (NLNNR).
All these techniques are discussed in Section 2.3.

State-of-the-art calibration and/or data assimilation techniques
have been applied in previous studies (e.g., Fuller-Rowell et al.
2004; Codrescu et al. 2004, 2018; Minter et al. 2004; Matsuo et al.
2012, 2013; Morozov et al. 2013; Murray et al. 2015; Sutton 2018)
to integrate model simulations with data such as temperature and
neutral density estimates derived from satellite observations. These
methods are, however, computationally expensive, and their accu-
racy in providing now-casts and forecasts of neutral density is also
limited as discussed in Mehta & Linares (2018) and Sutton (2018).
This has motivated us to formulate a simple empirical correction
and prediction system using efficient ANN models. We will show
that this combination can provide 1 week to 3 months forecasts
with acceptable range of uncertainties. However, after 3 months,
the magnitude of predictions’ uncertainty will equal the magnitude
of the signal itself, that is up to 10 times bigger than the observa-
tions’ uncertainties. Besides, the main assumption in our prediction
is that the forecast of solar and geomagnetic indices is available
with the same uncertainty of the observed indices. Once one con-
siders higher magnitude for the uncertainty of indices, the seasonal
predictions of our corrections might be interpreted with caution.
From available models, we selected NRLMSISE-00 to present the
numerical results. Applying other LEO observations such as those
of CHAMP and GOCE or selecting other empirical models does not
harm the main conclusion of the study, but the details of possible
biases in different models might be to some extent changed.
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2 D E N S I T Y E S T I M AT I O N F RO M
O N - B OA R D A C C E L E RO M E T E R
M E A S U R E M E N T S

The acceleration measurements on-board GRACE satellites �aobs

reflect the predominant forces due to non-gravitational forces in-
cluding aerodynamics �aaero, solar radiation pressure �aSRP, and the
Earth radiation pressure �aERP as

�aobs = �aaero + �aSRP + �aERP. (1)

The acceleration caused by aerodynamics �aaero including drag and
lift can be described as

�aaero = 1

2
�Ca

A

m
ρ|�vrel|2, (2)

where ρ is the thermospheric neutral density surrounding the satel-
lite, �Ca is the dimensionless force coefficient vector, the reference
area A is the projection of the area of satellite onto the current flow
direction, m is the mass of satellite and �vrel represents the veloc-
ity of the satellite with respect to the surrounding atmosphere. By
combining eqs (1) and (2), the neutral density of thermosphere (ρ)
can be computed by

ρ = 2m(�aobs − �aSRP − �aERP) · �x
A �Ca|�vrel|2 · �x . (3)

The drag force acts (on the surface of satellite) to the opposite
direction of velocity that is why an inner product (multiplying by
�x = [1, 0, 0]T in the satellite body-fixed reference frame) is applied
in eq. (3). In thermospheric density estimation, calibration of ac-
celerometer data (reflected in �aobs), aerodynamic of the satellite and
its orientation in the orbit are important. In this study, calibration of
accelerometer observations is performed following Vielberg et al.
(2018), and the aerodynamic acceleration is modelled following
Doornbos (2011) using 8 plates (as in Bettadpur 2012).

Solar Radiation Pressure (SRP, �aSRP) results from the impact of
electromagnetic radiation, emitted from the Sun, on a moving satel-
lite, and Earth Radiation Pressure (ERP, �aERP in eq. (3)) consists of
accelerations caused by albedo (�aalbedo), as well as thermal emission
of the Earth (�aIR). Here, SRP and ERP are estimated for the GRACE
macromodel following the formulations presented in Vielberg et al.
(2018). For the ERP, the satellite data from the latest version of
the Cloud and the Earth’s Radiant Energy System (CERES) EBAF
Ed4.0 (Loeb et al. 2018) obtained from the NASA Langley Research
Center CERES ordering tool (http://ceres.larc.nasa.gov/, accessed:
5 November 2017) are used.

2.1 Uncertainties due to the mismodelling of
aerodynamic-material properties

Uncertainty estimation for the accelerometer derived neutral density
profiles is rather complicated because many variables of eq. (3)
are interrelated. Here, we assess the uncertainty using a variance
propagation method (see eq. 4). The variance propagation equation
is derived here as:

σρ =
√

�F�−1 �Fᵀ, (4)

where �F is a vector with all partial derivatives

�F =
[

∂ρ

∂m

∂ρ

∂aobs,x

∂ρ

∂aSRP,x

∂ρ

∂aERP,x

∂ρ

∂vrel,x

∂ρ

∂Ca,x

]
, (5)

and � is the matrix that contains the covariance of errors as

� = diag(σ 2
m, σ 2

aobs,x
, σ 2

aSRP,x
, σ 2

aERP,x
, σ 2

vrel,x
, σ 2

Ca,x
). (6)

Table 1. Uncertainties of the variables that affect the computation of ther-
mospheric neutral density in eq. (3). The index x denotes that the uncertainty
is only valid in the along-track direction.

Component Uncertainty

σm 0.5 kg
σaobs,x 10−8 m s−2

σaSRP,x 10−9 m s−2

σaERP,x 10−11 m s−2

σavrel,x
100 m s−1

σCa,x 0.1

For the variance propagation, errors (from literature) are used
and propagated to estimate the uncertainty of thermospheric neutral
density (ρ). The error term for the reference area A is not considered
here as it also appears in the force coefficient vector ( �Ca). Therefore,
its impact on the computation of ρ cancels out. We should also note
that Flury et al. (2008) assumed an error magnitude of 10−10 m

s2 for
accelerometer observations. Here, we assume a more realistic value
of 10−8 m

s2 to reflect the biases as explained in Vielberg et al. (2018).
In fact, uncertainty of the accelerometer observations fluctuates
during the mission’s lifetime, which is not taken into account in
this study. Following Doornbos et al. (2009), an error of 100 m

s is
considered for the relative velocity. Uncertainties of the variables
that are used in the error propagation procedure are reported in
Table 1. We also validated the results of eq. (4) with the output
of a Monte Carlo experiment, in which the errors of Table 1 (all
together) were considered. The results (not shown here) are found
to be in agreement with the error propagation using the variance
propagation approach.

2.2 Daily scales as empirical corrections

Corrections of empirical density models are computed as a fraction
of the along-track thermospheric neutral densities obtained from
GRACE (eq. 3) and the corresponding neutral density from empiri-
cal models, that is here NRLMSISE-00. For this, (1) thermospheric
neutral density is computed using GRACE observations within a
day; (2) NRLMSISE-00 model is run to generate density values at
the same time and location as the GRACE in (1) and (3) GRACE
derived density estimations of (1) is divided by those obtained from
NRLMSISE-00 in (2) to calculate the unit-less values, which is
referred to as ‘scales’

d = ρGRACE/ρmodel. (7)

These scales are computed at every 10 second intervals, that is at
each given time and location of the satellite orbit, which are then
expressed in terms of the spherical harmonic coefficients over a
full day to derive a smooth field of global scales that does not
dramatically change the structure of the thermospheric model. Thus,
this scale field can be interpreted as a daily mean to modify the
model-derived densities.

The daily scale fields (d) are expanded in terms of spherical
harmonics coefficients as

Cnm

Snm

}
=

∫
σ

d P̄nm(cos θ )

{
cos mλ

sin mλ

}
dσ, (8)

where P̄nm are the fully normalized associated Legendre polynomi-
als, θ and λ are the colatitude and longitude, and dσ is the surface
element. We solve this integral numerically following the ap-
proach in Forootan et al. (2013) and limit the maximum degree and
order to 10. Finally, the scale fields can be obtained by synthesizing
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Figure 1. Flowchart of the ANN model identification applied in this study.

the estimated spherical harmonic coefficients on a desired location
by

d̂(θ, λ) = 1

4π

10∑
n=1

N∑
m=0

P̄nm(cos θ )(Cnm cos mλ + Snm sin mλ).(9)

An example of the updated global thermospheric neutral density of
1 February 2004, 18:00 hr is shown in the Appendix A.

2.3 Artificial neural network (ANN) for prediction

This section provides an overview of the (data-driven) ANN tech-
niques used in this study to predict daily empirical correction
(scales). Generally speaking, data driven processes are governed
by systems of linear or non-linear equations, which describe the re-
lationship between the current and previous values of the system’s
output and the values of inputs. In this study, outputs are predicted
time-variable scales of few days to few months. Our inputs are the
computed scales in eq. (9), and in some cases, we also use geo-
magnetic and solar radiation indices as inputs. All input data are
generated up-to-date in order for the ANN model to continuously
generate the outputs.

While there are many prediction models available, we specifi-
cally use the ANN techniques because they are able to deal with the
non-linear changes of thermospheric density due to solar and geo-
magnetic changes. We tested linear techniques such autoregression
and autoregressive with exogenous input following the formulation
in Forootan et al. (2014) and the results suggested that the accu-
racy of predictions might not be acceptable when sudden anomalies
appear after a smooth evolution of density changes (results are not
shown). In general, an ANN method consists of ‘layers’, which are
made of a set of interconnected nodes, known as ‘neurons’ that con-
tain ‘output functions’ (activation functions). These functions make
a linkage between the neurons and the numerical weights that are

used to combine the inputs and simulate the outputs. Independent
variables, as the input data, enter into the ANN via the ‘first (input)
layer’, and dependent variables are obtained from the ‘last (output)
layer’. The ‘hidden layer’ is to transform the inputs into something
that the output layer can use. By choosing various non-linear func-
tions, different arrangement of the neurons, and layers, non-linear
response to the input variables would be captured. Therefore, adap-
tivity is an important feature of the ANNs (Chakraverty & Mall
2017).

Several feed-forward algorithms exist, which can be used to ac-
count for non-linear relationships. Each of these algorithms has
their own advantages and disadvantages. Here, we follow Chen &
Billings (1991) to implement a radial base function network, for
which radially symmetric responses can be derived for each node.
The advantage of this approach is that it applies least squares ad-
justment plus clustering techniques, therefore, it can be considered
as a direct extension of already tested linear regression techniques,
for example, those methods presented in Forootan et al. (2014).

2.3.1 Categories of mathematical models to implement non-linear
ANNs

Models examined here include Non-linear AutoRegressive (NAR),
Non-linear Autoregressive with Exogenous (External) Input
(NARX) and Non-Linear Neural Network Regression (NLNNR),
which are summarized below. These three techniques are selected
to test how changing the combination of inputs might help the pre-
diction of scales. In summary, NAR uses only the information in the
time series of scales, NARX uses geomagnetic and solar radiation
indices in addition to the scales as inputs, while NLNNR uses only
solar and geomagnetic indices to train the prediction.

NAR is formulated in eq. (10) to relate the scale at time t (y(t)) to
the past consecutive d days (t − d...t − 1). In other words, the value
of scales at time t is predicted using its ‘d’ past values. Therefore,
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Figure 2. Effect of different sources of uncertainty on the density of GRACE A on (a) 1 January 2004 and (b) 1 January 2014. The density itself is in the order
of 10−12 kg m−3 (not shown here).

NAR is defined as

y(t) = f (y(t − 1), y(t − 2), ..., y(t − d)) + ε, (10)

where the activation function (f) is estimated using the multilayer
perception (MLP, Kisi 2004), and ε contains the residuals. To keep
the implementations consistent and comparable, this selection of
MLP is kept unchanged for the NARX and NLNNR methods.

NARX is a recurrent dynamic ANN, with feedback connections
encompassing multiple layers. It can be efficiently used for mod-
elling non-stationary and non-linear time-series. Mathematically,
the input–output representation of non-linear discrete time-series in

NARX network is governed by the following equation:

y(t) = f (y(t − 1), y(t − 2), ..., y(t − d), x(t − 1),

x(t − 2), ..., x(t − d ′)) + ε, (11)

where y(t) represents the values of dependent output, and x rep-
resents the externally determined variable(s) that influence(s) the
output values (y). In our case, we select y to be empirical scales
and x to be geomagnetic and solar radiation indices (Kp and Ap,
respectively).
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Figure 3. Effect of different sources of uncertainty on the density of GRACE A as monthly means on (a) 2004 and (b) 2014.

Figure 4. Effect of different sources of uncertainty on the density of GRACE A as yearly means on (top-row) 2004 and (bottom-row) 2014.

Table 2. SNR values, expressed as ρ
σρall

for 2004 and 2014, where ρ is

density and σρall represents the overall uncertainty.

2004 2014

SNR > 1 94.0 per cent 100.0 per cent
SNR > 2 89.2 per cent 100.0 per cent
SNR > 5 63.8 per cent 99.8 per cent
SNR > 10 28.0 per cent 97.4 per cent
SNR > 20 0.3 per cent 54.8 per cent

NLNNR is defined here as a mathematical relationship between
inputs (predictors) and outputs (predictants). The difference be-
tween this approach and NARX is that the values of scales are not
used in the tuning of the neural network. Therefore, the formulation
is simplified as

y(t) = f (x(t − 1), x(t − 2), ..., x(t − d)) + ε, (12)

where y(t) represents the scales to be predicted and x to be geomag-
netic and solar radiation indices.

The above three formulations of NAR, NARX and NLNNR pro-
vide us the opportunity to use either only the previous values of
outputs (eq. 10), values of outputs and a set of indicators (eq. 11)
and only indicators (eq. 12) for predictions, respectively. Therefore,
one will have more flexibility to design the prediction considering
the availability of input data and indicators.

2.3.2 Metrics to optimize ANNs

Several metrics are used to validate the outputs of various ANN im-
plementations, which include the mean squared error (MSE, eq. 13),
signal-to-noise ratio (SNR, eq. 14), and the squared correlation co-
efficient (R2, eq. 15) between the outputs and targets of ANNs.

Table 3. Initial conditions for three dynamic orbit propagation experiments.
Values are reported in the Earth Centred Inertial (ECI) system.

Parameters Values

Date (DAY, MONTH, YEAR) 04-30 03 2004
Time (Hour, Min, Sec) 00 00 05
Position (m) for altitude 200 km x =6574062.515

y =1837.650
z =38967.280

Velocity (m s–1) for altitude 200 km vx =-46.112
vy =367.525
vz =7793.365

Position (m) for altitude 400 km x =6773269.196
y =1810.427
z =38390.024

Velocity (m s–1) for altitude 400 km vx =-43.440
vy =362.081
vz =7677.922

Position (m) for altitude 600 km x =6972475.313
y =1784.379
z =37837.684

Velocity (m s–1) for altitude 600 km vx =-40.993
vy =356.872
vz =7567.462

Semi-major axis (m) 6827998.673
Eccentricity 0.004
Inclination (o) 87.3
Right-Ascension of the ascending node (o) 0
Argument of perigee (o) 0
True anomaly (o) 0.2106

These can, respectively, be computed as

MSE = 1

N

N∑
i=1

(yi − ŷi)
2
, (13)
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Figure 5. Along-track differences of the orbital positions for 10 d from 4 March 2004. Orbits are predicted using original and scaled thermospheric neutral
density outputs of NRLMSISE-00.

Figure 6. Daily mean of empirical density corrections for NRLMSISE-00 in 2004 (a) and 2014 (b).

SNR = 10log

(max(y))2N∑N
i=1(yi−ŷi )2

10 , (14)

and

R2 = 1 −
( ∑

(ŷ − yi)
2∑

(yi − ȳt)
2

)
, (15)

where N is the total number of data, yi is an array of target values,
ŷi is the corresponding estimated values and ȳt is the mean value
of the training set.

To construct efficient ANNs, several factors are tested here,
which include: the number of hidden layers, length of delay, and
the training period. This is implemented empirically by changing
the number of delays from 1 to 15, and the training length from
40 to 90, and the delay length of 5 to 90 d. Training is imple-
mented using 70 per cent of available time series in 2003 ans 2004
and the remaining 30 per cent is used for validation and test. To
train ANNs and compute the regression coefficients (b and c), the
Levenberg–Marquardt optimization technique (Chan et al. 2012) is
used. The best ANN structure is selected to be the one with the best
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Figure 7. Temporal mean (a), and PCA derived spatial (b, c) and temporal (d, e) variability of empirical density corrections in 2004.

Figure 8. Temporal mean (a), and PCA derived spatial (b,c) and temporal (d,e) variability of empirical density corrections in 2014.

Table 4. Details of the ANN models and and their evaluation criteria for 7 d prediction.

Method Year N.O.D N.O.L N.O.H MSE SNR R2

NLNNR 2003 90 16 3 0.0007 29.3498 0.9556
2004 94 18 14 0.0086 18.4994 0.8999

NAR 2003 69 2 3 0.0015 25.9074 0.8951
2004 65 5 13 0.0144 16.2756 0.8009

NARX 2003 90 15 7 0.0011 27.0834 0.9443
2004 90 15 7 0.0035 22.3906 0.9521

Table 5. Details of the ANN models and and their evaluation criteria for 14 d prediction.

Method Year N.O.D N.O.L N.O.H MSE SNR R2

NLNNR 2003 90 2 3 0.0025 23.6268 0.8923
2004 90 5 14 0.0047 21.3115 0.9438

NAR 2003 62 10 8 0.0050 20.5443 0.8553
2004 64 16 4 0.0543 10.7186 0.7342

NARX 2003 90 5 5 0.0014 26.0062 0.9658
2004 90 18 2 0.0024 24.3018 0.9704

Table 6. Details of the ANN models and and their evaluation criteria for 30 d prediction.

Method Year N.O.D N.O.L N.O.H MSE SNR R2

NLNNR 2003 58 2 3 0.0106 17.2804 0.5470
2004 55 5 7 0.0089 18.9332 0.8689

NAR 2003 73 3 12 0.0317 12.5445 0.5641
2004 69 15 7 0.0237 14.6936 0.6197

NARX 2003 90 11 5 0.0104 17.3851 0.7035
2004 90 11 5 0.0051 21.3229 0.8746
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Table 7. Details of the ANN models and and their evaluation criteria for 90 d prediction.

Method Year N.O.D N.O.L N.O.H MSE SNR R2

NLNNR 2003 67 2 2 0.0125 17.343 0.384
2004 62 5 2 0.0149 16.6799 0.7785

NAR 2003 69 2 4 0.0465 11.649 0.372
2004 66 16 3 0.0123 17.5070 0.8558

NARX 2003 90 11 5 0.0121 17.487 0.918
2004 90 11 13 0.0060 20.6048 0.9123

Figure 9. Comparison between the NARX model results and daily scales for C00 90 d prediction, where (a) corresponds to the year 2003 and (b) to 2004.

statistics using the metrics of eqs (13), (14) and (15). Fig. 1 shows
the flowchart of the ANN, which is implemented in this study. Nu-
merical results of this paper are discussed in Section 3.4.

3 R E S U LT S

3.1 Uncertainties of the accelerometer derived
thermospheric neutral density

Fig. 2 shows the effect of the individual uncertainties, as well as
the combined effect on the accelerometer derived density for 1
January 2004 and 1 January 2014. In 2004, the observed non-
gravitational forces appear to greatly impact on the quality of the
GRACE derived densities, followed by the force coefficient and the
relative velocity. In 2014, it shows an opposite effect, but in general,
the density uncertainties are greater in 2014 than for 2004. This
could be because of the higher solar activities in 2014 (Masutti et al.
2016). This can also be seen in Fig. 3, where the mean uncertainty of
the density profiles is shown for each month and each component.
The differences from month to month are found to be smaller than
the differences between the different sources of uncertainty.

To simplify the comparison between 2004 and 2014, Fig. 4 shows
the mean uncertainties of densities in 2004 and 2014. The main
differences can be seen in the impact of the mass m, the relative
velocity vrel and the force coefficient Ca. This is because the partial
derivatives ( ∂ρ

∂aobs,x
, ∂ρ

∂aSRP,x
and ∂ρ

∂aERP,x
) do not contain the acceleration

term, which changes considerably from 2004 to 2014. Overall, by
considering the quality of aobs, aSRP and aERP, the uncertainty of
GRACE derived densities is found to be similar in 2004 and 2014.

Finally, we analyze the signal to noise ratio (SNR, eq. 14). Table 2
summarizes the results in 2014. It shows that the magnitude is higher
than that of 2004. In general, SNR is found to be higher than one for
94.0 per cent of estimates in 2004 and for 100.0 per cent in 2014. We
found that 97.4 per cent of the points in 2014 have a SNR of higher

than 10 indicating that the quality of GRACE derived neutral density
is good and the along-track estimates can be used to correct model
simulations. It is worth mentioning here that the quality of density
estimations in 2014 is better than 2004, which might be related to
the stronger amplitude of density changes in 2014 (compared to
2004).

3.2 Impact of the GRACE derived corrections on orbit
determination applications

In Section 3.1, we showed that the quality of GRACE derived ther-
mospheric neutral densities is acceptable. Here, we assess the impact
of these estimates on LEO orbit determination application. It is well
known that the neutral density of atmosphere affects the satellite’s
motion (details can be found in Seeber 2003; Xu et al. 2011, and
Appendix B). Orbit integration is applied for 10 d of a CHAMP-
like orbit (which means orbital parameters are similar to those of
CHAMP) but at altitudes of 200, 400 and 600 km (orbital proper-
ties are reported in Table 3). Numerical implementation is based on
an explicit Runge–Kutta approach with the error control of about
10−16 and automated step size (Shampine & Reichelt 1997). The
initial conditions for dynamic orbit propagation are listed in Ta-
ble 3. To simulate the orbits, EGM96 (up to degree and order 70)
is applied to account for the gravity field of the Earth. Ephemerids
of the Moon and Sun are respectively calculated using the theory
ELP-2000/82 represented by Chapront-Touze and Chapront and an-
alytical formulas (Chapront-Touzé & Chapront 1983). The solar and
Earth radiation pressure are obtained from the method in Vielberg
et al. (2018), and the International Earth Rotation and Reference
Systems Service (IERS) formulations are used for solid Earth tide
modelling (Vondrák & Richter 2004). Within the orbit integration,
drag forces are computed at the altitude of satellite orbits using
densities derived from the original NRLMSISE-00 model and the
scaled version. This means that the differences in the estimated
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Figure 10. Comparison of the NARX predictions of C00 using the GRACE derived daily scales, which are computed for (a) 7 d, (b) 14 d, (c) 30 d and (d) 90 d
of 2003. Different methods of NAR, NLNNR and NARX are shown in the first, second and third columns from left, respectively.

orbits are the result of using different neutral density values to com-
pute the drag forces. It is worth mentioning that selecting different
background models such as the reference gravity model to preform
simulations does not alter our main conclusion, because their im-
pact cancels out when computing differences between the integrated
orbits.

Fig. 5 shows the differences in the estimated orbits at different
altitudes. The results correspond to 4–14 March 2004 and indicate
that the range of errors for 600, 400 and 200 km orbits reaches up
to ∼0.831, ∼2.304 and ∼3.819 km after 10 d, respectively.

3.3 Spatial and temporal variability of GRACE derived
empirical corrections

In this section, we show the spatial and temporal variability of com-
puted GRACE derived empirical corrections (from eq. 9). Spatially
averaged daily empirical corrections of 2004 and 2014 are presented
in Fig. 6, where values smaller than 1 indicate that the model over-
estimates the thermospheric neutral density, and those bigger than

1 show underestimation. During both years, one can find periods
with over- and underestimations. These are found typical during
medium solar activity Vielberg et al. (2018). A comparison with
the F10.7 index (scaled to be between 0.5 and 1.5) is shown as well,
which indicates similarity (correlation coefficient of 0.54 and 0.68
in 2004 and 2014, respectively) in the pattern of corrections and the
evolution of solar activity.

Yearly averaged mean fields of the empirical corrections for the
years 2004 and 2014 are presented in Figs 7(a) and 8(a), respectively.
In the year 2014, the corrections are found to vary between 0.75
and 0.90 indicating that the models overestimate the densities during
higher solar activity. In comparison, the variability in 2004 is larger,
where corrections are largely found to be between 0.75 and 1.05. In
both years, errors of the empirical model densities at the poles are
larger than at around the equator. This pattern is likely related to the
poor performance of the model at the poles (see, e.g. Fujiwara &
Miyoshi 2010). In fact, temperature observations in NRLMSISE-
00 are restricted in the polar area resulting in poor temperature
profiles in this region and a biased estimation of neutral density.
In contrast, GRACE has a good spatial coverage over the polar
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Figure 11. Comparison of the NARX predictions of C00 using the GRACE derived daily scales, which are computed for (a) 7 d, (b) 14 d, (c) 30 d and (d) 90 d
of 2004. Different methods of NAR, NLNNR and NARX are shown in the first, second and third columns from left, respectively.

area, and therefore, the computed corrections can be accepted with
confidence.

In order to provide more insights about variability of the esti-
mated daily correction, Principal Component Analysis (PCA, Fo-
rootan 2014, chapter 3) is applied to extract their dominant modes.
Temporal averages of the year 2004 and 2014 are shown in Figs 7(a)
and 8(a), while the spatially orthogonal components of PCA are
shown in Figs 7(b,c) and 8(b,c) and their corresponding uncorre-
lated temporal patterns can be found in Figs 7(d,e) and 8(d,e). The
first two in 2004 represent 63 and 18 per cent of the total variance,
and in 2014, 70 and 16 per cent, respectively. The dipole patterns
with a yearly cycle in the second mode in 2004 (and in the first
mode in 2004) indicate the overestimation of NRLMISISE-00 dur-
ing the summer time and its underestimation during winter. The
second mode (panels c and e in Figs 7 and 8) likely correspond
to longitudinal (upwards propagating) waves. Strong correlations
are also found between the daily averaged F10.7 index and the first
mode of 2014, as well as the second mode of 2004. This indicates
that the skill of NRLMSISE-00 varies spatially in time. Since the
corrections represent strong correspondence to the solar activity
and also due to the model’s weak over polar regions, we suggest

to correct the model’s densities using the dominant PCA modes as
shown in Figs 7 and 8 based on ρ(s, t)corrected model = A(s) + (B(s)D(t)
+ C(s)E(t))ρ(s, t)original model.

3.4 Predicting daily scales using ANN techniques

In the previous section, we showed that the daily empirical cor-
rections are beneficial for NRLMSISE-00. Here, we assess whether
data driven techniques can be used to predict these corrections when
there is no GRACE observations available. Following Section 2.3,
the training scenarios for the ANN methods of NLNNR, NAR and
NARX are numerically implemented by examining the daily scales
of the entire year 2003 and 2004. We select 2003 instead of 2014 to
emphasize that this implementation is not restricted to a specific pe-
riod. Target prediction periods are selected at 7, 14, 30 and 90 d from
the current time of the system. This means that we intend to predict
corrections for thermospheric models up to seasonal timescales.

In fact, selecting the structure of ANNs has a direct impact on
the accuracy of prediction models during the training and prediction
periods. For example, the number of hidden neurons can influence
the magnitude of errors projected on the nodes (which are used to
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Table 8. Comparison of errors in the prediction of daily corrections over the years 2003 and 2004.

Prediction Method Median of MSEs Standard deviations
Length of MSEs of MSEs

2003: 7 d NLNNR 0.0186 0.0244
2003: 7 d NARX 0.0094 0.0098
2003: 7 d NAR 0.0396 0.0590
2003: 14 d NLNNR 0.0240 0.0233
2003: 14 d NARX 0.0137 0.0139
2003: 14 d NAR 0.0176 0.0316
2003: 30 d NLNNR 0.0461 0.0348
2003: 30 d NARX 0.0087 0.0106
2003: 30 d NAR 0.0329 0.0552
2003: 90 d NLNNR 0.0838 0.0353
2003: 90 d NARX 0.0395 0.0194
2003: 90 d NAR 0.1419 0.0825
2004: 7 d NLNNR 0.0112 0.0177
2004: 7 d NARX 0.0090 0.0108
2004: 7 d NAR 0.0154 0.0223
2004: 14 d NLNNR 0.0374 0.0259
2004: 14 d NARX 0.0209 0.0131
2004: 14 d NAR 0.0198 0.0605
2004: 30 d NLNNR 0.0305 0.0113
2004: 30 d NARX 0.0158 0.0085
2004: 30 d NAR 0.0822 0.0792
2004: 90 d NLNNR 0.0403 0.0317
2004: 90 d NARX 0.0418 0.0029
2004: 90 d NAR 0.4241 0.2116

generate the outputs), and therefore, the output’s uncertainties are
influenced. In other words, the excessive hidden neurons unrealis-
tically increase the complexity of the problem and lead to biases
in outputs. This also significantly deviates the capability of ANNs
in the prediction period (see e.g. Panchal et al. 2011). Therefore,
an empirically derived rule-of-thumb is considered to select the
optimal size of the hidden layer in ANNs, which is chosen to be
between the size of the input and size of the output layers Xu &
Chen (2008). This is numerically tested by changing the number
of layers between 1 and 15. Finally, the length of delays is selected
to be between 0 and 20. Structures of the ANNs with the best
statistics in the above evaluation criteria are reported in Tables 4,
5, 6 and 7, where the columns 3, 4 and 5 indicate the optimum
ANN parameters that correspond to the lowest MSE values for the
number of data (N.O.D) for training, the number of lag (N.O.L),
and the number of hidden Layer(s) (N.O.H), respectively. The re-
sults are computed for predictions of 7, 14, 30 and 90 d. Perfor-
mance criteria in columns 6, 7 and 8 of these tables indicate that
the quality of ANN predictions is acceptable for forecast of up to
90 d.

From Tables 4 to 7, it is clear that the NARX model provides
the best statistical performance to predict daily scales for 7, 14, 30
and 90 d. Therefore, this model is selected to discuss the details of
training and validation steps. This however does not mean that the
other models are not suitable for prediction. In fact, when only daily
scales or only indices are available, respectively, NLNNR and NAR
are equally recommended to be used.

As an example, results of the NARX’s prediction for 90 d are
shown in Fig. 9. The C00 coefficients of the daily scales are shown
that represent the biggest part of the variance in daily scale fields.
A visual investigation indicates that although evolution of the daily
corrections is complicated and non-linear, NARX is able to per-
form an acceptable prediction (i.e. a correlation coefficient of 0.92
between the NARX prediction and the GRACE derived C00).

We also validate the performance of NARX for the entire 2003
and 2004. For this C00 of the daily scales is predicted in moving
windows of 7, 14, 30 and 90 d covering the entire years. MSEs
are computed and plotted against time (see Figs 10 and 11), which
indicate that the magnitude of errors increases from 7 to 90 d.
Median and standard deviations of the errors are reported in Table 8
indicating that the maximum of the median error (in predicting C00)
reaches to 0.04 (i.e. equivalent with ∼0.125 in terms of scales).
Similarity of the results in 2003 and 2004 indicates that the ANN’s
prediction performance is relatively stable. It should be mentioned
here that during the validation phase, we used scales that were not
used in the training of ANNs.

4 C O N C LU S I O N

In this study, the GRACE derived accelerometer measurements are
used to estimate thermospheric neutral density at the altitude of
GRACE satellites. Uncertainties influencing these estimates are
evaluated here and we showed that they are in acceptable range (see
SNRs in Table 2). Next, daily scales are computed from the GRACE
derived density estimates and those derived from NRLMSISE-00.
These scales are interpreted here as empirical corrections to be ap-
plied on model simulations. The impact of these corrections is then
evaluated for a range of orbits covering the altitude of 200, 400 and
600 km, to show that the derived corrections are suitable for orbit
determination of LEO satellites. Spatial and temporal variability
of the corrections are explored by applying PCA on selected years
of 2004 and 2014. Finally, various ANN prediction techniques are
evaluated to predict these corrections for 7, 14, 30 and 90 d. The
following summarizes the major outcomes of the study.

(1) Previous studies, such as Mehta et al. (2017a) and Vielberg
et al. (2018), showed that the GRACE derived thermospheric neutral
densities are generally more reliable model outputs, especially on
short timescales and during strong solar events, for example during
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the St. Patrick’s Day storm on 17 March 2015. Here, we showed that,
even on the seasonal to yearly timescales, neutral densities estimated
from GRACE observations represent high correspondence to the
solar (and geomagnetic activities), for example see Figs 6–8. These
results confirm that the computed daily corrections are sensible.

(2) Application of PCA on the estimated daily corrections in-
dicate that the total neutral density simulated by NRLMSISE-00
does not have a constant quality over the globe, and for example its
quality is worse over the polar regions compared to those over the
equator.

(3) Applying the scaled densities on orbit determination exper-
iments show an error of 0.831, 2.304 and 3.819 km after 10 d
for CHAMP-like orbits at altitudes of 200, 400 and 600 km, re-
spectively. These errors are considerable and need to be taken into
account in related applications.

(4) ANN technique is efficient for predicting GRACE derived
daily empirical corrections up to 90 d. The maximum magnitude of
the median errors is ∼0.125 in terms of scales. In real applications,
the original model derived neutral density estimations can be re-
placed with scaled values and be used for example drag estimation
within orbit determination procedures or for re-entry predictions.

The empirical corrections derived from this study are computed
by averaging all accelerometer observations of 1 d. In future, the
results will be compared with enhanced model simulations through
merging of GRACE corrections and model outputs in a data assim-
ilation system.
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Chapront-Touzé, M. & Chapront, J., 1983. The lunar ephemeris elp 2000,
Astron. Astrophys., 124, 50–62.

Chen, S. & Billings, S., 1991. Neural networks for nonlinear dynamic system
modelling and identification, Res. Report. Acse Report. Dept of Automatic
Control and System Engineering. University of Sheffield, 436.

Choury, A., Bruinsma, S. & Schaeffer, P., 2013. Neural networks to predict
exosphere temperature corrections, Space Weather, 11(10), 592–602.

Codrescu, M., Fuller-Rowell, T. & Minter, C., 2004. An ensemble-type
kalman fillter for neutral thermospheric composition during geomagnetic
storms, Space Weather, 2, S11002.

Codrescu, S., Codrescu, M. & Fedrizzi, M., 2018. An ensemble kalman filter
for the thermosphere-ionosphere, Space Weather, 16(1), 57–68.

Doornbos, E., 2011. Thermospheric Density and Wind Determination From
Satellite Dynamics, Springer Berlin Heidelberg.

Doornbos, E. et al., 2009. Air density models from multiple-satellite drag
observations, DEOS/TU Delft Scient. Rep., 1.

Flury, J., Bettadpur, S. & Tapley, B., 2008. Precise accelerometry onboard
the grace gravity field satellite mission, Adv. Space Res., 42, 1414–1423.

Forootan, E., 2014, Statistical signal decomposition techniques for analyzing
time-variable satellite gravimetry data, PhD thesis, University of Bonn,
p. 131.

Forootan, E., Didova, O., Kusche, J. & Löcher, A., 2013. Comparisons
of atmospheric data and reduction methods for the analysis of satellite
gravimetry observations, J. geophys. Res.-Solid Earth, 118, 1–15.

Forootan, E. et al., 2014. Multivariate prediction of total water storage
changes over west africa from multi-satellite data, Surv. Geophys., 35(4),
913–940.

Fujiwara, H. & Miyoshi, Y., 2010. Morphological features and variations of
temperature in the upper thermosphere simulated by a whole atmosphere
gcm, Ann. Geophys., 28, 427–437.

Fuller-Rowell, T., Minter, C. & Codrescu, M., 2004. Data assimilation for
neutral thermospheric species during geomagnetic storms, Radio Sci., 39,
RS1S03.

Jacchia, L.G., 1970. New static models of the thermosphere and exosphere
with empirical temperature profiles, SAO Spec. Rep., 313.
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A P P E N D I X A

Fig. A1(a) shows a global thermospheric neutral density map de-
rived from NRLMSISE-00 on 1 February 2004 at 18:00 hr. We
convert GRACE derived accelerometer observations of the same
date to along-track density profiles and compute scales. Results of
this conversion are shown in Fig. A1(b). Finally, these scales are

Figure A1. (a) Neutral density map from NRLMSISE-00 on 1 February
2004 at 18:00 hr, (b) along track scales derived as fraction of the GRACE
derived neutral density estimations and the corresponding simulations of
NRLMSISE-00 and (c) corrected NRLMSISE-00 field derived by multiply-
ing the expanded scales by the map in (a).

expanded to the spherical domain and synthesized back to grid do-
main following eq. (9). Corrected neutral density field is derived
by multiplying the synthesized map of Fig. A1(b) by the original
density field Fig. A1(a) as are shown in Fig. A1(c).

A P P E N D I X B

The acceleration of a satellite (
⇀̈

r ) can be modelled by considering
radial gravitational (

⇀

γ r ) and perturbing (
⇀

γ p) forcing acting on its
surface, which can be written as

⇀̈

r = ⇀

γ r + ⇀

γ p. (B1)

The latter term can be formulated as

⇀

γ p = ⇀̈

r E + ⇀̈

r n + ⇀̈

r tides + ⇀̈

r drag + ⇀̈

r S R + ⇀̈

r a, (B2)

where,
⇀̈

r E represents accelerations due to the non-spherically and
inhomogeneous mass distribution within Earth (central body), and

other terms are
⇀̈

r n : accelerations due to other celestial bodies (Sun,

Moon and planets),
⇀̈

r tides : accelerations due to Earth and oceanic

tides,
⇀̈

r drag: accelerations due to atmospheric drag,
⇀̈

r S R : accelera-

tions due to direct solar radiation pressure, and
⇀̈

r a : accelerations
due to Earth-reflected solar radiation pressure.

Orbit integration generally is a process of determining position
in the knowledge of accelerations of eq. (B1). This integration is
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computed numerically, where all forces are explicitly calculated,
and they are used as starting conditions for a step-wise integration.
For low-orbiting satellites the most important non-gravitational per-
turbation is caused by the drag acceleration, due to the interaction
between the satellite and particles of the atmosphere, hence, the
appropriate mathematical modelling of the resulting forces turns
out to be a rather complicated problem. Drag acceleration can be
modelled as (Seeber 2003):

⇀̈

r drag = −1

2

cD A

m
ρ−→v r

∣∣−→v r

∣∣ , with

−→v r = (
−→̇
r − −→̇

r a), (B3)

where m is the mass of satellite, A is the effective cross-sectional
area of the satellite, cD stands for the drag coefficient (satellite
specific), ρ indicates neutral density of the atmosphere near the

satellite, and finally,
−→̇
r is the velocity vector of satellite with respect

to the
−→̇
r a that is the velocity of atmosphere near the satellite. Errors

in modelling drag will be reflected in eq. (B2) and finally causes
errors in the orbit integration as shown in Fig. 5.
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