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National governments now recognize online hate speech as a pernicious social problem. In the 
wake of political votes and terror attacks, hate incidents online and offline are known to peak 
in tandem. This article examines whether an association exists between both forms of hate, inde-
pendent of ‘trigger’ events. Using Computational Criminology that draws on data science methods, 
we link police crime, census and Twitter data to establish a temporal and spatial association 
between online hate speech that targets race and religion, and offline racially and religiously ag-
gravated crimes in London over an eight-month period. The findings renew our understanding of 
hate crime as a process, rather than as a discrete event, for the digital age.
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Introduction

Hate crimes have risen up the hierarchy of individual and social harms, following the 
revelation of record high police figures and policy responses from national and de-
volved governments. The highest number of hate crimes in history was recorded by the 
police in England and Wales in 2017/18. The 94,098 hate offences represented a 17 per 
cent increase on the previous year and a 123 per cent increase on 2012/13. Although 
the Crime Survey for England and Wales has recorded a consistent decrease in total hate 
crime victimization (combining race, religion, sexual orientation, disability and trans-
gender), estimations for race and religion-based hate crimes in isolation show an in-
crease from a 112,000 annual average (April 13–March 15) to a 117,000 annual average 
(April 15–March 17) (ONS, 2017). This increase does not take into account the likely 
rise in hate victimization in the aftermath of the 2017 terror attacks in London and 
Manchester. Despite improvements in hate crime reporting and recording, the con-
sensus is that a significant ‘dark figure’ remains. There continues a policy and practice 
need to improve the intelligence about hate crimes, and in particular to better under-
stand the role community tensions and events play in patterns of perpetration. The 
HMICFRS (2018) inspection on police responses to hate crimes evidenced that forces 
remain largely ill-prepared to handle the dramatic increases in racially and religiously 
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aggravated offences following events like the United Kingdom-European Union (UK-
EU) referendum vote in 2016 and the terror attacks in 2017. Part of the issue is a sig-
nificant reduction in Police Community Support Officers throughout England, and in 
particular London (Greig-Midlane (2014) indicates a circa 50 per cent reduction since 
2010). Fewer officers in neighbourhoods gathering information and intelligence on 
community relations reduces the capacity of forces to pre-empt and mitigate spates of 
inter-group violence, harassment and criminal damage.

Technology has been heralded as part of the solution by transforming analogue police 
practices into a set of complementary digital processes that are scalable and deliverable 
in near real time (Williams et al., 2013; Chan and Bennett Moses, 2017; Williams et al., 
2017a). In tandem with offline hate crime, online hate speech posted on social media 
has become a pernicious social problem (Williams et al., 2019). Thirty years on from 
the Home Office (1989) publication ‘The Response to Racial Attacks and Harassment’ that 
saw race hate on the streets become priority for six central Whitehall departments, the 
police, Crown Prosecution Service (CPS) and courts (Bowling, 1993), the government 
is now making similar moves to tackle online hate speech. The Home Secretary in 2016 
established the National Online Hate Crime Hub, a Home Affairs Select Committee in 
2017 established an inquiry into hate crime, including online victimization, and a review 
by the Law Commission was launched by the prime minister to address the inadequacies 
in legislation relating to online hate. Social media giants, such as Facebook and Twitter, 
have been questioned by national governments and the European Union over their pol-
icies that provided safe harbour to hate speech perpetrators. Previous research shows 
hate crimes offline and hate speech online are strongly correlated with events of signifi-
cance, such as terror attacks, political votes and court cases (Hanes and Machin, 2014; 
Williams and Burnap, 2016). It is therefore acceptable to assume that online and offline 
hate in the immediate wake of such events are highly correlated. However, what is unclear 
is if a more general pattern of correlation can be found independent of ‘trigger’ events. 
To test this hypothesis, we collected Twitter and police recorded hate crime data over an 
eight-month period in London and built a series of statistical models to identify whether 
a significant association exists. At the time of writing, no published work has shown such 
an association. Our models establish a general temporal and spatial association between 
online hate speech targeting race and religion and offline racially and religiously ag-
gravated crimes independent of ‘trigger’ events. Our results have the potential to renew our 
understanding of hate crime as a process, rather than a discrete event (Bowling, 1993), 
for the digital age.

Prevalence of Online Hate Speech on Social Media

Since its inception, the Internet has facilitated the propagation of extreme narratives 
often manifesting as hate speech targeting minority groups (Williams, 2006; Perry and 
Olsson, 2009; Burnap and Williams, 2015, 2016; Williams and Burnap, 2016; Williams 
et al., 2019). Home Office (2018) data show that 1,605 hate crimes were flagged as 
online offences between 2017 and 2018, representing 2 per cent of all hate offences. 
This represents a 40 per cent increase compared to the previous year. Online race 
hate crime makes up the majority of all online hate offences (52 per cent), followed 
by sexual orientation (20 per cent), disability (13 per cent), religion (12 per cent) and 
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transgender online hate crime (4 per cent). Crown Prosecution Service data show 
that in the year April 2017/18, there were 435 prosecutions related to online hate, a 
13 per cent increase on the previous year (CPS, 2018). These figures are a significant 
underestimate.1 HMICFRS (2018) found that despite the Home Office introducing a 
requirement for police forces to flag cyber-enabled hate crime offences, uptake on this 
practice has been patchy and inconsistent, resulting in unreliable data on prevalence.

Hawdon et  al. (2017), using representative samples covering 15- to 30-year-olds in 
the United States, United Kingdom, Germany and Finland, found on average 43 per 
cent respondents had encountered hate material online (53 per cent for the United 
States and 39 per cent for the United Kingdom). Most hate material was encountered 
on social media, such as Twitter and Facebook. Ofcom (2018b), also using a represen-
tative UK sample, found that near half of UK Internet users reported seeing hateful 
content online in the past year, with 16- to 34-year-olds most likely to report seeing this 
content (59 per cent for 16–24s and 62 per cent for 25–34s). Ofcom also found 45 per 
cent of 12- to 15-year-olds in 2017 reported encountering hateful content online, an in-
crease on the 2016 figure of 34 per cent (Ofcom, 2018a; 2018c).

Administrative and survey data only capture a snapshot of the online hate phe-
nomenon. Data science methods pioneered within Computational Criminology (see 
Williams and Burnap, 2016; Williams et al., 2017a) facilitate a real-time view of hate 
speech perpetration in action, arguably generating a more complete picture.2 In 2016 
and 2017, the Brexit vote and a string of terror attacks were followed by significant and 
unprecedented increases in online hate speech (see Figures 1 and 2). Although the 
production of hate speech increased dramatically in the wake of all these events, statis-
tical models showed it was least likely to be retweeted in volume and to survive for long 
periods of time, supporting a ‘half-life’ hypothesis. Where hate speech was retweeted, 
it emanated from a core group of like-minded individuals who seek out each other’s 
messages (Williams and Burnap, 2016). Hate speech produced around the Brexit vote 
in particular was found to be largely driven by a small number of Twitter accounts. 
Around 50 per cent of anti-Muslim hate speech was produced by only 6 per cent users, 
many of whom were classified as politically anti-Islam (Demos, 2017).

The role of popular and politically organized racism in fostering terrestrial climates 
of intimidation and violence is well documented (Bowling, 1993). The far right, and 
some popular right-wing politicians, have been pivotal in shifting the ‘Overton window’ 
of online political discussion further to the extremes (Lehman, 2014), creating spaces 
where hate speech has become the norm. Early research shows the far right were quick 
to take to the Internet largely unhindered by law enforcement due to constitutional 
protections around free speech in the United States. The outcome has been the es-
tablishment of extreme spaces that provide a collective virtual identity to previously 
fragmented hateful individuals. These spaces have helped embolden domestic hate 
groups in many countries, including the United States, United Kingdom, Germany, the 
Netherlands, Italy and Sweden (Perry and Olsson, 2009).

In late 2017, social media giants began introducing hate speech policies, bowing under pres-
sure from the German government and the European Commission (Williams et al., 2019). 

1For current CPS guidance on what constitutes an online hate offence see: https://www.cps.gov.uk/legal-guidance/
social-media-guidelines-prosecuting-cases-involving-communications-sent-social-media.

2Not all hate speech identified reaches the threshold for a criminal offence in England and Wales.
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Fig. 2 Global anti-Muslim hate speech on Twitter during 2017 (gaps relate to breaks in data 
collection)

Fig. 1 UK anti-black and anti-Muslim hate speech on Twitter around the Brexit vote
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Up to this point, Facebook, Instagram, YouTube and Twitter were accused of ‘shielding’ far 
right pages as they generated advertising income due to their high number of followers. The 
‘Tommy Robinson’ Facebook page, with 1 million followers, held the same protections as 
media and government pages, despite having nine violations of the platform’s policy on hate 
speech, whereas typically only five were tolerated by the content review process (Hern, 2018). 
The page was eventually removed in March 2019, a year after Twitter removed the account of 
Stephen Yaxley-Lennon (alias Tommy Robinson) from their platform.

Social media was implicated in the Christchurch, New Zealand extreme-right wing 
terror attack in March 2019. The terrorist was an avid user of social media, including 
Facebook and Twitter, but also more subversive platforms, such as 8chan. 8chan was the 
terrorist’s platform of choice when it came to publicizing his live Facebook video of the 
attack. His message opened by stating he was moving on from ‘shit-posting’—using social 
media to spread hatred of minority groups—to taking the dialogue offline, into action. 
He labelled his message a ‘real life effort post’—the migration of online hate speech to 
offline hate crime/terrorism (Figure 3). The live Facebook video lasted for 17 minutes, 
with the first report to the platform being made after the 12th minute. The video was 
taken down within the hour, but it was too late to stop the widespread sharing. It was 
re-uploaded more than 2 million times on Facebook, YouTube, Instagram and Twitter 
and it remained easily accessible over 24 hours after the attack. Facebook, Twitter, but 
particularly 8chan, flooded with praise and support for the attack. Many of these posts 
were removed, but those on 8chan remain due to its lack of moderation.

In the days following the terror attack spikes in hate crimes were recorded across 
the United Kingdom. In Oxford, Swastikas with the words “sub 2 PewDiePie” were 
graffitied on a school wall. In in his video ahead of the massacre, the terrorist asked 
viewers to ‘subscribe to PewDiePie’. The social media star who earned $15.5 million 
in 2018 from his online activities has become known for his anti-Semitic comments 
and endorsements of white supremacist conspiracies (Chokshi, 2019). In his uploaded 
74-page manifesto, the terrorist also referenced Darren Osborne, the perpetrator of 
the Finsbury Park Mosque attack in 2017. Osborne is known to have been influenced 
by social media communications ahead of his attack. His phone and computers showed 
that he accessed the Twitter account of Stephen Yaxley-Lennon two days before the 
attack, who he only started following two weeks prior. The tweet from Robinson read 
‘Where was the day of rage after the terrorist attacks. All I saw was lighting candles’. 
A direct Twitter message was also sent to Osborne by Jayda Fransen of Britain First 
(Rawlinson, 2018). Other lone actor extreme right-wing terrorists, including Pavlo 
Lapshyn and Anders Breivik, are also known to have self-radicalized via the Internet 
(Peddell et al. 2016).

Fig. 3 Christchurch extreme right terror attacker’s post on 8chan, broadcasting the live Facebook video
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Far right and popular right-wing activity on social media, unhindered for decades due to 
free-speech protections, has shaped the perception of many users regarding what language 
is acceptable online. Further enabled by the disinhibiting and deindividuating effects of 
Internet communications, and the ineffectiveness of the criminal justice system to keep up 
with the pace of technological developments (Williams, 2006), social media abounds with 
online hate speech. Online controversies, such as Gamergate, the Bank of England Fry/
Austen fiasco and the Mark Meechan scandal, among many others, demonstrate how easily 
users of social media take to antagonistic discourse (Williams et al., 2019). In recent times, 
these users have been given further licence by the divisive words of popular right-wing poli-
ticians wading into controversial debates, in the hopes of gaining support in elections and 
leadership contests. The offline consequences of this trend are yet to be fully understood, 
but it is worth reminding ourselves that those who routinely work with hate offenders agree 
that although not all people who are exposed to hate material go on to commit hate crimes 
on the streets, all hate crime criminals are likely to have been exposed to hate material at 
some stage (Peddell et al., 2016).

Theoretical Framework

The study relates to conceptual work that examines the role of social media in political 
polarization (Sunstein, 2017) and the disruption of ‘hierarchies of credibility’ (Greer 
and McLaughlin, 2010). In the United States, online sources, including social media, 
now outpace traditional press outlets for news consumption (Pew Research Centre, 
2018). The pattern in the United Kingdom is broadly similar, with only TV news (79 
per cent) leading over the Internet (64 per cent) for all adults, and the Internet, in 
particular social media taking first place for those aged 16–24 (Ofcom, 2018b). In the 
research on polarization, the general hypothesis tested is disinformation is amplified 
in partisan networks of like-minded social media users, where it goes largely unchal-
lenged due to ranking algorithms filtering out any challenging posts. Sunstein (2017) 
argues that ‘echo chambers’ on social media reflecting increasingly extreme viewpoints 
are breeding grounds for ‘fake news’, far right and left conspiracy theories and hate 
speech. However, the evidence on the effect of social media on political polarization is 
mixed. Boxell et al. (2017) and Debois and Blank (2017), both using offline survey data, 
found that social media had limited effect on polarization on respondents. Conversely, 
Brady et al. (2017) and Bail et al. (2018), using online and offline data, found strong 
support for the hypothesis that social media create political echo chambers. Bail 
et al. found that republicans, and to a lesser extent democrats, were likely to become 
more entrenched in their original views when exposed to opposing views on Twitter, 
highlighting the resilience of echo chambers to destabilization. Brady et al. found that 
emotionally charged (e.g. hate) messages about moral issues (e.g. gay marriage) in-
creased diffusion within echo chambers, but not between them, indicating this as a 
factor in increasing polarization between liberals and conservatives.

A recently exposed factor that is a likely candidate for increasing polarization 
around events is the growing use of fake accounts and bots to spread divisive messages. 
Preliminary evidence shows that these automated Twitter accounts were active in the 
UK-EU referendum campaign, and most influential on the leave side (Howard and 
Kollanyi, 2016). Twitter accounts linked to the Russian Internet Research Agency (IRA) 
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were also active in the Brexit debate following the vote. These accounts also spread 
fake news and promoted xenophobic messages in the aftermath of the 2017 UK terror 
attacks (Crest, 2017). Accounts at the extreme-end of right-wing echo chambers were 
routinely targeted by the IRA to gain traction via retweets. Key political and far right 
figures have also been known to tap into these echo chambers to drum-up support 
for their campaigns. On Twitter, Donald Trump has referred to Mexican immigrants 
as ‘criminals and rapists’ and retweeted far right activists after Charlottesville, and 
Islamophobic tweets from the far right extremist group, Britain First. The leaders of 
Britain First, and the ex-leader of the English Defence League, all used social media to 
spread their divisive narrative before they were banned from most platforms between 
December 2017 and March 2019. These extremist agitators and others like them have 
used the rhetoric of invasion, threat and otherness in an attempt to increase polariza-
tion online, in the hope that it spills into the offline, in the form of votes, financial sup-
port and participation in rallies. Research by Hope Not Hate (2019) shows that at the 
time of the publication of their report, 5 of the 10 far-right social media activists with 
the biggest online reach in the world were British. The newest recruits to these ideolo-
gies (e.g. Generation Identity) are highly technically capable and believe social media 
to be essential to building a larger following.

Whatever the effect of social media on polarization, and how this may vary by 
individual-level factors, the role of events, bots and far right agitators, there remains 
limited experimental research that pertains to the key aim of this article: its impact 
on the behaviour of the public offline. Preliminary unpublished work suggests a link 
between online polarizing activity and offline hate crime (Müller and Shwarz, 2018a, 
2018b). But what remains under-theorized is why social media has salience in this con-
text that overrides the effect of other sources (TV, newspapers, radio) espousing argu-
ably more mainstream viewpoints. Greer and Mclaughlin (2010) have written about 
the power of social media in the form of citizen journalism, demonstrating how the 
initially dominant police driven media narrative of ‘protestor violence’ in the reporting 
of the G20 demonstration was rapidly disrupted by technology-driven alternative nar-
ratives of ‘police violence’. They conclude “the citizen journalist provides a valuable 
additional source of real-time information that may challenge or confirm the insti-
tutional version of events” (2010: 1059). Increasingly, far right activists like Stephen 
Yaxley-Lennon are adopting citizen journalism as a tactic to polarize opinion. Notably, 
Lennon live-streamed himself on social media outside Leeds Crown Court hearing 
the Huddersfield grooming trials to hundreds of thousands of online viewers. His ver-
sion of events was imbued with anti-Islam rhetoric, and the stunt almost derailed the 
trial. Such tactics take advantage of immediacy, manipulation, partisanship and a lack 
of accountability rarely found in mainstream media. Such affordances can provide a 
veil of authenticity and realism to stories, having the power to reframe their original 
casting by the ‘official’ establishment narrative, further enabled by dramatic delivery 
of ‘evidence’ of events as they occur. The ‘hacking’ of the information-communications 
marketplace enabled by social media disrupts the primacy of conventional media, al-
lowing those who produce subversive “fake news” anti-establishment narratives to rise 
up the ‘hierarchy of credibility’. The impact of this phenomenon is likely considerable 
knowing over two-thirds of UK adults, and eight in ten 16- to 24-year-olds now use the 
Internet as their main source of news (Ofcom, 2018b).
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Hypotheses

The hypotheses test if online hate speech on Twitter, an indicator of right-wing polar-
ization, can improve upon the estimations of offline hate crimes that use conventional 
predictors alone.

H1: Conventional census regressors associated with hate crime in previous research will emerge as 
statistically significant.

‘Realistic’ threats are often associated with hate crimes (Stephan and Stephan, 2000; 
Roberts et al., 2013). These relate to resource threats, such as competition over jobs and 
welfare benefits. Espiritu (2004) shows how US census measures relating to economic con-
text are statistically associated with hate crimes at the state level. In the United Kingdom, 
Ray et al. (2004) found that a sense of economic threat resulted in unacknowledged shame, 
which was experienced as rage directed toward the minority group perceived to be re-
sponsible for economic hardship. Demographic ecological factors, such as proportion of 
the population who are black or minority ethnic and age structure, have also been asso-
ciated with hate crime (Green, 1998; Nandi et al., 2017; Williams and Tregidga, 2014; Ray 
et al., 2004). In addition, educational attainment has been shown to relate to tolerance, 
even among those explicitly opposed to minority groups (Bobo and Licari, 1989).

H2: Online hate speech targeting race and religion will be positively associated with police recorded 
racially and religiously aggravated crimes in London.

Preliminary unpublished work focusing on the United States and Germany has 
showed that posts from right-wing politicians that target minority groups, deemed as 
evidence of extreme polarization, are statistically associated with variation in offline 
hate crimes recorded by the police. Müller and Shwarz (2018a) found an association 
between Trump’s tweets about Islam-related topics and anti-Muslim hate in US state 
counties. The same authors also found anti-refugee posts on the far-right Alternative 
für Deutschland’s Facebook page predicted offline-violent crime against immigrants 
in Germany (Müller and Shwarz, 2018b). This hypothesis tests for the first time if these 
associations are replicated in the United Kingdom’s largest metropolitan area.

H3: Estimation models including the online hate speech regressor will increase the amount of 
offline hate crime variance explained in panel-models compared to models that include census 
variables alone.

Williams et al. (2017a) found that tweets mentioning terms related to the concept of 
‘broken windows’ were statistically associated with police recorded crime (hate crime 
was not included) in London boroughs and improved upon the variance explained 
compared to census regressors alone. This hypothesis tests whether these results hold 
for the estimation of hate crimes.

Data and Methods

Data

The study adopted methods from Computational Criminology (see Williams et al., 2017a 
for an overview). Data were linked from administrative, survey and social media sources to 
build our statistical models. Police recorded racially and religiously aggravated offences 
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data were obtained from the Metropolitan Police Service for an eight-month period be-
tween August 2013 and August 2014. UK census variables from 2011 were derived from 
the Nomis web portal. London-based tweets were collected over the eight-month period 
using the Twitter streaming Application Programming Interface via the COSMOS soft-
ware (Burnap et  al., 2014). All sources were linked by month and Lower Layer Super 
Output Area (LSOA) in preparation for a longitudinal ecological analysis.

Dependent measures

Police recorded crime. Police crime data were filtered to ensure that only race hate crimes 
related to anti-black/west/south Asian offences, and religious hate crimes related to 
anti-Islam/Muslim offences were included in the measures. In addition to total police 
recorded racially and religiously aggravated offences (N = 6,572), data were broken 
down into three categories: racially and religiously aggravated violence against the 
person, criminal damage and harassment reflecting Part II of the Crime and Disorder 
Act 1998.

Independent measures

Social media regressors. Twitter data were used to derive two measures. Count of Geo-coded 
Twitter posts—21.7 million posts were located within the 4720 London LSOAs over the 
study window as raw counts (Overall: mean 575; s.d. 1,566; min 0; max 75,788; Between: 
s.d. 1,451; min 0; max 53,345; Within: s.d. 589; min –23,108; max 28,178). Racial and 
Religious Online Hate Speech—the London geo-coded Twitter corpus was classified as 
‘hateful’ or not (Overall: mean 8; s.d. 15.84; min 0; max 522; Between: s.d. 12.57; min 
0; max 297; Within: s.d. 9.63; min –120; max 440). Working with computer scientists, 
a supervised machine learning classifier was built using the Weka tool to distinguish 
between ‘hateful’ Twitter posts with a focus on race (in this case anti-black/middle-
eastern) and religion (in this case anti-Islam/Muslim), and more general non-‘hateful’ 
posts. A  gold standard dataset of human-coded annotations was generated to train 
the machine classifier based on a sample of 2,000 tweets. In relation to each tweet, 
human coders were tasked with selecting from a ternary set of classes (‘yes’, ‘no’, and 
‘undecided’) in response to the following question: ‘is this text offensive or antagon-
istic in terms of race, ethnicity or religion?’ Tweets that achieved 75 per cent agree-
ment and above from four human coders were transposed into a machine learning 
training dataset (undecided tweets were dropped). Support Vector Machine with Bag 
of Words feature extraction emerged as most accurate machine learning model, with 
a precision of 0.89, a retrieval of 0.69 and an overall F-measure of 0.771, above the es-
tablished threshold of 0.70 in the field of information retrieval (van Rijsbergen, 1979). 
The final hate dataset consisted of 294,361 tweets, representing 1.4 per cent of total 
geo-coded tweets in the study window (consistent with previous research, see Williams 
and Burnap, 2016; Williams and Burnap, 2018). Our measure of online hate speech is 
not designed to correspond directly to online hate acts deemed as criminal in the UK 
law. The threshold for criminal hate speech is high, and legislation is complex (see CPS 
guidance and Williams et al., 2019). Ours is a measure of online inter-group racial and/
or religious tension, akin to offline community tensions that are routinely picked up 
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by neighborhood policing teams. Not all manifestations of such tension are necessarily 
criminal, but they may be indicative of pending activity that may be criminal. Examples 
of hate speech tweets in our sample, include: ‘Told you immigration was a mistake. 
Send the #Muzzies home!’; ‘Integrate or fuck off. No Sharia law. #BurntheQuran’; and 
‘Someone fucking knifed on my street! #niggersgohome’.3

Census regressors. Four measures were derived from 2011 census data based on the 
literature that estimated hate crime using ecological factors (e.g. Green, 1998; Espiritu, 
2004). These include proportion of population: (1) with no qualifications, (2) aged 
16–24, (3) long-term unemployed, and (4) black and minority ethnic (BAME).4

Methods of estimation

The estimation process began with a single-level model that collapsed the individual 
8 months worth of police hate crime and Twitter data into one time period. Because 
of the skewed distribution of the data and the presence of over-dispersion, a negative 
binomial regression model was selected. These non-panel models provide a baseline 
against which to compare the second phase of modelling. To incorporate the temporal 
variability of police recorded crime and Twitter data, the second phase of modelling 
adopted a random- and fixed-effects regression framework. The first step was to test 
if this framework was an improvement upon the non-panel model that did not take 
into account time variability. The Breusch–Pagan Lagrange multiplier test revealed 
random-effects regression was favourable over single-level regression. Random effects 
modelling allows for the inclusion of time-variant (police and Twitter data) and time-
invariant variables (census measures). Both types of variable were grouped into the 
4720 LSOA areas that make up London. Using LSOA as the unit of analysis in the 
models allowed for an ‘ecological’ appraisal of the explanatory power of race and re-
ligious hate tweets for estimating police recorded racially and religiously aggravated 
offences (Sampson, 2012). When the error term of an LSOA is correlated with the 
variables in the model, selection bias results from time-invariant unobservables, ren-
dering random effects inconsistent. The alternative fixed-effects model that is based on 
within-borough variation removes such sources of bias by controlling for observed and 
unobserved ecological factors. Therefore, both random- and fixed-effects estimates are 
produced for all models.5 A Poisson model was chosen over negative binomial, as the 
literature suggests the latter does not produce genuine fixed-effects (FE) estimations.6 
In addition, Poisson random-/fixed-effects (RE/FE) estimation with robust standard 
errors is recognized as the most reliable option in the presence of over-dispersion 
(Wooldridge, 1999). There were no issues with multicollinearity in the final models.

3These are not actual tweets from the dataset but are instead constructed illustrations that maintain the original meaning of 
authentic posts while preserving the anonymity of tweeters (see Williams et al. 2017b for a fuller discussion of ethics of social 
media research).

4Other census measures were excluded due to multicollinearity, including religion.
5To determine if RE or FE is preferred, the Hausman test can be used. However, this has been shown to be inefficient, and we 

prefer not to rely on it for interpreting our models (see Troeger, 2008). Therefore, both RE and FE results should be considered 
together.

6See https://www.statalist.org/forums/forum/general-stata-discussion/general/1323497-choosing-between-xtnbreg-fe-
bootstrap-and-xtpoisson-fe-cluster-robust.
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Results

Figures 4–7 show scatterplots with a fitted lined (95% confidence interval in grey) of 
the three types of racially and religiously aggravated offences (plus combined) by race 
and religious hate speech on Twitter over the whole eight-month period. Scatterplots 
indicated a positive relationship between the variables. Two LSOAs emerged as clear 
outliers (LSOA E01004736 and E01004763: see Figures 8–9) and required further in-
spection (not included in scatter plots). A  jackknife resampling method was used to 
confirm if these LSOAs (and others) were influential points. This method fits a nega-
tive binomial model in 4,720 iterations while suppressing one observation at a time, al-
lowing for the effect of each suppression on the model to be identified; in plain terms, 
it allows us to see how much each LSOA influences the estimations. Inspection of a 
scatterplot of dfbeta values (the amount that a particular parameter changes when 
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Fig. 4 Hate tweets by R & R aggravated violence against the person
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Fig. 5 Hate tweets by R & R aggravated harassment
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an observation is suppressed) confirmed the above LSOAs as influential points, and 
in addition E01002444 (Hillingdon, in particular Heathrow Airport) and E01004733 
(Westminster). The decision was made to build all models with and without outliers to 
identify any significant differences. The inclusion of all four outliers did change the 
magnitude of effects, standard errors and significance levels for some variables and 
model fit, so they were removed in the final models.

Table 1 presents results from the negative binomial models for each type of racially 
and religiously aggravated crime category. These models do not take into account 
variation over time, so estimates should be considered as representing statistical as-
sociations covering the whole eight-month period of data collection, and a baseline 
against which to compare the panel models presented later. The majority of the census 
regressors emerge as significantly predictive of all racially and religiously aggravated 
crimes, broadly confirming previous hate crime research examining similar factors 
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Fig. 6 Hate tweets by R & R aggravated criminal damage
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Fig. 7 Hate tweets by R & R aggravated offences combined
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and partly supporting Hypothesis 1. Partly supporting Green (1998) and Nandi (2017) 
the proportion of the population that is BAME emerged as positively associated with 
all race and religious hate crimes, with the greatest effect emerging for racially or re-
ligiously aggravated violence against the person. Partly confirming work by Bobo and 
Licari (1989) models shows a positive relationship between the proportion of the popu-
lation with no qualifications and racially and religiously aggravated violence, criminal 
damage and total hate crime, but the association only emerged as significant for crim-
inal damage. Proportion of the population aged 16–24 only emerged as significant for 
criminal damage and total hate crimes, and the relationship was negative, partly contra-
dicting previous work (Ray et  al., 2004; Williams and Tregidga, 2014). Like Espiritu 
(2004) and Ray et al. (2004), the models show that rates of long-term unemployment 
were positively associated with all race and religious hate crimes. Although this vari-
able had the greatest effect in the models, we found an inverted U-shape curvilinear 
relationship (indicated by the significant quadratic term). Figure 10 graphs the rela-
tionship, showing as the proportion of the long-term unemployed population increases 
victimization increases to a mid-turning point of 3.56 per cent where victimization 
begins to decrease.

This finding at first seems counter-intuitive, but a closer inspection of the relation-
ship between the proportion of the population that is long-term unemployed and the 
proportion of the population that is BAME reveals a possible explanation. LSOAs 
with very high long-term unemployment and BAME populations overlap. Where this 

Fig. 8 Outlier LSOA E01004736
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overlap is significant, we find relatively low rates of hate crime. For example, LSOA 
E01001838 in Hackney, in particular the Frampton Park Estate area has 6.1 per cent 
long-term unemployment, a 68 per cent BAME population and only 2 hate crimes, and 
LSOA E01003732 in Redbridge has 5.6 per cent long-term unemployment, a 76 per 
cent BAME population, and only 2 hate crimes. These counts of hate crime either are 
below or are only slightly above the mean for London (mean = 1.39, maximum = 390). 
We know from robust longitudinal analysis by Nandi et al. (2017) that minority groups 
living in very high majority white areas are significantly more likely to report experien-
cing racial harassment. This risk decreases in high multicultural areas where there is 
low support for far right groups, such as London. Simple regression (not shown here) 
where the BAME population proportion was included as the only regressor does show 
an inverted U-shape relationship with all hate crimes, with the risk of victimization 
decreasing when the proportion far outweighs the white population. However, this 
curve was smoothed out when other regressors were included in the models. This ana-
lysis therefore suggests that LSOAs with high rates of long-term unemployment but 
lower rates of hate crime are likely to be those with high proportions of BAME resi-
dents, some of whom will be long-term unemployed themselves but unlikely to be per-
petrating hate crimes against the ingroup.

Supporting Hypotheses 2, all negative binomial models show online hate speech 
targeting race and religion is positively associated with all offline racially and reli-
giously aggravated offences, including total hate crimes in London over an eight-month 

Fig. 9 Outlier LSOA E01004763
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period. The magnitude of the effect is relatively even across offence category. When 
considering the effect of the Twitter regressors against census regressors, it must be 
borne in mind the unit of change needed with each regressor to affect the outcome. 
For example, a percentage change in the BAME population proportion in an LSOA is 
quite different from a change in the count of hate tweets in the same area. The latter is 
far more likely to vary to a much greater extent and far more rapidly (see later in this 
section). The associations identified in these non-panel models indicate a strong link 
between hateful Twitter posts and offline racially and religiously aggravated crimes in 
London. Yet, it is not possible with these initial models to state direction of association: 
We cannot say if online hate speech precedes rather than follows offline hate crime.

Table 2 presents results from RE/FE Poisson models that incorporate variation over 
space and time. RE/FE models have been used to indicate causal pathways in previous 
criminological research; however, we suggest such claims in this article would stretch 
the data beyond their limits. As we adopt an ecological framework, using LSOAs as our 
unit of analysis, and not individuals, we cannot state with confidence that area-level fac-
tors cause the outcome. There are likely sub-LSOA factors that account for causal path-
ways, but we were unable to observe these in this study design. Nevertheless, the results 

Table 1 Negative binomial models (full 8-month period, N = 4,270)

Racially or religiously aggravated  
violence against the person

Racially or religiously aggravated  
harassment

Coef SE IRR Coef SE IRR

Prop. no qual 0.00169 0.00236 1.00169 –0.00023 0.00250 0.99977
Prop. 16–24 –0.00510 0.00371 0.99492 –0.00724 0.00376 0.99279
Prop. unmplyd 0.62507*** 0.05384 1.86838 0.63071*** 0.05695 1.87894
Prop. unmplydsqr –0.08655*** 0.00988 0.91709 –0.08940*** 0.01068 0.91448
Prop. BAME 0.00992*** 0.00078 1.00997 0.00618*** 0.00087 1.00620
Tweet Freq. 0.00005*** 0.00001 1.00005 0.00003** 0.00001 1.00003
Hate Tweets 0.00436*** 0.00068 1.00437 0.00437*** 0.00062 1.00438
 Constant 1.20077 0.07082 3.32268 0.26735 0.07136 1.30650
Pseudo R2 0.53   0.44   

 
 

Racially or religiously aggravated 
criminal damage

Racially or religiously aggravated 
offences combined

Coef SE IRR Coef SE IRR

Prop. no qual 0.00893*** 0.00222 1.00897 0.00372 0.00223 1.00372
Prop. 16–24 –0.00891** 0.00354 0.99113 –0.00692* 0.00349 0.99310
Prop. unmplyd 0.47102*** 0.05750 1.60162 0.58373*** 0.05095 1.79271
Prop. unmplydsqr –0.06921*** 0.01101 0.93313 –0.08208*** 0.00951 0.92120
Prop. BAME 0.00387*** 0.00078 1.00388 0.00806*** 0.00075 1.00809
Tweet Freq. 0.00002* 0.00001 1.00002 0.00004*** 0.00001 1.00004
Hate Tweets 0.00456*** 0.00056 1.00457 0.00439*** 0.00067 1.00440
 Constant 0.69218 0.06849 1.99807 1.84826 0.06533 6.34879
Pseudo R2 0.39   0.52   

Notes: Because of the presence of heteroskedasticity robust standard errors are presented. *p < 0.05; **p < 0.01; 
***p < 0.001. All models significant at the 0.0000 level.
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of the RE/FE models represent a significant improvement over the negative binomial 
estimations presented earlier and are suitable for subjecting these earlier findings to a 
more robust test. Indeed, FE models are the most robust test given they are based solely 
on within-LSOA variation, allowing for the elimination of potential sources of bias by 
controlling for observed and unobserved ecological characteristics (Allison, 2009). In 
contrast, RE models only take into account the factors included as regressors. These 
models therefore allow us to determine if online hate speech precedes rather than fol-
lows offline hate crime.

The RE/FE modelling was conducted in three stages (Models A  to C) to address 
Hypothesis 3—to assess the magnitude of the change in the variance explained in the 
outcomes when online hate speech is added as a regressor. Model A includes only the 
census regressors for the RE estimations, and for all hate crime categories, broadly 
similar patterns of association emerge compared to the non-panel models. The vari-
ance explained by the set of census regressors ranges between 2 per cent and 6 per 
cent. Such low adjusted R-square values are not unusual for time-invariant regressors 
in panel models (Allison, 2009).

Models B and C were estimated with RE and FE and introduce the Twitter variables 
of online hate speech and total count of geo-coded tweets. Model B introduces online 
hate speech alone, and both RE and FE results show positive significant associations 
with all hate crime categories. The largest effect in the RE models emerges for harass-
ment (IRR 1.004). For every unit increase in online hate speech a corresponding 0.004 
per cent unit increase is observed in the dependent. Put in other terms, an increase of 
100 hate tweets would correspond to a 0.4 per cent increase, and an increase of 1,000 
tweets would correspond to a 4 per cent increase in racially or religiously aggravated 
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Fig. 10 Plot of curvilinear relationship between long term unemployment and racially and 
religiously aggravated crime. 
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harassment in a given month within a given LSOA. Given we know hate speech on-
line increases dramatically in the aftermath of trigger events (Williams and Burnap, 
2015), the first example of an increase of 100 hate tweets in an LSOA is not fanciful. 
The magnitude of the effect with harassment, compared to the other hate offences, 
is also expected, given hate-related public order offences, that include causing public 
fear, alarm and distress, also increased most dramatically in the aftermath the ‘trigger’ 
events alluded to above (accounting for 56 per cent of all hate crimes recorded by po-
lice in 2017/18 (Home Office, 2018)). The adjusted R-square statistic for Model B shows 
large increases in the variance explained in the dependents by the inclusion of online 
hate speech as a regressor, ranging between 13 per cent and 30 per cent. Interpretation 
of these large increases should be tempered given time-variant regressors can exert a 
significant effect in panel models (Allison, 2009). Nonetheless, the significant associ-
ations in both RE and FE models and the improvement in the variance explained pro-
vide strong support for Hypotheses 2 and 3.

Model C RE and FE estimations control for total counts of geo-coded Tweets, there-
fore eradicating any variance explained by the hate speech regressor acting as a proxy 
for population density (Malleson and Andresen, 2015). In all models, the direction of 
relationship and significance between online hate speech and hate crimes does not 
change, but the magnitude of the effect does decrease, indicating the regressor was 
likely also acting, albeit to a small extent, as proxy for population density. The FE models 
also include an interaction variable between the time-invariant regressor proportion of 
the population that is BAME and the time-variant regressor online hate speech. The 
interaction term was significant for all hate crime categories with the strongest effect 
emerging for racially and religiously aggravated violence against the person. Figure 11 
presents a predicted probability plot combining both variables for the outcome of vio-
lent hate crime. In an LSOA with a 70 per cent BAME population with 300 hate tweets 
posted a month, the incidence rate of racially and religiously aggravated violence is pre-
dicted to be between 1.75 and 2. However, it must be borne in mind when interpreting 
these predictions, the skewed distribution of the sample. Just over 70 per cent of LSOAs 
have a BAME population of 50 per cent or less and 150 or less hate tweets per month, 
therefore the probability for offences in these areas is between 1 and 1.25 (lower-left 
dark blue region of the plot). This plot provides predictions based on the model esti-
mates, meaning if in the future populations and hate tweets were to increase toward 
the upper end of the spectrums, these are the probabilities of observing the racially 
and religiously aggravated violence in London.

Discussion

Our results indicate a consistent positive association between Twitter hate speech 
targeting race and religion and offline racially and religiously aggravated offences in 
London. Previous published work indicated an association around events that acted as 
‘triggers’ for on and offline hate acts. This study confirms this association is consistent 
in the presence and absence of events. The models allowed us to provide predictions of 
the incidence rate of offline offences by proportion of the population that is BAME and 
the count of online hate tweets. The incidence rate for near three-quarters of LSOAs 
within London when taking into account these and other factors in the models remains 
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below 1.25. Were the number of hate tweets sent per month to increase dramatically in 
an area with a high BAME population, our predictions suggest much higher incidence 
rates. This is noteworthy, given what we know about the impact of ‘trigger’ events and 
hate speech, and indicates that the role of social media in the process of hate victim-
ization is non-trivial.

Although we were not able to directly test the role of online polarization and far 
right influence on the prevalence of offline hate crimes, we are confident that our 
focus on online hate speech acted as a ‘signature’ measure of these two phenomena. 
Through the various mechanisms outlined in the theoretical work presented in this 
article, it is plausible to conclude that hate speech posted on social media, an indicator 
of extreme polarization, influences the frequency of offline hate crimes. However, it is 
unlikely that online hate speech is directly causal of offline hate crime in isolation. It 
is more likely the case that social media is only part of the formula, and that local level 
factors, such as the demographic make-up of neighbourhoods (e.g. black and minority 
ethnic population proportion, unemployment) and other ecological level factors play 
key roles, as they always have in estimating hate crime (Green, 1998; Espiritu, 2004; Ray 
et al., 2004). What this study contributes is a data and theory-driven understanding of 
the relative importance of online hate speech in this formula. If we are to explain hate 
crime as a process and not a discrete act, with victimization ranging from hate speech 
through to violent victimization, social media must form part of that understanding 
(Bowling, 1993; Williams and Tregidga, 2014).

Our results provide an opportunity to renew Bowling’s (1993) call to see racism as 
a continuity of violence, threat and intimidation. We concur that hate crimes must be 
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conceptualized as a process set in geographical, social, historical and political context. 
We would add that ‘technological’ context is now a key part of this conceptualization. 
The enduring quality of hate victimization, characterized by repeated or continuous 
insult, threat, or violence now extends into the online arena and can be linked to its 
offline manifestation. We argue that hate speech on social media extends ‘climates of 
unsafety’ experienced by minority groups that transcend individual instances of victim-
ization (Stanko, 1990). Online hate for many minorities is part and parcel of everyday 
life—as Pearson et al. (1989: 135) state ‘A black person need never have been the ac-
tual victim of a racist attack, but will remain acutely aware that she or he belongs to a 
group that is threatened in this manner’. This is no less true in the digital age. Social 
media, through various mechanisms such as unfettered use by the far right, polariza-
tion, events, and psychological processes such as deindividuation, has been widely in-
fected with a casual low-level intolerance of the racial Other.

Our study informs the ongoing debate on ‘predictive policing’ using big data and 
algorithms to find patterns at scale and speed, hitherto unrealizable in law enforce-
ment (Kaufmann et  al., 2019). Much of the criminological literature is critical. The 
process of pattern identification further embeds existing power dynamics and biases, 
sharpens the focus on the symptoms and not the causes of criminality, and supports 
pre-emptive governance by new technological sovereigns (Chan and Bennett Moses, 
2017). These valid concerns pertain mainly to predictive policing efforts that apply stat-
istical models to data on crime patterns, offender histories, administrative records and 
demographic area profiles. These models and data formats tend to produce outcomes 
that reflect existing patterns and biases because of their historical nature. Our work 
mitigates some of the existing pitfalls in prediction efforts in three ways: (1) The data 
used in estimating patterns are not produced by the police, meaning they are immune 
from inherent biases normally present in the official data generation process; (2) so-
cial media data are collected in real-time, reducing the error introduced by ‘old’ data 
that are no longer reflective of the context; and (3) viewing minority groups as likely 
victims and not offenders, while not addressing the existing purported bias in ongoing 
predictive policing efforts, demonstrates how new forms of data and technology can 
be tailored to achieve alternative outcomes. However, the models reported in this art-
icle are not without their flaws, and ahead of their inclusion in real-life applications, 
we would warn that predictions alone do not necessarily lead to good policing on the 
streets. As in all statistics, there are degrees of error, and models are only a crude ap-
proximation of what might be unfolding on the ground. In particular, algorithmic 
classification of hate speech is not perfect, and precision, accuracy and recall decays 
as language shifts over time and space. Therefore, any practical implementation would 
require a resource-intensive process that ensured algorithms were updated and tested 
frequently to avoid unacceptable levels of false positives and negatives.

Finally, we consider the methodological implications of this study are as significant 
as those outlined by Bowling (1993). Examining the contemporary hate victimization 
dynamic requires methods that are able to capture both time and space variations 
in both online and offline data. Increasing sources of data on hate is also important 
due to continued low rates of reporting. We demonstrated how administrative (police 
records), survey (census) and new forms of data (Twitter) can be linked to study hate 
in the digital age. Surveys, interviews and ethnographies should be complemented by 
these new technological methods of enquiry to enable a more complete examination 
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of the social processes which give rise to contemporary hate crimes. In the digital age, 
computational criminology, drawing on dynamic data science methods, can be used 
to study the patterning of online hate speech victimization and associated offline vic-
timization. However, before criminologists and practitioners incorporate social media 
into their ‘data diets’, awareness of potential forms of bias in these new forms of data is 
essential. Williams et al. (2017a) identified several sources of bias, including variations 
in the use of social media (e.g. Twitter being much more popular with younger people). 
This is particularly pertinent given the recent abandonment of Twitter by many far 
right users following a clamp-down on hate speech in Europe. A reduction in this type 
of user may see a corresponding decrease in hate tweets, as they flock to more under-
ground platforms, such as 8chan, 4chan, Gab and Voat, that are currently more diffi-
cult to incorporate into research and practical applications. The data used in this study 
were collected at a time before the social media giants introduced strict hate speech 
policies. Nonetheless, we would expect hate speech to be displaced, and in time data 
science solutions will allow us to follow the hate wherever it goes.

Conclusion

The government publication of ‘The Response to Racial Attacks and Harassment’ in 
1989 saw a sea-change in the way criminal justice agencies and eventually the public 
viewed hate crime the United Kingdom (Home Office, 1989). In 2019, the government 
published its Online Harms White Paper that tries to achieve the same with online hate 
(Cabinet Office, 2019). Over the past decade, online hate victims have failed to con-
vince others that they are undeserved targets of harm that is sufficiently serious to war-
rant collective concern, due to insufficient empirical credibility and their subsequent 
unheard calls for recognition. This research shows that online hate victimization is 
part of a wider process of harm that can begin on social media and then migrate to the 
physical world. Qualitative work shows direct individual level links between online and 
offline hate victimization (Awan and Zempi, 2017). Our study extends this to the eco-
logical level at the scale of the UK’s largest metropolitan area. Despite this significant 
advancement, we were unable to examine sub-LSOA factors, meaning the individual 
level mechanisms responsible for the link between online and offline hate incidents re-
main to be established by more forensic and possibly qualitative work. The combination 
of the data science-driven results of this study and future qualitative work has the po-
tential to address the reduced capacity of the police to gain intelligence on terrestrial 
community tensions that lead to hate crimes. Such a technological solution may even 
assist in the redressing of the bias reportedly present in ‘predictive policing’ efforts, by 
refocussing the algorithmic lens away from those historically targeted by police, onto 
those that perpetrate harms against minorities.
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