Early interglacial legacy of deglacial climate instability
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Key Points:

- The relationship between changes in atmospheric CO\textsubscript{2} and surface conditions across the NE Atlantic has been consistent over the past 800kyr.
- The ocean/atmosphere system may take thousands of years to re-equilibrate following abrupt deglacial oscillations in ocean circulation.
- Inclusion of non-equilibrium intervals within interglacial comparisons may lead to artifacts in calculated trends in e.g. atmospheric CO\textsubscript{2}.

Abstract

Throughout the last glacial cycle millennial timescale variations in atmospheric CO$_2$ occurred in parallel with perturbations in deep ocean circulation, which were themselves reflected by observable changes in surface conditions across the North Atlantic region. Here we use continuous proxy records to argue that an equivalent relationship has held throughout the last 800kyr i.e. since before the first occurrence of Heinrich events sensu stricto. Our results highlight the importance of internal climate dynamics in amplifying external (insolation) forcing on the climate system to produce the large amplitude of glacial terminations (deglaciations) during the mid to late Pleistocene. We show that terminations are characterized by an interval of intense ice rafting followed by a subsequent and abrupt shift to anomalously warm surface conditions (with respect to the more gradually evolving background state), which we interpret to reflect an abrupt recovery of deep ocean circulation in the Atlantic. According to our synthesis, this is followed by a period of enhanced (or at least anomalous) overturning lasting thousands of years until equilibrium interglacial conditions are attained and during which atmospheric CO$_2$ is likely to decrease. Our results therefore suggest that deglacial oscillations in ocean circulation can have a lasting influence on early interglacial climate and highlight the transient nature of atmospheric CO$_2$ overshoots associated with the onset of some previous interglacials. Accordingly we suggest that these intervals should be considered as a part of the deglacial process. This has implications for studies concerned with the evolution of atmospheric CO$_2$ during interglacial periods including the Holocene.

1 Introduction

This work is dedicated to the memory of Wallace S. Broecker, a friend and mentor, whose impact on paleoceanography and the study of paleoclimate was profound. It is humbling to consider how often we seem to repaint the wheels invented by past leaders in our respective fields. Wally’s tracks appear most often within texts on glacial-interglacial CO$_2$ variability, abrupt climate change and ocean circulation and it seems appropriate then that his 1989 study with George Denton provided such clear foresight to the conclusions of this study.

Reconstructions of ocean circulation and the record of atmospheric CO$_2$ across Marine Isotope Stage (MIS) 3 and the last deglaciation (Termination, T1) reveal a close coupling between ocean state and CO$_2$ (Figs. 1-3) with CO$_2$ rising (on a millennial timescale) while Atlantic Ocean circulation (specifically the Atlantic Meridional Overturning Circulation, AMOC) is in a pronounced weak or shallow mode (particularly those intervals associated with so-called Heinrich events – massive North Atlantic ice rafting events sourced from Hudson Strait [Hemming, 2004]) and decreasing again after recovery to a strong mode, at least during MIS 3 [Ahn and Brook, 2008; Roberts et al., 2010; Marcott et al., 2014; Henry et al., 2016]. An additional century scale rise in CO$_2$ may also occur as the AMOC recovers [Marcott et al., 2014; Chen et al., 2015; Deaney et al., 2017]. Modelling studies suggest that such changes in CO$_2$ could be driven by biophysicochemical changes directly associated with variations in deep ocean circulation [Marchal et al., 1998; Kohler et al., 2005; Schmittner and Galbraith, 2008; Sigman et al., 2010; Menvil et al., 2014; Ganopolski and Brovkin, 2017] or indirectly through affiliated changes in atmospheric circulation [Menvil et al., 2008]. For the purposes of this study however, it is the temporal association between changes in ocean circulation and atmospheric CO$_2$ (implying a mechanistic link) that is of critical interest; we wish to determine whether or not
this association has been consistent over the last 800kyr, during which we have continuous records of atmospheric composition and encompassing a period before the appearance of Heinrich events sensu stricto (i.e. derived from Hudson Strait) around 640ka [Hodell et al., 2008; Naafs et al., 2011].

An initial test of this proposition is given by a comparison between changing atmospheric CO\textsubscript{2} and a reconstruction of northern abrupt climate variability, GL\textsubscript{T-syn_hi} [Barker et al., 2011], which we argue provides a zeroth-order approximation for AMOC strength (see Methods Section 2.3; Fig. 4). The comparison suggests that a major proportion of CO\textsubscript{2} change (in either direction) occurs when the AMOC is furthest from equilibrium. In particular, CO\textsubscript{2} tends to increase while the AMOC is (inferred to be) anomalously weak and decrease when the AMOC is (inferred to be) anomalously strong. Ahn and Brook [2014] demonstrated that atmospheric CO\textsubscript{2} does not necessarily change during shorter stadial events and our analysis does not contradict this. Figure 4 suggests that >50% of the cumulative rise in CO\textsubscript{2} over the last 800kyr coincided with strongly negative values of GL\textsubscript{T-syn_hi} (which should coincide with stadial conditions across the North Atlantic) but we also note that many instances of negative GL\textsubscript{T-syn_hi} coincide with unchanging or even decreasing CO\textsubscript{2}.

Within this study we use the term ‘equilibrium’ (and ‘quasi-equilibrium’) to reflect a (hypothetical) situation where the climate system (including all its components e.g. mean temperature, ocean circulation, atmospheric CO\textsubscript{2} concentration) is equilibrated (or close to being equilibrated) with respect to Earth’s orbital configuration. Since Earth’s orbit varies continuously we would not expect equilibrium conditions to remain constant but instead to vary on timescales >10\textsuperscript{3} years. Furthermore, thanks to the inherent non-linearity of Earth’s climatic response to changes in insolation (see below), it is difficult to assess whether any observed climate ‘state’ (e.g. glacial or interglacial) represents anything like a truly equilibrated state. We therefore use the term with caution but nevertheless we think it is useful in the context of millennial-scale variability. We also define ‘anomaly’ as the difference (departure) from more gradually evolving background conditions, in this case a 7kyr smooth of the record under consideration (see Methods Section 2.2.1). In this context, background conditions can be considered as broadly synonymous with equilibrium conditions, with the important caveat noted above that changes in the background state necessarily include non-linear responses to changes in insolation.

Milankovitch [1941] predicted that changes in the integrated intensity of northern hemisphere summer insolation should drive the waxing and waning of continental ice sheets and ultimately the transitions between glacial and interglacial state. However, the forcing due to changing summer insolation alone is not sufficient to explain the large magnitude of deglacial transitions [Imbrie et al., 1993] (known as glacial terminations [Broecker and van Donk, 1970]) and it has long been appreciated that nonlinearities within the climate system are required in order to explain the magnitude of these major climate shifts. Early work suggested that abrupt changes in ocean circulation and their influence on atmospheric CO\textsubscript{2} could play a central role in the mechanism of termination [Broecker and Denton, 1989; Imbrie et al., 1993] and several recent studies have reached an equivalent conclusion based on evidence from various paleoclimate archives [Anderson et al., 2009; Barker et al., 2009; Cheng et al., 2009; Denton et al., 2010; Skinner et al., 2010; Barker et al., 2011; Cheng et al., 2016]. Specifically, a shift in ocean circulation patterns during termination is thought to lead to an increase in CO\textsubscript{2} that can eventually promote the transition to an interglacial state. Here we wish to investigate this link for all of the deglacial transitions of the last 800kyr. In particular, we are interested in the similarities
and differences among individual terminations, and whether these impact the climatic evolution of subsequent interglacial periods.

The gradual rise in atmospheric CO$_2$ throughout the last 8,000 years of the Holocene (prior to industrialisation) has attracted many possible explanations, ranging from natural (e.g. changes in the terrestrial biosphere or marine inorganic chemistry [Indermuhle et al., 1999; Broecker et al., 2001; Ridgwell et al., 2003; Elsig et al., 2009; Kleinen et al., 2010]) to anthropogenic influences such as deforestation [Ruddiman, 2003; Ruddiman et al., 2016]. Ruddiman et al. [2016] use various comparisons between the Holocene (MIS 1) and earlier interglacials to argue that the Holocene (upward) trend in CO$_2$ is anomalous and therefore unnatural or anthropogenic. However, according to their analysis only three interglacials (MIS 7, 9 and 19) consistently reveal a decreasing trend (with the additional possibility of MIS 5). Notably these interglacials are themselves unusual because they display so-called overshoots in CO$_2$ at their onset [Tzedakis et al., 2009] (Fig. 5). If these overshoots actually reflect the transient effects of abrupt deglacial changes in ocean circulation (rather than quasi-equilibrium interglacial conditions) then it could be argued that they should not be included in the definition (and therefore analysis) of interglacial trends in CO$_2$, in which case the conclusions of Ruddiman et al. [2016] may have to be moderated. A recent modelling study by Ganopolski and Brovkin [2017] suggests this might be the case. These authors conclude that the timing of AMOC recovery within a termination is critical for determining the early interglacial level of atmospheric CO$_2$. For example, if recovery occurs only at the end of termination (e.g. when CO$_2$ has already reached an interglacial level), a pronounced overshoot in CO$_2$ will occur, followed by a steady or decreasing trend during the subsequent interglacial (e.g. MIS 5). On the other hand an early AMOC recovery will result in a lower initial CO$_2$ level, followed by a rise during the subsequent interglacial (e.g. MIS 1). A similar conclusion was reached in a proxy study by Deaney et al. [2017], who suggested that the early AMOC recovery associated with the Bølling-Allerød during Termination 1 could explain the smaller apparent magnitude of CO$_2$ change across T1 as compared with the previous deglaciation (T2) for which AMOC recovery did not occur until the very end of termination, resulting in a transient CO$_2$ overshoot associated with AMOC recovery during early MIS 5.

To test these ideas more thoroughly requires (ideally) high resolution reconstructions of ocean circulation across multiple terminations as well as during glacial and interglacial periods to assess the connection between ocean circulation and CO$_2$ change for a variety of timescales and background states. However, unambiguous reconstructions of deep ocean circulation are difficult to obtain and as a result, direct evidence for a temporal link between changes in ocean circulation and atmospheric CO$_2$ across deglacial transitions is currently limited to the last two terminations (T1 and T2) [Roberts et al., 2010; Deaney et al., 2017]. However, the observed correlation between ocean circulation and surface conditions across the North Atlantic region over the last glacial cycle (weakened circulation is associated with ice rafting and anomalously cold conditions and vice versa; Fig. 2) allows a first order approximation of the relationship between the AMOC and atmospheric CO$_2$ over this interval to be made using surface conditions as a surrogate for the state of ocean circulation (Methods Section 2.2; Fig. 3). In general CO$_2$ tends to increase while the North Atlantic region is anomalously cold (reflecting periods of weakened AMOC) and decrease when conditions are anomalously warm (when Atlantic circulation is relatively strong). Note again that we are interested in the temporal relationship between CO$_2$ and AMOC; this discussion does not address the specific mechanism linking ocean circulation to CO$_2$ (i.e. it does not imply that a weakening of AMOC directly causes an increase
In this study we aim to exploit this observation to investigate the relationship between ocean circulation and changing atmospheric CO$_2$ over the past 800 kyr, using proxies for NE Atlantic surface conditions from ODP site 983 (Fig. 1) as a surrogate for the state of ocean circulation within the Atlantic (i.e. strength of the AMOC). Several statistical and modelling studies have suggested a direct link between temperature variations in the subpolar North Atlantic and the strength of AMOC [Zhang, 2008; Dima and Lohmann, 2010; Muir and Fedorov, 2015; Caesar et al., 2018] with observational support for this relationship deriving from the RAPID-AMOC 26°N array [Smeed et al., 2018]. Cooling of the subpolar gyre over the last millennium is thought to be a direct manifestation of weakening AMOC strength [Rahmstorf et al., 2015; Caesar et al., 2018; Thornalley et al., 2018] and this is supported by reconstructions of the Deep Western Boundary Current over the same period [Thornalley et al., 2018]. ODP Site 983 is located within the region of subpolar cooling associated with recent AMOC weakening [Caesar et al., 2018; Smeed et al., 2018] and therefore we suggest that it is in a suitable position for assessing past changes in AMOC strength using this approach. We employ the relative proportion of *Neogloboquadrina pachyderma* (a polar-affiliated species of planktic foraminifera) within the total assemblage (%NPS) to reconstruct fluctuations between polar and subpolar conditions and the millennial-scale component of this (%NPS$_{hi}$; Methods Section 2.2.1) to identify periods of anomalous cold and warmth. We also use the concentration of lithic grains $>$150µm (ice rafted debris, IRD) to reflect the transport of icebergs to the open ocean southwest of Iceland. The limitations of our approach are obvious (we are using a single core site to estimate large scale change in AMOC by means of an indirect approach), but we maintain that at the very least our assessment of the link between surface conditions in the NE Atlantic and changes in atmospheric CO$_2$ will provide a valuable test for climate models and a testing ground for a range of future proxy studies.

2 Materials and Methods

2.1 Sample preparation and age model for ODP site 983

For this study we processed 2,272 samples along the splice of ODP 983 [Jansen et al., 1996]. Each sample was 2cm wide (representing ~170 years on average), taken every 2cm from 0.02 to 1.98 and 51.52 to 94.95 MCD. Previously [Barker et al., 2015] we reported results from the interval 2.0 to 51.5 MCD. Sediment samples were spun overnight and washed with DI water through a 63µm sieve before being dried at 40°C. IRD and faunal counts were made on the $>$150µm fraction after splitting to yield approximately 300 entities. IRD was considered as the total number of lithogenic/terrigenous grains counted. The majority of grains fall into two categories: quartz and volcanics, with volcanics comprising ~36% of the total IRD on average during the last glacial period [Barker et al., 2015]. Only left coiling specimens of *N. pachyderma* were counted and all 5 morphotypes of *N. pachyderma* found in recent Arctic sediments [Eynaud, 2011] were counted (Fig. S1). We recounted ~1,000 of the samples previously reported [Barker et al., 2015] covering the depth interval 32.04 to 51.5 MCD because of concerns over non-identification of lightly encrusted morphotypes of *N. pachyderma* during the warm stages of MIS 11 (Fig. S2). Our recounts suggest that we had previously underestimated the proportion of *N. pachyderma* during MIS 11 but were correctly calibrated in later warm intervals. We also
checked our taxonomy across MIS 11 by resampling nearby ODP site 980 that was analysed by Oppo et al. [1998]. Our counts are in very good agreement with that study (Fig. S2). We stress that our recounts do not affect the conclusions of our previous study [Barker et al., 2015].

The site of ODP site 983 is positioned on the rapidly accumulating Gardar Drift and sediment accumulation is sensitive to changes in the dense overflows crossing the Iceland-Scotland Ridge [Raymo et al., 2004; Kleiven et al., 2011] which themselves are thought to co-vary with high latitude climate [Kleiven et al., 2011; Ezat et al., 2014]. At orbital timescales this results in elevated sedimentation rates during interglacials (as implied by the LR04 age model [Lisiecki and Raymo, 2005] and noted previously [Barker et al., 2015]) when the overflows are thought to be more vigorous [Raymo et al., 2004; Kleiven et al., 2011]. But this also implies that sedimentation rates are elevated during millennial-scale warm events that are not accounted for by the LR04 age model. It is therefore necessary to tune our records to a target with millennial-scale features and following our previous study [Barker et al., 2015], we use the millennial component of a synthetic reconstruction of northern climate variability (GL$_{T_{syn\;hi}}$) [Barker et al., 2011] derived from the Antarctic ice core temperature record [Jouzel et al., 2007] on the AICC2012 age model [Bazin et al., 2013] as a tuning target (Fig. S3). Specifically, we align abrupt warming events in our record (which also align with the disappearance of IRD) with warming transitions in GL$_{T_{syn\;hi}}$. We also align increases in the coarse fraction (>63µm) with cooling transitions in GL$_{T_{syn\;hi}}$. The coarse fraction of ODP 983 reflects both the delivery of IRD (which increases during stadials) and the input of fine fraction (which decreases during stadials due to reduced advection of fine material to ODP site 983 by slower currents crossing the Iceland-Faeroe ridge [Raymo et al., 2004]).

IRD accumulation rates were calculated from IRD/g and dry bulk accumulation rates, obtained by combining linear sedimentation rates with an estimate for dry bulk density, derived from continuous GRAPE (Gamma-Ray Attenuation Porosity Evaluator [Evans, 1965]) density ($\rho_{GRAPE}$) measurements calibrated with discrete (index property) measurements of wet and dry bulk density [Jansen et al., 1996]:

\[
\text{Dry Bulk Density} = (\rho_{GRAPE} + 0.17) \times 1.5547 - 1.5719
\]  

2.2 Changing CO$_2$ versus surface conditions across the North Atlantic region

For comparisons among datasets, individual records were resampled onto a common timescale with a 200yr time-step. In addition, the record of atmospheric CO$_2$ [Bereiter et al., 2015] was smoothed using a running mean of 2kyr prior to differentiation (note that this limits our analysis to millennial-scale changes in CO$_2$). The age model for the CO$_2$ record is AICC2012 [Veres et al., 2012; Bazin et al., 2013], slightly modified according to method 4 of Parrenin et al. [2012] for determination of gas-ice depth differences ($\Delta$depth) along the EDC ice core by alignment of CH$_4$ with deuterium isotope maxima. This is considered preferable to model-based estimates of $\Delta$depth in the deeper parts of the ice core.

2.2.1 Defining anomalous conditions

Proxies for surface temperature (%NPS in ODP 983, SST in MD01-2443 [Martrat et al., 2007] and $\delta^{18}$O in the NGRIP ice core [NGRIP_members, 2004]) are expressed as an anomaly with respect to background conditions (by subtraction of a 7kyr running mean) in order to isolate millennial-scale variability for comparison to the record of dCO$_2$/dt. The effect of this operation
is equivalent to the 7kyr ‘orbital filter’ applied in previous studies [Alley et al., 2002; Schmittner et al., 2003; Barker et al., 2011]) and is particularly important in records where millennial-scale variations may be less pronounced than orbital timescale (G-IG) changes. For example in the unfiltered record of Greenland δ¹⁸O (Fig. 2) the coldest (lowest δ¹⁸O) and warmest (highest δ¹⁸O) quartiles (25% of the time) approximate to glacial and interglacial conditions respectively. Thus even though CO₂ is known to increase during the pronounced (cold) stadials of MIS 3 and the last deglaciation (i.e. H-stadials) this is not reflected by the direct comparison of changing CO₂ with NGRIP δ¹⁸O (Fig. 3a). In contrast, for the hi-pass filtered record (NGRIP δ¹⁸O_hi) the coldest (lowest δ¹⁸O_hi) and warmest (highest δ¹⁸O_hi) quartiles more closely reflect stadial and interstadial periods respectively (Fig. 2), which better differentiates between intervals of CO₂ increase and decrease. In this case (Fig. 3b), and in agreement with expectations, CO₂ tends to increase during the coldest quartile (δ¹⁸O_hi class 1) and decrease during the warmest quartile (δ¹⁸O_hi class 4).

It has been suggested that subtraction of a running mean as described will produce ‘artificial’ millennial-scale scale events during transitions between e.g. glacial and interglacial states. For example, if a shift from a long period of low %NPS to a long period of high %NPS (e.g. that associated with a deglacial transition) occurs within a few hundred years then subtraction of a 7kyr running mean will produce a millennial-scale oscillation (from anomalously cold to anomalously warm) in the calculated anomaly while the raw data show no such feature (merely a step-wise transition from low to high). But this is exactly the definition of anomaly that we intend; it is the anomaly with respect to background conditions (defined here by a 7kyr running mean). To give an analogous example, it is commonly thought that the AMOC experienced a weakening associated with Heinrich events during MIS 3 and the last deglaciation [McManus et al., 2004; Henry et al., 2016]. It can be said that the AMOC was anomalously weak during those events, and we also observe that atmospheric CO₂ tended to increase during those same events [Ahn and Brook, 2008; Marcott et al., 2014]. Now, if a period of weakened AMOC lasted for several thousands of years, then presumably at some point we could no longer consider such conditions as anomalous (since they would represent the ‘new normal’). Furthermore we would probably not expect CO₂ to keep increasing for however long the AMOC remained in a weakened state (at some point we would expect the level of atmospheric CO₂ to reach a new equilibrium). But does this mean therefore that we should not consider as anomalous the period directly following the initial weakening? We contend that we should.. By analogy we argue that the millennial-scale events in the record of %NPS_hi are not merely fortuitous artefacts of our numerical procedure but by our definition represent periods of anomalous conditions at the site of ODP 983.

Our specific choice of a 7kyr running mean to isolate millennial-scale variability is guided by previous studies [Alley et al., 2002; Schmittner et al., 2003; Barker et al., 2011] and we suggest that this choice reasonably represents background climate evolution on G-IG timescales. Use of a shorter timescale could be argued for from a purely oceanic perspective (perhaps 1-2kyr or more [Yang and Zhu, 2011; Jansen et al., 2018]) as could a longer timescale to account for complete equilibration of land-based ice sheets (perhaps 10kyr). In Figure S4 we demonstrate the effect of different smoothing windows on the derived record of %NPS_hi. Varying the smoothing window from 2 to 10kyr actually produces quite similar results, with the main effect being shorter and more accentuated (with respect to other millennial events) early interglacial anomalies when using a shorter smoothing window (except when a pronounced
millennial-scale event occurs in the un-processed record as in T2, when all records look practically identical). In any case when defining the duration of anomalous conditions at the onset of interglacial periods we employ the records of benthic foraminiferal $\delta^{13}$C (from the same site) and $GL_T_{syn \_hi}$ (derived from the Antarctic ice core record) together with $\%NPS_{hi}$ (Fig. S4; Sections 4.1, 4.2).

### 2.3 $GL_T_{syn \_hi}$ as a zeroth-order approximation for AMOC strength

The inverse relationship observed between millennial-scale temperature anomalies in the Greenland ice core record (i.e. cold stadials and warm interstadials) and the rate of change of Antarctic temperature has been used to argue for involvement of ocean circulation (specifically the AMOC) in abrupt climate change [Schmittner et al., 2003; Stocker and Johnsen, 2003; Barker et al., 2011]. On the other hand it has also been suggested that the comparatively small contribution of the ocean to the net meridional heat flux makes it unlikely that changes in the AMOC would give rise to major changes in climate and moreover that any reduction in northern oceanic heat transport would be compensated by a corresponding increase in atmospheric transport [Wunsch, 2006]. However, while the Greenland ice core temperature record and its Antarctic surrogate ($GL_T_{syn \_hi}$, which is the inverse rate of change of the Antarctic temperature record [Barker et al., 2011]) might be poor indicators of meridional heat transport associated with the AMOC, results from a range of climate model experiments (using models with different complexities and a variety of triggering mechanisms) suggest that changes in the strength of the AMOC can ultimately lead to the observed relationship between surface temperature changes in the north and south on millennial timescales [Schmittner et al., 2003; Liu et al., 2009; Zhang et al., 2014; Zhang et al., 2017] (although this is less clear for decadal to centennial timescales [Muir and Fedorov, 2015]). Accordingly we view the record of $GL_T_{syn \_hi}$ as a zeroth order proxy for anomalies in the strength of AMOC i.e. we interpret a millennial-scale warming (cooling) over Antarctica and corresponding negative (positive) value of $GL_T_{syn \_hi}$ to reflect a relatively weak (strong) mode of the AMOC. An equilibrium mode of AMOC (not anomalously strong or weak with respect to background conditions) would be reflected by $GL_T_{syn \_hi}$ remaining close to zero (Antarctica not warming or cooling on a millennial timescale) for a prolonged period such as observed during full interglacial and glacial maxima [Barker et al., 2011]. We therefore infer from Figure 4 that atmospheric CO$_2$ changes most when the AMOC is not in equilibrium (relatively high absolute values of $GL_T_{syn \_hi}$). This is in agreement with a range of carbon cycle model simulations [Marchal et al., 1998; Kohler et al., 2005; Menviel et al., 2008; Schmittner and Galbraith, 2008; Menviel et al., 2014; Ganopolski and Brovkin, 2017]. Note again that while our analysis implies that the connection between ocean circulation and CO$_2$ has remained relatively constant it does not address the specific mechanism involved.

### 3 Results

#### 3.1 800,000 years of abrupt climate variability

Records of $\%NPS$, $\%NPS_{hi}$ and IRD/g from ODP site 983 are shown in Figure 5. The records show clear glacial-interglacial variability with higher frequency fluctuations throughout the last 800kyr. Wavelet decomposition of the $\%NPS$ record confirms expectations that
millennial-scale variability is most pronounced during times of intermediate ice volume and transitions between states [McManus et al., 1999; Sima et al., 2004; Barker et al., 2011; Hodell et al., 2015]. It could be argued that the reduction in variance in the millennial band during full glacial and interglacial conditions merely reflects saturation of the %NPS proxy during those times. However, previous interglacials rarely reflect the near zero %NPS values characteristic of modern conditions at this site (Figs. 1, 5). In particular, interglacials before MIS 11 reveal significantly higher levels of %NPS, implying colder conditions reminiscent of the ‘lukewarm interglacials’ observed in Antarctic and deep ocean temperature records as well that of atmospheric CO$_2$ [Elderfield et al., 2012; PIGS_working_group, 2016]. The fact that %NPS is far from saturation during these earlier interglacials gives us confidence in our assertion that millennial scale variability really is subdued during these periods.

3.2 Changing atmospheric CO$_2$ and North Atlantic climate over the past 8 glacial cycles

In Figure 6 we show an analysis of the relationship between changing atmospheric CO$_2$ and North Atlantic surface conditions over the last ~800kyr (Methods Section 2.2). Periods of intense ice rafting and high %NPS_hi at ODP site 983 (i.e. anomalously cold with respect to background conditions) are dominated by increasing CO$_2$ (sector X in Fig. 6a, b) whereas CO$_2$ tends to decrease during intervals of anomalous warmth and minimal ice rafting (sector Y in Fig. 6a, b). Note that more than 75% of instances (representing discrete 200yr intervals) within sectors X and Y have positive and negative rates of dCO$_2$/dt respectively. The distribution of cumulative CO$_2$ rise and fall with respect to surface conditions at ODP site 983 over the last 800kyr (Fig. 6c, d) is consistent with that observed over the last glacial cycle using either NE Atlantic sea surface temperature (SST) [Martrat et al., 2007] or Greenland ice core $\delta^{18}$O as a proxy for temperature [NGRIP_members, 2004] (Methods Section 2.2; Fig. 3). Our analysis is insensitive to whether we employ the concentration of IRD (IRD/g) or the accumulation rate (Fig. 6c) because of the large range (6 orders of magnitude) in IRD delivery to the site, which hugely outweighs the effects of changing bulk sedimentation rate on the concentration of IRD. By analogy to the observed relationship between changes in ocean circulation and surface conditions in the North Atlantic region during the last glacial and deglacial periods (Fig. 2) we therefore conclude that the relationship between changing atmospheric CO$_2$ and ocean circulation as observed over the last glacial cycle [Ahn and Brook, 2008; Marcott et al., 2014; Henry et al., 2016; Deaney et al., 2017] has been relatively invariant over the past 800kyr, as also suggested by the analysis shown in Figure 4.

While our analysis confirms that a major proportion of CO$_2$ rise over the past 800kyr coincided with cold, icy conditions across the North Atlantic, it does not negate the observation that CO$_2$ does not always rise when the North Atlantic is cold [Ahn and Brook, 2014]. This is clear from the many instances where CO$_2$ does not change or even decreases while cold conditions prevail (Figs. 3, 6). In fact from Figure 6 (a, b) it can be seen that anomalously cold intervals at ODP site 983 (%NPS_hi class 1) which also have low relative concentrations of IRD (IRD class 3 and 4) display a bias towards decreasing CO$_2$. The result is that ~25% of cumulative CO$_2$ fall over the past 800kyr coincides with the coldest quartile at this site (Fig. 6d), which is somewhat at odds with our analysis of the equivalent relationship between dCO$_2$/dt and NE Atlantic SST or Greenland $\delta^{18}$O (Fig. 3). Previously [Barker et al., 2015] we showed that surface cooling at site 983 can occur hundreds to thousands of years before the transition to stadial conditions sensu stricto and may therefore occur while atmospheric CO$_2$ is decreasing during a warm Greenland interstadial (thus some of an interstadial decrease in CO$_2$ effectively ‘leaks’ into
a cold interval at site 983). This would explain why the seemingly anomalous intervals of decreasing CO$_2$ correspond to intervals of reduced IRD (i.e. during interstadials if defined as periods with low IRD). The effect can be demonstrated by systematically shifting the age assignments of the 983 %NPS_hi record toward younger ages (Fig. 6d). Doing so effectively shifts the cooling transitions so they no longer intersect (to such an extent) with intervals of decreasing CO$_2$ (i.e. they occur later with respect to the change in CO$_2$).

Our age model for ODP site 983 is derived by tuning to the ice core record on the AICC2012 age model. Therefore we need to be concerned about the relative errors between our age model and AICC2012 for our comparisons to the record of atmospheric CO$_2$. Uncertainties in the relative age models of 983 (as determined here) and the CO$_2$ record derive partly from the precision of tuning between abrupt transitions (of the order of a few hundred years for individual tie points [Barker et al., 2011]) but also from the possibility of choosing the wrong transitions, which is difficult to quantify. We therefore assess the impact of potential uncertainties in the age model by repeating the analyses with systematic shifts in the age assignments of the 983 records (Fig. S5). By applying a systematic shift to the whole record we are greatly exaggerating the likely effect of true errors since we expect a distribution of errors with a mean approximating zero along the 800kyr length of the records. However, even when shifting the age model by 1000yr in either direction the distribution of cumulative CO$_2$ change versus IRD/g is minimally affected. The largest impact is on the cumulative fall in CO$_2$ with respect to %NPS_hi (as described above). The relative insensitivity of our analyses to large changes in age assignment is to some extent due to the 2kyr pre-smoothing of the CO$_2$ record before differentiating. This has the effect of ‘spreading’ the influence of intervals of changing CO$_2$ beyond their actual limits, which flattens the distribution across classes but also buffers against age model error.

We also compare our age model with that produced for the same core by Lisiecki and Raymo [2005] as part of the LR04 benthic foraminiferal $\delta^{18}$O stack (Fig. S5). Note that we did not produce the age model used in this comparison. Use of the LR04 age model necessarily alters the calculated distribution of cumulative CO$_2$ rise and fall because many millennial-scale oscillations will be completely misaligned. However it does not affect the general relationship observed when using the tuned age model. This probably reflects the fact that the timing of glacial terminations within LR04 is very similar to that implied by the AICC2012 ice core age model (note benthic $\delta^{18}$O records in Fig. 7) i.e. the major terminal ice rafting events and corresponding shifts in atmospheric CO$_2$ are aligned irrespective of the age model employed.

3.3 Glacial terminations at ODP site 983

Glacial terminations at ODP site 983 are characterized by pulses of ice rafting followed by an abrupt warming - a shift from high to low %NPS (Figs. 5 and 7). We interpret these phenomena to reflect early deglacial ice sheet wasting and related freshwater release (in the form of melting icebergs) to the North Atlantic while cold conditions prevail. Once ice rafting ceases the abrupt warming reflects northward migration of the polar front [Zahn, 1994; Barker et al., 2015] (Fig. 1). Our results are consistent with previous studies suggesting a ubiquitous link between abrupt climate shifts and deglaciation [Venz et al., 1999; Cheng et al., 2009; Barker et al., 2011; Cheng et al., 2016] and by analogy with the last two terminations, where direct reconstructions of ocean circulation exist [McManus et al., 2004; Roberts et al., 2010; Böhm et al., 2015; Deane et al., 2017], we infer that terminal ice rafting events in general are associated with a weakened and or shallow mode of AMOC [see also Venz et al., 1999] with the subsequent
shift to warm, ice-free conditions reflecting recovery of the AMOC and in particular an increased flow of warm Atlantic surface waters into the Norwegian Sea [Lehman and Keigwin, 1992] and corresponding strengthening of the so-called Nordic heat pump [Imbrie et al., 1992]. The term Nordic heat pump describes the transfer of heat across the Greenland-Scotland Ridge via warm surface Atlantic waters entering the Nordic Seas and their return to the deep NE Atlantic as dense overflows across the Greenland-Scotland ridge [Imbrie et al., 1992; Dickson and Brown, 1994]. A strong Nordic heat pump is characteristic of interglacial conditions (Fig. 1) [Imbrie et al., 1992; Berger and Jansen, 1994] whereas a southward shift in the mean latitude of deep water formation (as thought to accompany full glacial conditions [Weber et al., 2007]) would indicate a relative strengthening of the so-called boreal heat pump (characterized by open-ocean convection in the boreal Atlantic) at the expense of the Nordic heat pump [Imbrie et al., 1992] (Fig. 1). Higher bulk sediment accumulation rates observed at ODP site 983 during interglacials [Lisiecki and Raymo, 2005; Barker et al., 2015] provide supporting evidence for stronger Iceland-Scotland overflows (and by extension a stronger Nordic heat pump) during these intervals.

4 Discussion

In order to make comparisons among previous interglacials it is necessary to define the beginning and end of these periods [Tzedakis et al., 2012; PIGS_working_group, 2016; Ruddiman et al., 2016; Tzedakis et al., 2017]. In particular, the occurrence of millennial scale features associated with the onset of several past interglacials e.g. within the Antarctic ice core records of temperature and greenhouse gasses (including CO₂), gives rise to considerable ambiguity in defining the onset of interglacial conditions [Masson-Delmotte et al., 2010; PIGS_working_group, 2016]. In the following discussion we consider two alternative definitions for the start of interglacial conditions. The first of these (definition 1) was introduced by Tzedakis et al. [2012] and is defined as the last significant bipolar-seesaw oscillation [Stocker and Johnsen, 2003] associated with glacial termination. This corresponds to the end of the Younger-Dryas during T1 and the end of Heinrich Event 11 during T2 [Tzedakis et al., 2012]. In Figure 7 this definition is represented by the transition from blue to pink shaded box for each deglaciation of the last 800kyr. According to our age modelling approach, abrupt deglacial warming at ODP site 983 (implied by strongly decreasing %NPS and the end of major ice rafting) is aligned with the abrupt warming (and strengthening of AMOC) implied by GLT_syn_hi (Methods Section 2.3). Hence warm ‘interglacial’ conditions at ODP site 983 begin in parallel with the onset of interglacial climate according to definition 1. On the other hand there are several lines of evidence which suggest that the residual effects of deglaciation can last for thousands of years beyond this point, which we explore below.

4.1 Delayed equilibration of ocean circulation during an interglacial

Venz and Hodell [1999] noted that deglacial minima in a record of benthic foraminiferal δ¹³C obtained from ODP site 982 (close by site 983) persisted well beyond the end of terminal ice rafting events (recorded at the same site) for several previous interglacials. They interpreted this to reflect a delayed recovery of full interglacial-like circulation beyond the start of some interglacials. We observe the same behaviour at ODP site 983 (Fig. 7); deglacial minima in benthic δ¹³C can persist for thousands of years beyond the end of ice rafting and abrupt warming at this site. Although benthic foraminiferal δ¹³C is not a conservative tracer for circulation (being
sensitive to changes in biology and end-member variability) there are other lines of evidence supporting the assertion that ocean circulation may not recover to its full (quasi-equilibrium) interglacial mode for thousands of years beyond termination. Previous studies across T2, using sedimentary grain size as a proxy for the vigour of one of the main deep water currents crossing the Iceland-Scotland Ridge (Iceland-Scotland Overflow Water, ISOW), have concluded that the production and or density of deep waters formed in the Nordic Seas (a critical component of the modern Nordic heat pump) during the earliest part of the last interglacial period was subdued by continued melting of proximal ice sheets [Hodell et al., 2009; Deane et al., 2017]. A similar case has been made for the delayed recovery of a modern-like AMOC during the early Holocene [Thornalley et al., 2010; Thornalley et al., 2013].

Masson-Delmotte et al. [2010] suggested that early interglacial maxima observed in the Antarctic ice core temperature record are caused by “transient heat transport redistribution comparable with glacial north–south seesaw abrupt climatic changes”. Indeed, the millennial scale cooling observed across Antarctica as these early interglacial maxima subside, gives rise to positive anomalies in the derived record of $GL_{T_{syn \_hi}}$ (implying an anomalously strong mode of AMOC according to our reasoning) that persist for approximately the same duration as the anomalous conditions implied by the record of benthic $\delta^{13}C$ from site 983 (Fig. 7). But how can these records be reconciled? The records of benthic $\delta^{13}C$ and sortable silt seem to imply a ‘weaker’ mode of the Nordic heat pump (at least with respect to full interglacial conditions) during the early part of some interglacials while $GL_{T_{syn \_hi}}$ implies a stronger mode of AMOC. One possibility is that reduced overflow across the Iceland-Scotland ridge (i.e. ISOW) was (more than) compensated by increased transport of deep waters across the Greenland-Iceland ridge (i.e. Denmark Straits Overflow Water, DSOW), resulting in a net strengthening of the Nordic heat pump on its deglacial recovery. On the other hand millennial scale cooling or warming across Antarctica, in response to changes in the AMOC, is most likely insensitive to the location of deep water formation in the North Atlantic. Thus we need only invoke a net strengthening of the North Atlantic heat pump sensu lato (the combined Nordic and boreal heat pumps) with respect to equilibrium interglacial conditions in order to reconcile these disparate observations. The potential importance of deep water formation in the subpolar open ocean (i.e., the boreal heat pump) during deglaciation and the onset of abrupt warming events has been suggested by previous modeling studies (e.g. [Knorr and Lohmann, 2007; Barker et al., 2010]).

Building on the model of Broecker and Denton [1989], Imbrie et al. [1992; 1993] proposed that the transition from glacial to interglacial state involves a shift from a ‘one-pump’ to a ‘two-pump’ mode. In their model deep water formation in the glacial North Atlantic is limited to the south of Iceland, reflecting a weaker Nordic heat pump and stronger-than-modern boreal heat pump (the ‘one-pump’ mode) with total overturning reduced relative to modern conditions (this inference is qualitatively supported by several model simulations of the glacial AMOC [Weber et al., 2007]). During termination, recovery of the Nordic heat pump occurs while the boreal heat pump is still strong, giving rise to a transient maximum in Atlantic overturning even if the Nordic heat pump does not initially recover to its full interglacial strength (see Fig. 4 in Imbrie et al. [1992]). The evidence outlined above seems to provide qualitative support for such a scenario; the shift from negative to positive $GL_{T_{syn \_hi}}$ implies (by our reasoning) a strengthening of AMOC and if our alignment strategy is correct this is paired with a strong warming at the site of ODP 983, which would represent a northerly shift of the polar front and implied strengthening of the Nordic heat pump [Imbrie et al., 1992; Lehman and Keigwin,
This transition is followed by a period of anomalously strong AMOC (according to GL_{T_syn_hi}), which may be accommodated by a stronger-than-modern boreal heat pump even if the Nordic heat pump is not yet up to full interglacial strength (as indicated by the benthic δ^{13}C and sortable silt data).

Several outstanding issues arise from this discussion, which should be addressed in future studies undertaking more detailed investigations into regional patterns. For example, how do the individual components of AMOC (i.e. ISOW, DSOW and Labrador Sea Water, LSW) contribute to early interglacial changes in AMOC and do they do so in a consistent manner as appears the case for the combined AMOC (as proxied by our records from ODP Site 983). What is the precise mechanism driving the anomalously strong AMOC as proposed during early interglacial time and how is it related to forcing such as insolation, remnant ice-sheets or possible Southern Ocean processes influencing rates of upwelling from the deep ocean?

### 4.2 Comparing apples and oranges: When is an interglacial not an interglacial?

In our records from ODP site 983 we observe transient maxima in %NPS_hi, which resemble the early interglacial maxima in GL_{T_syn_hi}, following the end of major deglacial ice rafting events (Fig. 7). We note that typical interglacial values of %NPS prior to MIS 1 are greater than zero and as such we maintain that this result is not an artefact of proxy saturation. Our analysis suggests that conditions in the NE Atlantic can remain anomalously warm with respect to background conditions for thousands of years after the onset of interglacial conditions according to definition 1. We propose that this reflects the inferred net strengthening of the AMOC (relative to equilibrium interglacial conditions) directly following its deglacial recovery, providing excess heat to the high latitude surface North Atlantic and aiding in the completion of northern hemisphere deglaciation [Imbrie et al., 1992; Lehman and Keigwin, 1992; Imbrie et al., 1993]. We note that some early interglacial values of %NPS, which we define as anomalous, are very similar in absolute terms to later values that are not considered anomalous. Again this could be used to argue that the transient early interglacial maxima in %NPS_hi are simply artefacts of our analysis. On the other hand where we have reconstructions of ‘regional’ surface temperature evolution e.g. across T1 and T2, [Shakun et al., 2012; Hoffman et al., 2017] we see that the abrupt warming implied by our record of %NPS does indeed occur thousands of years before the end of gradual North Atlantic or northern hemisphere warming (Fig. S6) and should thus be considered as anomalous. The local surface temperature evolution at the site of ODP 983 reflects both regional (‘background’) temperature variability of Atlantic surface water masses, superimposed by changes in the transport and mixing of those water masses and although regional reconstructions must also contain both of these signals, the northerly position of ODP site 983 makes it particularly sensitive to changes in circulation.

Given the different lines of evidence for anomalous (non-equilibrium) conditions lasting beyond the start of an interglacial according to definition 1, we propose a second definition (definition 2) for the onset of quasi-equilibrium interglacial conditions that coincides with the end of this anomalous phase as expressed by %NPS_hi, benthic δ^{13}C and GL_{T_syn_hi} (the end of the pink box in Fig. 7). In several cases this definition could be extended to encompass secondary features but we limit our description to include only the major features. Note that our aim is not to reinvent the definition of an interglacial but rather to highlight the complexities introduced by non-equilibrium conditions when making comparisons among different
interglacials. In this respect we are reiterating earlier warnings [e.g. Masson-Delmotte et al., 2010; PIGS_working_group, 2016]. Below we investigate the implications of this complexity for investigations into the interglacial evolution of atmospheric CO2.

In Figure S7 we plot the coevolution of benthic δ¹⁸O (a crude proxy for global ice volume) versus atmospheric CO₂ for the last 8 glacial cycles. Although the records are on independent age models (LR04 versus AICC2012) a deglacial lead of increasing CO₂ ahead of decreasing ice volume is discernable for the majority of cases (note the exceptions T6 and T8 will be discussed later). This was demonstrated with greater precision in a study by Shackleton [2000] and conveniently conveys the importance of rising CO₂ as a critical ingredient in the deglacial process [Broecker and Denton, 1989; Imbrie et al., 1993; Shakun et al., 2012]. The coloured symbols in Figure 8 (a, b) represent the coevolution of benthic δ¹⁸O and CO₂ across the last 9 glacial terminations using the first and second definitions respectively for the onset of interglacial conditions (i.e. across the blue or blue and pink boxes combined in Fig. 7). It is unsurprising that use of definition 2 encompasses a more complete transition with respect to benthic δ¹⁸O as compared with definition 1; on orbital timescales ice volume typically responds later than other climatic indicators [Shackleton, 2000], for example during the most recent deglaciation sea level continued to rise until at least 8ka, well beyond the conventional start of the Holocene interglacial [Smith et al., 2011].

On the other hand, the main phase of deglacial CO₂ rise typically occurs prior to the onset of interglacial conditions irrespective of which definition is used i.e. most of the rise in CO₂ takes place within the blue boxes in Figure 7. Of particular relevance though are several instances (T1, T3b, T4, T9) where use of definition 2 incorporates an interval of decreasing CO₂ prior to the implied onset of equilibrium interglacial conditions (Fig. 8b). These phases of decreasing CO₂ correspond to particularly warm (low %NPS) and relatively ice-free (low IRD/g) conditions at the site of ODP 983 (Fig 8d, f). In fact several terminations (including T3b, T4 and T9; Fig. 8h) extend into sector Y in Figure 6a, b; conditions that are typically associated with decreasing atmospheric CO₂. Notably, terminations T3b, T4 and T9 reveal higher rates of CO₂ decrease during their early ‘non-equilibrium’ interglacial sections than any other deglaciation of the past 800kyr. These terminations also correspond to MIS 7, 9 and 19, which were identified by Ruddiman et al. [2016] as those interglacials most consistently associated with a decreasing trend in atmospheric CO₂. We believe that our observation of a systematic link between changing CO₂ and non-equilibrium oceanic conditions during the early phase of several previous interglacials provides a strong basis for concluding that this link is causal i.e. that an early interglacial decrease in atmospheric CO₂ is most likely a direct consequence of a non-equilibrium ocean state. Such an inference is in line with transient carbon cycle modelling studies which consistently imply that CO₂ will change whenever ocean circulation is not in equilibrium [Marchal et al., 1998; Kohler et al., 2005; Menviel et al., 2008; Schmittner and Galbraith, 2008; Menviel et al., 2014; Ganopolski and Brovkin, 2017].

We therefore suggest that the early interglacial intervals we identify as anomalous (Figs. 5, 7) should not be counted in any survey of interglacial trends where quasi-equilibrium conditions may be assumed; for these purposes such intervals should be considered as a part of the deglacial process. For example, the highest interglacial values of CO₂ during MIS 5, 7, 9 and 19 occur within the intervals we identify as anomalous (the pink boxes in Figs. 5 and 7). If these intervals were not included in the analysis of interglacial CO₂ it is unclear that such a consistent
decreasing trend in CO$_2$ would be identified for these particular interglacials. Thus while we are not commenting on the overall conclusions of Ruddiman et al. [2016] our findings do suggest that some reevaluation may be required. We stress again that we are not trying to redefine what an interglacial is and we do not consider definition 2 as a ‘better’ definition of when an interglacial begins. Here we are concerned with the legacy of deglacial instabilities, which we suggest can last for thousands of years after the beginning of an interglacial as traditionally defined.

As to why some interglacials experience more pronounced overshoots in CO$_2$ than others, we concur with earlier studies [Deaney et al., 2017; Ganopolski and Brovkin, 2017] which suggest this might be related to the timing of AMOC recovery with respect to deglaciation; If recovery occurs midway through the termination (e.g. with the Bølling-Allerød during T1) then we might expect a smaller overshoot than for a termination where AMOC recovery occurs only towards the end (e.g. T2). The case of T3b is an interesting one (Fig. 7); the records of %NPS$_{hi}$ and GL$_{T_{syn}}$ suggest that the AMOC might have made an early recovery (albeit a partial one considering the small decrease in %NPS) ~250ka and yet we observe a large overshoot in CO$_2$ at the end of termination ~243ka. Recovery of the AMOC during deglaciation may occur with the cessation of freshwater release across the North Atlantic [Liu et al., 2009; Ganopolski and Brovkin, 2017] or in response to more gradual global warming, in which case the addition of freshwater may still act to delay resumption [Knorr and Lohmann, 2007]. Future studies should focus on the interplay between these parameters when considering individual terminations.

4.3 Protracted terminations: T6, T8 (and T5?)

Tzedakis et al. [2017] formulated a simple rule for predicting the occurrence of interglacials as a function of integrated northern summer insolation. Their predictions provide insight into some of the atypical behaviour we observe associated with a number of terminations. For example, the warming transitions (shift from high to low %NPS) following the major deglacial pulses of ice rafting associated with T6 (leading to MIS 13; Fig. 7) and T8 (leading to MIS 17) are not particularly abrupt or pronounced. In fact these terminations end with the least anomalous values of %NPS$_{hi}$ (out of all the deglacial transitions covered here) and are followed by further pulses of ice rafting while warming continues. Hence we label these transitions protracted terminations. We note that both T6 and T8 are associated with insolation peaks that do not pass the Tzedakis test (i.e. they do not do not cross the threshold for producing an interglacial state according to that study; Fig. 5), even though subsequent peaks allow for inclusion of MIS 13 and MIS 17 within the set of Late Pleistocene interglacials. We note also that the cycles of benthic $\delta^{18}O$ versus atmospheric CO$_2$ from MIS 15 to 13 and from MIS 19 to 17 (Fig. S7) do not show the same apparent hysteresis as other cycles. The deglacial rise in CO$_2$ across T6 (and to a lesser extent across T8) does not lead the initial decrease in $\delta^{18}O$ (ice volume) and CO$_2$ continues to increase gradually throughout deglaciation. The formulation presented by Tzedakis et al. [2017] utilises a discount applied to the threshold required to generate an interglacial, which depends on the time since the threshold was last crossed. Implicit in their argument is the existence of a component within the climate system that is capable of storing the potential ‘energy’ (or equivalent) required to amplify a modest increase in summer insolation and produce a glacial termination. Crucially, for T6 and T8, this component must not
lose its (full) potential during the initial phase of deglaciation (which occurs much earlier than the insolation peak that eventually passes the Tzedakis test). Our results suggest that T6 and T8 were atypical in that changes across them were less pronounced than other terminations. We note that for T8, atmospheric CO$_2$ continued to rise (albeit only on average) until the threshold was crossed but T6 was more complicated. We also note that the insolation peak associated with T5 (leading into MIS 11) comprises two precession peaks and it is only the second of these (in combination with high obliquity) that exceeds the threshold for an interglacial. Perhaps this could help to explain why the transition from MIS 12 into MIS 11 also appears somewhat protracted (Fig. 5) as described by Rohling et al. [2010].

4.4 The ‘non-uniqueness’ of Heinrich events

Heinrich [1988] and Bond et al. [1992] described a series of detrital layers deposited across the mid-latitude North Atlantic. These layers of ice rafted debris were proposed to reflect episodic collapses of the Laurentide ice sheet (‘Heinrich events’) with icebergs being discharged through the Hudson Strait providing meltwater to large portions of the surface North Atlantic. The longest [NGRIP_members, 2004] and coldest [Shackleton et al., 2000; Martrat et al., 2007] stadial events recorded across the North Atlantic region during MIS 3 were associated with H-events and these have been termed Heinrich-stadials [Skinner and Elderfield, 2007; Barker et al., 2009]. The large volume of freshwater release associated with H-events [Hemming, 2004] is thought to have affected ocean circulation and empirical evidence suggests that H-stadials were associated with particularly strong perturbations of the AMOC as compared with non-H stadials [Piotrowski et al., 2005; Henry et al., 2016]. The H-stadials of MIS 3 were also associated with much larger increases in atmospheric CO$_2$ than the smaller non-H stadials [Ahn and Brook, 2008; Ahn and Brook, 2014]. Thus Heinrich events themselves have become synonymous with extreme perturbations of the AMOC and rising atmospheric CO$_2$. On the other hand it is not clear whether H-events were the primary cause of such perturbations [Bond and Lotti, 1995; Shaffer et al., 2004; Alvarez-Solas et al., 2013; Barker et al., 2015]. Furthermore a number of studies provide evidence that Heinrich events sensu stricto (i.e. sourced from Hudson Strait) first appeared around 640ka [Hodell et al., 2008; Naafs et al., 2011] but we do not observe any systematic change in the relationship between surface conditions and changing atmospheric CO$_2$ across this interval (Fig. S8), suggesting that the observed correlation between Heinrich events sensu stricto and millennial-scale changes in atmospheric CO$_2$ during the last glacial cycle does not necessarily reflect a causal link. We propose therefore that the massive Hudson Strait ice discharge events were not unique in terms of their potential impact on ocean circulation and atmospheric CO$_2$, allowing for the possibility that another source of freshwater or alternative mechanism might play an important role.

5 Conclusions

We have presented continuous proxy records of NE Atlantic surface conditions spanning the past 800kyr, encompassing 8 glacial cycles and 9 glacial terminations. Our records confirm that the occurrence of millennial-scale variability throughout this period was most pronounced during times of intermediate ice volume and transitions between glacial and interglacial state. Our results reveal a link between surface ocean conditions and changes in atmospheric CO$_2$ that
is consistent with independent observations and reconstructions over the last glacial cycle and we therefore infer that the hypothesized mechanistic link between ocean circulation and CO$_2$ (with CO$_2$ rising on a millennial-timescale when Atlantic circulation is in a weakened state and vice versa) has been maintained throughout the last 800kyr.

According to our reconstructions, glacial terminations are characterized by a prolonged interval of cold, icy conditions across the high latitude North Atlantic during which atmospheric CO$_2$ rises and (by our reasoning) the AMOC is in a weakened state. Subsequent and abrupt warming occurs with the end of iceberg discharge, and is followed by an interval of anomalous warmth, during which CO$_2$ may decrease again before reaching its equilibrium interglacial concentration. We interpret this sequence of events to reflect the recovery and amplification of AMOC during early interglacial times when we infer there to be a stronger-than-modern boreal heat pump in combination with a strong, or strengthening, Nordic heat pump. We therefore suggest that the evolution of atmospheric CO$_2$ during these periods reflects non-equilibrium conditions (i.e. the climate system has not yet re-equilibrated following deglaciation) and should not be considered within comparisons among interglacials. A number of deglaciations (in particular Termini Tions 6 and 8 and potentially T5) do not follow the typical trend, with less pronounced warming and multiple phases of ice rafting. These deglaciations also experienced weaker insolation forcing than is considered requisite to give rise to interglacial conditions and we label these as protracted terminations. Finally, we note that the observed relationship between surface ocean conditions and changing CO$_2$ did not change with the onset of Heinrich events sourced from the Hudson Strait ~640ka. We therefore conclude that Heinrich events sensu stricto were not unique in terms of their potential impact on ocean circulation and atmospheric CO$_2$, sustaining the question as to the precise drivers of large scale perturbations of the AMOC and corresponding variations in CO$_2$.
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**Figure 1** Location Map (a) Modern annual sea surface temperatures (SST [Locarnini et al., 2010]) reflect the transport of heat into the Nordic Seas via the North Atlantic Current (i.e. the Nordic heat pump – see Section 3.3), which splits into the Irminger Current (IC) and Norwegian Current (NC). Hatched areas are approximate regions of modern deep water formation. Sites mentioned in the study (ODP 983, DSDP 609, MD01-2443 and NGRIP) are highlighted, as is the location of several deep ocean circulation reconstructions (green star) [McManus et al., 2004; Roberts et al., 2010; Henry et al., 2016; Deane et al., 2017]. PF and AF are Polar and Arctic Fronts. (b) Modern (cope-top) distribution of %NPS [Margo_Project_Members, 2009] reflects the SW-NE orientation of Polar and Arctic Fronts. (c) LGM distribution of %NPS [Margo_Project_Members, 2009] suggests southward shift of fronts and by implication a weakened Nordic heat pump. Maps were created with the ODV application [Schlitzer, 2014].

**Figure 2** Changing atmospheric CO$_2$ and ocean conditions over the last 110kyr (see Fig. 1 for locations). From top to bottom: Records of IRD from DSDP site 609 [Bond and Lotti, 1995], sedimentary Pa/Th from the deep NW Atlantic (a proxy for AMOC strength) [McManus et al., 2004; Böhm et al., 2015; Henry et al., 2016], atmospheric CO$_2$ [Bereiter et al., 2015], dCO$_2$/dt (Methods Section 2.2), NGRIP δ$^{18}$O [NGRIP_members, 2004]. NGRIP δ$^{18}$O_hi (Methods Section 2.2.1), SST from MD01-2443 [Martrat et al., 2007], SST_hi. Numbered blue boxes represent cold (Heinrich) stadial periods. For lower 4 curves, dark pink areas represent the coldest quartile (25% of time) and light pink the warmest quartile. These relate to classes 1 and 4 respectively in Figure 3.

**Figure 3** Changing CO$_2$ versus surface ocean conditions as shown in Fig. 2. (a) (Left) Rate of change of atmospheric CO$_2$ versus NGRIP δ$^{18}$O for discrete 200yr intervals. Coloured classes represent 25% of the population (i.e. a quarter of the time). (Right) Distribution of cumulative CO$_2$ rise (upper) and fall (lower) across NGRIP δ$^{18}$O classes as defined in (a, left) over the past 110kyr (horizontal lines at ±0.25 indicate expected value if there were no systematic relationship). (b) Same as (a) but for NGRIP δ$^{18}$O_hi. (c, d) Same as (a, b) but for MD01-2443 SST and SST_hi. See Methods Section 2.2 for explanation.

**Figure 4** Rate of change of atmospheric CO$_2$ versus GL_T_syn_hi for discrete 200yr intervals
over the past 800kyr. Coloured classes represent 25% of the population (i.e. a quarter of the
time). (Right) Distribution of cumulative CO$_2$ rise (upper) and fall (lower) across GL$_T$-syn_hi
classes over the past 800kyr. High absolute values of GL$_T$-syn_hi (e.g. classes 1 and 4) represent
intervals when the AMOC is furthest from equilibrium i.e. anomalously weak (negative
GL$_T$-syn_hi, class 1) or strong (class 4) (see Methods Section 2.3). Note similarity with right
hand panels of Fig. 3b, d, which represent only the last 110kyr.

**Figure 5.** 800kyr of abrupt climate variability. (a) Integrated northern summer insolation (black
curve) [Tzedakis et al., 2017]. (b) Benthic foraminiferal $\delta^{18}$O stack (blue) [Lisiecki and Raymo,
2005]. (c) GL$_T$-syn, a prediction of northern abrupt climate variability (green) [Barker et al.,
2011]. (d, e) IRD/g (blue filled) and %NPS (pink filled) from ODP site 983. (f, g) atmospheric
CO$_2$ and dCO$_2$/dt (purple). (h) %NPS_hi (red; Methods 2.2.1). (i) Wavelet transform of %NPS,
produced using the Matlab function given by Grinsted et al. [2004] and implemented on the
%NPS record after evenly resampling at 100yr intervals (white curve is the LR04 benthic stack).
T1-9 are glacial terminations; #1-19 are MIS; coloured boxes as in Fig. 7 annotation. Red and
green circles in (a) are peaks in summer energy that (respectively) do and do not cross the
threshold for producing an interglacial state [Tzedakis et al., 2017]. T6 and T8 represent
protracted terminations (see text).

**Figure 6** Changing CO$_2$ versus surface conditions across the North Atlantic region over the past
800kyr. (a) %NPS_hi versus IRD/g from ODP 983, colour-coded by contemporaneous rate of
CO$_2$ change (left) or mean dCO$_2$/dt for each sector (right). Each dot represents a discrete 200yr
interval. Sector X (Y) represents the coldest (warmest) AND iciest (least icy) intervals. (b) Box
plots showing the distribution of dCO$_2$/dt for each sector in (a). (c) (Left) Distribution of
cumulative CO$_2$ rise (upper) and fall (lower) across IRD/g classes as defined in (a) over the past
800kyr. (Right) same as left but using IRD accumulation rate instead of IRD/g. (d) (Left)
Distribution of cumulative CO$_2$ rise (upper) and fall (lower) across %NPS_hi classes as defined
in (a) over the past 800kyr. (Right) same as left but with %NPS_hi shifted by -1000yr (see text).
For all parts class 1 represents the coldest (or iciest) quartile (25% of the time) and class 4 the
warmest (or least icy).

**Figure 7** Glacial terminations of the last 800kyr. All panels from top to bottom: Integrated
summer insolation [Tzedakis et al., 2017] (coloured circles as in Fig. 5), Antarctic temperature
proxy ($\delta^D$) [Jouzel et al., 2007], atmospheric CO$_2$ [Bereiter et al., 2015], atmospheric CH$_4$
[Loulergue et al., 2008], IRD/g, %NPS, benthic foraminiferal $\delta^{13}$C [Channell et al., 1997;
Raymo et al., 2004] and %NPS_hi all from ODP 983, GL$_T$-syn_hi [Barker et al., 2011], benthic
$\delta^{18}$O from ODP 983 [Channell et al., 1997; Raymo et al., 2004] (green) and the LR04 $\delta^{18}$O stack
on its independent age model [Lisiecki and Raymo, 2005] (black). Blue boxes represent main
deglacial phase of ice rafting until start of interglacial conditions according to definition 1 (see
text). Pink boxes represent intervals of anomalous surface warmth (low %NPS_hi) and strong
AMOC (high GL$_T$-syn_hi) prior to the start of equilibrium interglacial conditions according to
definition 2 (see text). Records from nearby core RAPiD-17-5P [Thornton et al., 2010] are
used instead of those from ODP 983 over the interval 7.5-21.3ka due to the lower quality benthic
$\delta^{13}$C record from 983 across this interval.
Figure 8 Individual deglacial transitions according to definitions 1 (left hand panels) and 2 (right hand panels) for the start of interglacial conditions. (a, b) Benthic δ¹⁸O [Lisiecki and Raymo, 2005] versus atmospheric CO₂ [Bereiter et al., 2015] (arrow is schematic representation of deglacial trend, see also Fig. S6). (c, d) dCO₂/dt versus %NPS from ODP 983. (e, f) dCO₂/dt versus IRD/g. (g, h) %NPS_hi versus IRD/g (partitions and labels as in Fig. 6). T1-9 are terminations 1 to 9 with colour coding the same in each panel.
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