Application of the dynamic condensation approach to the hybrid FE-SEA model of mid-frequency vibration in complex built-up systems
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Abstract

The hybrid Finite Element (FE) - Statistical Energy Analysis (SEA) method developed for mid-frequency vibration of complex built-up systems needs to compute the total dynamic flexibility matrix at every frequency, which is very time consuming. This paper presents an improved hybrid FE-SEA method to overcome this problem. In the present method, first, dynamic condensation is introduced to reduce the order of the deterministic FE component, which results in significant reduction of the total dynamic stiffness matrix. Then, noting that the dynamic stiffness matrix of the deterministic component is established by using the FE method, a fast inverse algorithm is employed to calculate the dynamic flexibility matrix of the slave degrees of freedom of the deterministic component generated in the condensation process. These two steps avoid the direct inverse computation of a large matrix at each frequency point of interest, resulting in significant time saving. A numerical example illustrates the efficiency and convergence of the proposed method.
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1 Introduction

In general, dynamic analysis methods for mechanical systems may be divided into two types: deterministic analysis methods for low-frequency vibration and statistical methods for high-frequency vibration. The first type, such as the Finite Element (FE) method [1] and Boundary Element (BE) method [2], is suitable for the so-called deterministic system whose nominal geometric and material parameters are clearly known and which has only a few low-order modes (of long wavelength deformation) in the frequency range of interest. The second type, such as Statistical Energy Analysis (SEA) [3], is suitable for the so-called statistical system whose nominal geometric and material parameters may not be clearly known and which has many high-order modes (of short wavelength deformation) in the frequency range of interest.

A complex built-up system, however, may be composed of many components which have significantly different dynamic behaviors at high frequencies due to the different properties of geometries and materials. Some components may be subjected to long wavelength deformation and have lower modal density, while other components may be subjected to short wavelength deformation and have higher modal density. Such mixed dynamic behavior is the so-called mid-frequency vibration of complex built-up systems [4, 5]. In this case, a deterministic method, such as the FE method, requires many degrees of freedom to model the system and the response may be very sensitive to small imperfections in the system [4, 5]. A statistical method such as SEA, which is
developed based on the assumption of high modal density, may generate an unacceptable error due to the high modal densities of some components [4, 5]. Hence, the complex built-up system may not be well modelled using a single deterministic or statistical method. To solve the above problems, many improved methods have been developed with the aim of extending the effective frequency range of deterministic methods [6-13] and addressing the applicability of the assumptions of statistical methods [14-20]. In addition, a widely studied hybrid approach [21-27] combines the deterministic and statistical methods to establish a hybrid model which can describe the response of the complex built-up system more efficiently.

Considering the different vibration behaviors of the components of the complex built-up system, the hybrid approach employs a deterministic method to model the components which are subjected to long wavelength deformation (that is, the so-called deterministic subsystem) and a statistical method to model the components which are subjected to short wavelength deformation (that is, the so-called statistical subsystem). It establishes a non-iterative relationship between the deterministic and statistical subsystems by using the diffuse-field reciprocity [28]. Among all the hybrid approaches, one of the most representative is the hybrid FE-SEA method [22-23,29]. Based on the framework of the hybrid FE-SEA method, many other hybrid formats [24-27] for specific problems were developed to improve computational efficiency through modelling the deterministic subsystem using other deterministic methods instead of FE.
It is important to point out, however, that thanks to the strong applicability of FE, in the hybrid FE-SEA method the structural matrices of the deterministic subsystem (i.e. the mass, stiffness and damping matrices) are frequency-independent, and the total dynamic stiffness matrix is sparse and symmetric and can be solved easily. Furthermore, for deterministic subsystems with complex shapes or boundaries, the hybrid FE-SEA method is almost irreplaceable.

It should be noted that the hybrid FE-SEA method needs to compute the inverse of the total dynamic stiffness matrix at every frequency, which is very time consuming. Although the inverse matrix may be obtained analytically, solving large linear systems with multiple right-hand sides is very difficult and time expensive. In addition, the governing equation employed in the hybrid FE-SEA method is established based on the hybrid model, not a pure FE model, so the condensation approach and fast inverse algorithms developed based on the pure FE model cannot be used directly in the hybrid FE-SEA method.

In this paper, the order of the deterministic subsystem is first reduced by using traditional condensation, and so the size of the total dynamic stiffness matrix is indirectly reduced. Then, although another inverse matrix (the dynamic flexibility matrix of the slave degrees of freedom of the deterministic subsystem) needs to be calculated in the dynamic condensation process, because the deterministic subsystem is modelled using a pure FE model, not a hybrid model, a fast algorithm proposed by
Leung [30] can be introduced here to obtain this inverse matrix. Avoiding the direct inversion of a large matrix at each frequency, the present method, of course, greatly improves the calculation efficiency and reduces the computation time. Section 2 outlines the basic principles of the hybrid FE-SEA method and gives some discussion about its efficiency. Section 3 shows the application of the dynamic condensation approach to the hybrid FE-SEA method, followed by formulations of the fast inverse algorithm for the dynamic flexibility matrix of the slave degrees of freedom of the deterministic subsystem. In section 4, a numerical example illustrates the efficiency and the convergence of the present method. Conclusions are given in section 5.

2 Basic principles of the hybrid method

According to the hybrid FE-SEA method [22], a complex built-up system can be divided into two parts: the deterministic and statistical subsystems. The response of the statistical subsystem is viewed as the superposition of the direct and reverberant fields, which respectively generate the direct field dynamic stiffness matrix and the blocked reverberant force [22, 28]. In the hybrid FE-SEA method, considering the effect of the direct stiffness matrix and the blocked reverberant force, the governing equation of the deterministic subsystem can firstly be established. Then the power balance equation for the statistical subsystem can be found by considering the conservation of energy. Finally, the governing and power balance equations are connected by the diffuse-field
reciprocity relationship [28]. The above three steps establish a non-iterative hybrid method for the mid-frequency vibration of complex built-up systems.

2.1 Governing equation of the deterministic subsystem

The deterministic component is subjected to the forces $f_{\text{dir}}^{(j)}$ and $f_{\text{rev}}^{(j)}$, respectively generated from the direct and reverberant fields of the $j$th statistical component. The governing equation for the deterministic component can be written as [22]

$$D_d q = f_{\text{ext}} + \sum_j f_{\text{rev}}^{(j)} - \sum_j f_{\text{dir}}^{(j)}$$

where $q$ represents the degrees of freedom of the deterministic component, $f_{\text{ext}}$ is the vector of generalized forces acting on the deterministic component, $D_d$ represents the dynamic stiffness matrix of the deterministic component and can be expressed as

$$D_d = -\omega^2 M_d + i\omega C_d + K_d$$

where $K_d$, $M_d$ and $C_d$ respectively represent the stiffness, mass and damping matrices of the deterministic component. $\omega$ and $i$ are the angular frequency and imaginary unit, respectively.

Considering the equilibrium of the direct field forces of the $j$th statistical component, $f_{\text{dir}}^{(j)}$ can be expressed in terms of the direct field dynamic stiffness matrix $D_{\text{dir}}^{(j)}$ and the vector of degrees of freedom $q$ as [22]
\[ f_{\text{dif}}^{(j)} = D_{\text{dif}}^{(j)} q \]  

Inserting Eq. (3) into Eq. (1), the governing equation of the deterministic subsystem can be written as [22]

\[ D_{\text{tot}} q = f_{\text{ext}} + \sum_j f_{\text{rev}}^{(j)} \]  

where

\[ D_{\text{tot}} = D_d + \sum_j D_{\text{dif}}^{(j)} \]  

represents the total dynamic stiffness matrix.

2.2 Power balance equation of the statistical subsystems

Assuming that the statistical subsystem has sufficient uncertainty, the blocked reverberant force equals zero [22]. Rewriting Eq. (4) in cross-spectral form and averaging over a random ensemble of statistical subsystems gives

\[ S_{qq} = S_{qq}^{\text{ext}} + S_{qq}^{\text{rev}} \]  

where \( S_{qq} \) is the cross-spectral matrix of the displacement vector \( q \), and

\[ S_{qq}^{\text{ext}} = D_{\text{tot}}^{-1} S_{ff}^{\text{ext}} D_{\text{tot}}^{-H} \]  

\[ S_{qq}^{\text{rev}} = D_{\text{tot}}^{-1} S_{ff}^{\text{rev}} D_{\text{tot}}^{-H} \]
where $S_{ff}^{yy} = \langle f_{\text{ext}} f_{\text{ext}}^H \rangle$ and $S_{ff}^{yy} = \sum_j \langle f_{\text{ext}}^{(j)} f_{\text{ext}}^{(j)H} \rangle$ are the cross-spectral matrices of the external and blocked reverberant forces, respectively. $\#^H$ is the complex Hermitian transpose of $\#$, $\# \cdot ^H$ is the complex Hermitian transpose of the inverse of $\#$ and $\langle \# \rangle$ represents the ensemble average. According to the diffuse-field reciprocity [28], $S_{ff}^{yy}$ can be expressed in terms of the energy of the statistical subsystem

$$S_{ff}^{yy} = \sum_j \alpha_j \text{Im} \{ D_{\text{dir}}^{(j)} \}$$

(9)

where

$$\alpha_j = \frac{4E_j}{\pi \omega n_j}$$

(10)

and $n_j$ and $E_j$ are the modal density and ensemble average energy of the $j$th statistical subsystem. For the sake of simplicity, Eq. (8) can be rewritten as

$$S_{qq}^{yy} = \sum_j \alpha_j Y_{\text{dir}}^{(j)}$$

(11)

where

$$Y_{\text{dir}}^{(j)} = D_{\text{tot}}^{-1} \text{Im} \{ D_{\text{dir}}^{(j)} D^H_{\text{tot}} \}$$

(12)

The statistical subsystems are modelled using SEA. Considering the energy conservation of the statistical subsystems, the power balance equations of all statistical
subsystems can be written as \[3\]

\[
\mathbf{L} \mathbf{N}^{-1} \mathbf{E} = \mathbf{P}_{\text{in}}^{\text{ext}} + \mathbf{P}_{\text{in}}^{\text{dir}}
\] (13)

where \( \mathbf{L} \) is the influence matrix of the modal energy, \( \mathbf{N} \) is a diagonal matrix with the modal densities on main diagonal and \( \mathbf{E} \) represents the time and ensemble average energy of the statistical subsystems. \( \mathbf{P}_{\text{in}}^{\text{ext}} \) and \( \mathbf{P}_{\text{in}}^{\text{dir}} \) are the time and ensemble average input power to the statistical subsystems due to the presence of the external force and deterministic subsystem. Ref. [22] gives a detailed derivation of Eq. (13).

The energy of each statistical subsystem can be obtained by solving the power balance equation (13). Then, the cross-spectral response of the deterministic subsystem can be obtained by inserting the energy into Eqs. (6)-(8).

2.3 Discussion of computational efficiency

As can be seen from Eqs. (7) and (12), the hybrid FE-SEA method requires computation of the inverse of the total dynamic stiffness matrix at every frequency. Although such a matrix can be obtained analytically, it is very difficult and time consuming to solve large linear systems with multiple right-hand sides, and it gets worse as the number of the degrees of freedom increases. In addition, since the direct field dynamic stiffness matrix is generally calculated using the BE method [28], the matrix coefficients in BE method are frequency dependent. As a result, the extraction of the natural frequencies of the direct field cannot be realized by an algebraic eigenvalue
problem. Since the total dynamic stiffness matrix is the sum of the dynamic stiffness matrices of the deterministic component and the direct field, the extraction of the natural frequencies of the deterministic subsystem also cannot be realized by an algebraic eigenvalues problem. Hence, fast inverse algorithms [30] developed based on the pure FE method cannot be used directly to calculate the inverse of the total dynamic stiffness matrix.

In order to solve the above problem and improve the computational efficiency of the hybrid FE-SEA method, this paper presents an improved solution strategy. The proposed method employs the dynamic condensation approach to reduce the degrees of freedom of the deterministic component. As a result, the order of the total dynamic stiffness matrix can be indirectly, but significantly, reduced without loss of accuracy. It should be noted that another inverse matrix, i.e. the inverse matrix of the dynamic stiffness matrix of the slave degrees of freedom of the deterministic component, needs to be calculated in the condensation process. Since the deterministic component is modelled using the FE method, this matrix can be obtained by using a fast inverse algorithm [30], by which the inverse of the dynamic stiffness matrix of a pure FE model can be calculated, using only matrix multiplication or addition between the frequency-independent structural matrices (the stiffness, mass and damping matrices), without any matrix inversion operations. Although the fast inverse algorithm will introduce some small errors, the computational efficiency can be improved significantly with an
acceptable accuracy.

3 Application of the dynamic condensation approach to the hybrid FE-SEA model

3.1 Dynamic condensation of the statistical component

According to the basic principle of the dynamic condensation approach [30], all the degrees of freedom of the deterministic component can be divided into two types, i.e. master and slave degrees of freedom. The degrees of freedom located at the junction and the area of the external excitation are defined as the master degrees of freedom, while the degrees of freedom located elsewhere are defined as slave degrees of freedom. Ordering the displacement vector according to the master and slave degrees of freedom gives \( \tilde{\mathbf{q}} = \mathbf{\bar{T}}^T \mathbf{q} \), where \( \mathbf{\bar{T}} \) represents a permutation matrix with \( \mathbf{\bar{T}} \mathbf{\bar{T}}^T = \mathbf{I} \) and \( \#^T \) is the transpose of \( \# \). Then the displacement vector \( \mathbf{q} \) can be written as

\[
\mathbf{q} = \mathbf{\bar{T}} \tilde{\mathbf{q}} = \mathbf{\bar{T}} \begin{bmatrix} \mathbf{q}_m^m \\ \mathbf{q}_s^s \end{bmatrix}
\]

(14)

where superscripts \( m \) and \( s \) respectively represent the master and slave degrees of freedom. Inserting Eq. (14) into Eq. (4) and pre-multiplying by \( \mathbf{\bar{T}}^T \) gives

\[
\mathbf{\bar{D}}_{\text{tot}} \tilde{\mathbf{q}} = \mathbf{f}_{\text{ext}} + \sum_j \mathbf{f}_{\text{rev}}^{(j)}
\]

(15)

where
\[ \bar{D}_{\text{tot}} = \bar{T}^T D_{\text{tot}} \bar{T} = \begin{bmatrix} D^m_{\text{tot}} & D^{ms}_{\text{tot}} \\ D^{sm}_{\text{tot}} & D^{ss}_{\text{tot}} \end{bmatrix} \] (16)

\[ \bar{f}_{\text{ext}} = \bar{T}^T f_{\text{ext}} = \begin{bmatrix} f^m_{\text{ext}} \\ f^s_{\text{ext}} \end{bmatrix} \] (17)

\[ f^{(i)}_{\text{rev}} = \bar{T}^T f^{(i)}_{\text{rev}} = \begin{bmatrix} f^{(i)m}_{\text{rev}} \\ f^{(i)s}_{\text{rev}} \end{bmatrix} \] (18)

Since the master degrees of freedom lie on the junction and the area of the external excitation, it is clear that \( f^s_{\text{ext}} = \mathbf{0} \), \( f^{(i)s}_{\text{rev}} = \mathbf{0} \), \( D^{(i)ss}_{\text{dir}} = \mathbf{0} \), \( D^{(i)ms}_{\text{dir}} = \mathbf{0} \), \( D^{(i)s0}_{\text{dir}} = \mathbf{0} \). As a result, using Eqs. (15)-(18), a relationship between the master and slave degrees of freedom can be written as

\[ q^s = T q^m \] (19)

where

\[ T = -D^{ss}_{\text{dir}}^{-1} D^{sm}_{\text{dir}} \] (20)

Hence, Eq. (15) can be reduced to

\[ D_m q^m = f^m_{\text{ext}} + \sum_j f^{(i)m}_{\text{rev}} \] (21)

where
\[ D_m = D_{dm}^{mm} + \sum_j D_{d^j}^{mm} + D_{d^m} \text{T} \]  

(22)

Comparing with the original governing Eq. (4), the reduced governing Eq. (21) has a similar form, but fewer degrees of freedom and higher efficiency. As mentioned in section 2.3, theoretically there is no loss of accuracy from Eq. (4) to Eq. (21).

The displacement cross-spectrum of the master degrees of freedom, \( S_{qq}^{mm} \), can be obtained by using an analogous analysis to that in Eqs. (6)-(13). Furthermore, by using Eqs. (14) and (19), the cross-spectrum matrix of the original displacement, \( S_{qq} \), can be written as

\[ S_{qq} = \bar{T} S_{qq} T^T = \bar{T} \begin{bmatrix} S_{qq}^{mm} & S_{qq}^{mq} \\ S_{qq}^{ms} & S_{qq}^{qq} \end{bmatrix} T^T \]

(23)

where

\[ S_{qq}^{ss} = \bar{T} S_{qq}^{mm} T^T, \quad S_{qq}^{ms} = S_{qq}^{mq} T^T, \quad S_{qq}^{sm} = \bar{T} S_{qq}^{mm} \]

(24)

3.2 Fast inverse algorithm for dynamic stiffness calculation

It can be seen from Eq. (20) that another inverse matrix needs to be calculated in the condensation process. The fewer master degrees of freedom are selected, the larger the order of the matrix \( D_{d^m}^T \). In fact, the dynamic condensation approach transfers the expensive computation from one inversion operation to another. The latter, however, can be realized by using the fast inverse algorithm.
As in Eq. (2), $D_d^{zd}$ can be written as

$$D_d^{zd} = -\omega^2 M_d^{zd} + i\omega C_d^{zd} + K_d^{zd}$$  \hspace{1cm} (25)

where $K_d^{zd}$, $M_d^{zd}$ and $C_d^{zd}$ respectively represent the ordered stiffness, mass and damping matrices of the slave degrees of freedom of the deterministic component. Depending on the existence of the damping matrix, the fast inverse algorithm [30] for the dynamic flexibility matrix $Z_d^{zd} = D_d^{zd}^{-1}$ may be introduced for two cases, as follows.

Firstly, for the case of $C_d^{zd} = 0$, Eq. (25) can be rewritten as $D_d^{zd} = -\omega^2 M_d^{zd} + K_d^{zd}$. Performing generalized eigenvalue decomposition for $K_d^{zd}$ and $M_d^{zd}$, one can obtain the fixed interface modal matrix $\Phi$ and a diagonal matrix $\Omega^2$, with

$$\Phi^T M_d^{zd} \Phi = I$$  \hspace{1cm} (26)

$$\Phi^T K_d^{zd} \Phi = \Omega^2$$  \hspace{1cm} (27)

Pre- and post-multiplying Eq. (25) by $\Phi^T$ and $\Phi$, respectively, and noting that $C_d^{zd} = 0$, gives

$$\Phi^T D_d^{zd} \Phi = (\Omega^2 - \omega^2 I)$$  \hspace{1cm} (28)

Performing the inversion operation on Eq. (28) gives
\[ \Phi^{-1} D_\Phi^{-1} \Phi^{-T} = (\Omega^2 - \omega^2 I)^{-1} \]  

(29)

where \( \#^{-T} \) represents the transpose of the inverse of \( \# \). Using Eq. (29), \( Z_\Phi^2 \) can be easily obtained and written as

\[ Z_\Phi^2 = D_\Phi^{-1} = \Phi(\Omega^2 - \omega^2 I)^{-1} \Phi^T \]  

(30)

Because \( (\Omega^2 - \omega^2 I) \) is a diagonal matrix, its inverse can be easily calculated. It should be noted that there is a loss of accuracy in Eq. (30) resulting from mode truncation, and as Ref. [30] pointed out, Eq. (30) has a very slow convergence rate. However, accelerated convergence can be achieved using the following formula.

\[ (\Omega^2 - \omega^2 I)^{-1} = \Omega^{-2} + \omega^2 \Omega^{-4} + \cdots + \omega^{2j} - 2 \Omega^{-2j} + \omega^{2j} \Omega^{-2j} (\Omega^2 - \epsilon) \]  

(31)

The above formula is exact for any positive integer \( j \). Generally, taking \( j = 2 \) can obtain a good convergence rate. Inserting Eq. (31) into Eq. (30) gives (for \( j = 2 \))

\[ Z_\Phi^2 = K_\Phi^{-1} + \omega^2 K_\Phi^{-1} M_\Phi K_\Phi^{-1} + \omega^4 \Phi \Omega^{-4} (\Omega^2 - \omega^2 I)^{-1} \Phi^T \]  

(32)

The loss of accuracy in Eq. (32) also comes from mode truncation. Comparing to Eq. (30), however, Eq. (32) has a faster convergence rate.

Secondly, for the case of \( C_\Phi^2 \neq 0 \), Eq. (25) can be rewritten as \( D_\Phi^2(\lambda) = \lambda^2 M_\Phi^2 + \lambda C_\Phi^2 + K_\Phi^2 \), by setting \( \lambda = i\omega \). Performing complex generalized eigenvalue decomposition, one can obtain the fixed interface complex modal matrix \( \Psi \) and a
diagonal matrix $\Lambda$. Employing the Taylor series expansion of $Z_d^{\varphi}(\lambda)$ about $\lambda = 0$, $Z_d^{\varphi}(\lambda)$ can be expressed as [30]

$$Z_d^{\varphi}(\lambda) = Z_d^{\varphi}(0) + \lambda Z_d^{\varphi'}(0) + \frac{1}{2!}\lambda^2 Z_d^{\varphi''}(0) + \frac{1}{6!}\lambda^3 Z_d^{\varphi'''}(0) + \lambda^4 \Psi \Lambda^{-4}(\lambda)$$  \hspace{1cm} (33)

where superscript primes stand for derivatives with respect to $\lambda$. Similar to Eq. (32), the loss of accuracy in Eq. (33) comes from complex mode truncation. Performing successive differentiation to $D_d^{\varphi} Z_d^{\varphi} = I$ yields

$$Z_d^{\varphi'} D_d^{\varphi} + Z_d^{\varphi} D_d^{\varphi'} = 0$$  \hspace{1cm} (34)

$$Z_d^{\varphi''} D_d^{\varphi} + 2Z_d^{\varphi'} D_d^{\varphi'} + Z_d^{\varphi} D_d^{\varphi''} = 0$$  \hspace{1cm} (35)

$$Z_d^{\varphi'''} D_d^{\varphi} + 3Z_d^{\varphi''} D_d^{\varphi'} + 3Z_d^{\varphi'} D_d^{\varphi''} + Z_d^{\varphi} D_d^{\varphi'''} = 0$$  \hspace{1cm} (36)

The derivatives of $Z_d^{\varphi}$ with respect to $\lambda$ can thus be calculated from Eqs. (34)-(36). Inserting $\lambda = 0$ into those derivatives yields

$$Z_d^{\varphi}(0) = K_d^{\varphi}$$  \hspace{1cm} (37)

$$Z_d^{\varphi'}(0) = -K_d^{\varphi} C_d^{\varphi} K_d^{\varphi}$$  \hspace{1cm} (38)

$$Z_d^{\varphi''}(0) = 2 \left( K_d^{\varphi} \left( C_d^{\varphi} K_d^{\varphi} \right)^{-1} \right)^2 - K_d^{\varphi} M_d^{\varphi} K_d^{\varphi}$$  \hspace{1cm} (39)
\[
Z_2^{(0)} = -6 \left( K_2^{-1} (C_2 K_2^{-1})^3 - K_2^{-1} C_2 K_2^{-1} M_2^{-1} K_2^{-1} - K_2^{-1} M_2 K_2^{-1} C_2 K \right)
\]

Inserting Eqs. (37)-(40) into Eq. (33), \( Z_2^{(0)} \) can be obtained without direct inversion operations. Moreover, it can be seen from Eqs. (37)-(40) that Eq. (33) reduces to Eq. (32) if \( C_2 = 0 \).

4 Numerical example

A validation example from Ref. [29], as shown in Fig. 1, is included here to illustrate the efficiency and convergence of the proposed method. This complex built-up system consists of four thin panels and a beam framework. Each panel is bolted to the beam framework at four points with an offset of 17mm to the neutral axis of the beams. All panels are made of aluminium (density \( \rho = 2700 \text{ kg/m}^3 \), Young's modulus \( E = 71 \text{ GPa} \), Poisson’s ratio \( \nu = 0.33 \), loss factor \( \eta = 0.01 \) ) and they each have dimensions 0.6m\( \times \)1.1m\( \times \)1mm. The beams that make up the framework are also made of aluminium and they form the edges of a cube. Each beam is 0.7m long, with a square hollow section whose external side width and wall thickness are 25.4mm and 3.2mm, respectively. All plain cylindrical bolts used to connect the panels and framework have a radius of 5mm, and the distance between two successive bolts on a same beam is 0.2m. A unit point force is applied in the vertical direction on one of the bottom beams at 0.25m from the corner, as shown in Fig. 1(#1). The frequency range considered here
is from 50Hz to 300Hz with a frequency step of 1Hz. The excitation point, #1, is selected as the first observation point. The second observation point, #2, is on one of the top beams at 0.25m from the corner, and the horizontal direction is selected as shown in Fig. 1.

![A framework-panel system.](image)

The reference results are obtained using the previous hybrid FE-SEA method, which employs the same hybrid FE-SEA model as the proposed method. The partition of the system can be obtained based on the free propagating wavelengths across the given frequency band. In the panels, the shear and extensional wavelengths are both greater than 15m at 300Hz, indicating that the in-plane motion should be modelled using FE, while the bending wavelength is 0.31m and 0.18m at 100Hz and 300Hz,
respectively, suggesting that the out-plane motion should be modelled using SEA.
Performing similar analysis to the beams that make up the framework, it is inferred that
the framework should be modelled using FE [29].

![Finite element mesh of the deterministic subsystem of a framework-panel system.](image)

**Fig. 2** Finite element mesh of the deterministic subsystem of a framework-panel system.

The FE model used in the two methods is shown in **Fig. 2**. It consists of 352 CBEAM [31] elements and 652 CTRIA3 [31] elements, with a total of 2852 degrees of freedom. The degrees of freedom corresponding to the deterministic component, excitation and observation points are selected to be the master degrees of freedom, illustrating that the reduced model employed in the proposed method has only 18 master degrees of freedom.

In order to verify the validity and efficiency of the proposed method, the responses of the system were calculated by employing the previous hybrid FE-SEA method and
the proposed method under 150 included modes. Figs. 3-6 show the energies of the four panels obtained by the two methods, while Figs. 7-8 show the velocity squared frequency response at observation points #1 and #2. A good agreement between the two methods can be seen from Figs. 3-8. It should be pointed out that the results obtained using the proposed method with only the dynamic condensation approach, but without the fast inverse algorithm, are in theory exactly the same as those obtained using the previous hybrid FE-SEA method.

![Energy in panel 1](image)

Fig. 3  Energy in panel 1.
Fig. 4  Energy in panel 2.

Fig. 5  Energy in panel 3.
Fig. 6  Energy in panel 4.

Fig. 7  Modulus squared velocity response at observation point #1.
To verify the efficiency of the proposed method, Table 1 gives the numbers of degrees of freedom and the computation time for the models established by the previous hybrid FE-SEA method and the proposed method, respectively. As given in Table 1, a significant reduction in the computation time can be obtained by using the proposed method. In addition, the computation time increases slowly as the number of included modes increases. It is noted that the implementations were performed by the Julia (v 1.0.1) platform in OS Windows 10 (64 bit) with an Intel Xeon E3-1226, 3.3GHz CPU and 32 GB memory.

<table>
<thead>
<tr>
<th>Analysis model</th>
<th>Number of DOFs</th>
<th>Computation time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present method</td>
<td>18 (Reduced)</td>
<td>62.3 (100 modes)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>68.1 (150 modes)</td>
</tr>
<tr>
<td>Present method without the fast inverse algorithm</td>
<td>71.9 (200 modes)</td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-----------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td>79.4 (250 modes)</td>
<td></td>
</tr>
<tr>
<td>Previous hybrid FE-SEA method</td>
<td>18 (Reduced)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1018.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2852</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7534.7</td>
<td></td>
</tr>
</tbody>
</table>

To illustrate the accuracy and convergence of the proposed method, the velocity squared frequency responses at the observation point #2 were calculated under different numbers of truncated modes. Selecting the results obtained using the previous hybrid FE-SEA method as a reference and setting the numbers of the truncated modes to 100, 150, 200 and 250, the absolute relative errors are shown in Fig. 9. As can be seen, the absolute relative errors become smaller as the number of truncated modes increases, illustrating the convergence of the proposed method. In addition, an acceptable accuracy (better than 1%) can be obtained for most frequency points by using 150 truncated modes.
Fig. 9  Absolute relative error of the results obtained under different numbers of truncated modes compared with the reference results.

![Graph showing absolute relative error and computation time vs. number of included modes](image)

Fig. 10  Convergence of the results obtained by the proposed method.

In order to further study the convergence of the proposed method, a convergence analysis of the modulus squared velocity response at the second observation point #2 is performed. Selecting the frequency as 220Hz, the variation of the absolute relative error and the computation time under different numbers of included modes can be obtained, as shown in Fig. 10. As can be seen, as the number of truncated modes increases, the time cost of the proposed method increases slowly, while the accuracy increases rapidly, which indicates the proposed method has high efficiency and good convergence.
5 Conclusions

The hybrid FE-SEA method requires computation of the total dynamic flexibility matrix at each frequency point, which is very time expensive. This paper presents a strategy to improve the efficiency of the previous hybrid FE-SEA method. In the present method, first, the expensive computation from the inversion of the total dynamic stiffness matrix is transferred to the inversion of the dynamic stiffness matrix of the slave degrees of freedom of the deterministic component generated in the condensation process. Noting that the deterministic component is modelled using the FE method, this inversion is performed using a fast inverse algorithm developed for a pure FE model. The above two steps avoid the direct inverse computation of a large matrix at each frequency, resulting in significant time saving. Compared to the previous hybrid FE-SEA method, the proposed method has higher efficiency and good convergence.
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