Abstract. We present a new $hp$-version space-time discontinuous Galerkin (dG) finite element method for the numerical approximation of parabolic evolution equations on general spatial meshes consisting of polygonal/polyhedral (polytopic) elements, giving rise to prismatic space-time elements. A key feature of the proposed method is the use of space-time elemental polynomial bases of total degree, say $p$, defined in the physical coordinate system, as opposed to standard dG-time-stepping methods whereby spatial elemental bases are tensorized with temporal basis functions. This approach leads to a fully discrete $hp$-dG scheme using fewer degrees of freedom for each time step, compared to dG time-stepping schemes employing tensorized space-time basis, with acceptable deterioration of the approximation properties. A second key feature of the new space-time dG method is the incorporation of very general spatial meshes consisting of possibly polygonal/polyhedral elements with arbitrary number of faces. A priori error bounds are shown for the proposed method in various norms. An extensive comparison among the new space-time dG method, the (standard) tensorized space-time dG methods, the classical dG-time-stepping, and conforming finite element method in space, is presented in a series of numerical experiments.
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1. Introduction. The discontinuous Galerkin (dG) method can be traced back to [41], where it was introduced as a nonstandard finite element scheme for solving the neutron transport equation. This dG method was analyzed in [36], where it was also applied as a time stepping scheme for initial value problem for ordinary differential equations, and was shown to be equivalent to certain implicit Runge-Kutta methods. Jamet [34] introduced a dG time-stepping scheme for parabolic problems on evolving domains, later extended and analysed in [24, 20, 21, 22, 23]. For an introduction, we refer to the classic monograph [52] and the references therein. In [38], the quasioptimality of the dG time-stepping method for parabolic problems in mesh-dependent norms is established. Also, dG time-stepping convergence analyses under minimal regularity were shown in [57, 14, 15]. In all aforementioned literature, convergence of the discrete solution to the exact solution is achieved by reducing spatial mesh size $h$ and time step size $\tau$ at some fixed (typically low) order.

On the other hand, the $p$- and $hp$-version finite element method (FEM) appeared in the 1980s (see [7, 6], and also the textbook [46] for an extensive survey). $p$- and $hp$-version FEM can achieve exponential rates of convergence when the underlying solution is locally analytic by increasing the polynomial order $p$ and/or locally grading the meshsize towards corner or edge singularities. In this vein, the analyticity in the time-variable in parabolic problems has given rise to the use of $p$- and $hp$-version FEM for time-stepping [4, 5], followed by [44], where $hp$-version dG time-stepping in conjunction with FEM in space was shown to converge exponentially.

Space-time $hp$-version dG methods have also been popular during the last 15 years [49, 53, 56], typically, employing space-time slabs with possibly anisotropic
tensor-product space-time elemental polynomial basis. More recently, space-time hybridizable-dG methods have been developed for flow equations \cite{42,43} and for Hamilton-Jacobi-Bellman equations \cite{47}.

The aim of this work is to present a new \textit{hp}-version space-time dG method for the numerical approximation of parabolic evolution equations. A key attribute of the new method is the use of space-time elemental polynomial bases of \textit{total} degree, say $p$, defined in the \textit{physical} coordinate system, as opposed to standard dG-time stepping methods whereby spatial elemental bases (conforming or non-conforming) are tensorized with temporal basis functions and are mapped from a reference element. This approach leads to a fully discrete \textit{hp}-dG scheme which uses fewer degrees of freedom for each time step, compared to dG-time stepping schemes employing tensorized space-time bases. On the other hand, the use of total degree space-time bases leads to half an order loss in mesh size of the expected rate of convergence in $L_2(L_2)$-norm and in $L_\infty(L_2)$-norm. Nonetheless, the method is shown to converge optimally in the broken $L_2(H^1)$-norm, with the error dominated asymptotically by the spatial convergence rate. The marginal deterioration in the convergence properties, compared to the standard space-time tensorized basis paradigm, turns out to be an acceptable trade-off given the substantial reduction in the local elemental basis cardinality. For earlier use of linear space-time basis functions for large flow computations, we refer to \cite{54,55}.

A second key attribute of the proposed method, stemming from the use of \textit{physical} frame basis functions, is its immediate applicability to extremely general spatial meshes consisting of \textit{polytopic} elements (polygonal/polyhedral elements in two/three space dimensions), giving rise to \textit{prismatic space-time elements}. Finite element methods with general-shaped elements have enjoyed a strong recent interest in the literature, aiming to reduce the computational cost of standard approaches based on simplicial or box-type elements, see, e.g., \cite{18,19,17,16,2,8,13,39,32} for dG schemes, \cite{31,50,10,9} for conforming schemes, and the references therein.

Here, we prove the unconditional stability of the new space-time dG method, via the proof of an inf-sup condition for space-time elements with arbitrary aspect ratio between the time-step $\tau$ and the local spatial mesh-size $h$; this is an extension of the respective result from \cite[Lemma 5.1]{11}, where global shape-regularity was required. As in \cite{13,11}, the analysis allows for arbitrarily small/degenerate $(d-k)$-dimensional element facets, $k=1, \ldots, d-1$, with $d$ denoting the spatial dimension. However, by considering different mesh assumptions compared to \cite{13,11}, the proposed method is proved to be stable also, independently of the number of $(d-1)$-dimensional faces per element. (Note that the elemental basis is \textit{independent} of the element’s geometry, and in particular of the number of faces.) To the best of our knowledge, this is the first result in the literature whereby polytopic meshes with arbitrary number of faces are allowed. This setting gives great flexibility in resolving complicated geometrical features without resorting to locally overly-refined meshes, and in designing multi-level solvers \cite{2,8}. For instance, this result can be viewed as the theoretical justification for the numerical experiments in \cite{1,3}.

Furthermore, under a \textit{space-time shape-regularity} assumption, \textit{hp}-a priori error bounds are proven in the broken $L_2(H^1)$- and $L_2(L_2)$-norms, combining the classical duality approach with careful use of approximation arguments to circumvent the fundamental impossibility to apply ‘tensor-product’ arguments (as is standard in this context \cite{52}) in the present setting. Instead, a new argument, based on judicious use of the space-time local degrees of freedom, eventually delivers the $L_2(H^1)$-norm
and $L_2(L_2)$-norm error bound, with constants independent of number of faces per element.

The remainder of this work is structured as follows. In Section 2, we introduce the model problem and define the set of admissible subdivisions of the space-time computational domain while the new space-time dG method is formulated in Section 3. In Section 4, we prove an inf-sup condition for the dG scheme. Section 5 is devoted to the a priori error analysis. The practical performance of the new space-time dG method is studied through a series of numerical examples in Section 6, where extensive comparison among different combinations of the spatial and temporal discretizations and the new approach are given.

2. Problem and method. For a Lipschitz domain $\omega \subset \mathbb{R}^d$, $d = 2, 3$, we denote by $H^s(\omega)$ the Hilbertian Sobolev space of index $s \geq 0$ of real-valued functions defined on $\omega$, with seminorm $\| \cdot \|_{H^s(\omega)}$ and norm $\| \cdot \|_{H^s(\omega)}$. For $s = 0$, we have $H^0(\omega) \equiv L_2(\omega)$ with inner product $(\cdot, \cdot)_\omega$ and induced norm $\| \cdot \|_\omega$; when $\omega = \bar{\Omega}$, the problem domain, we shall drop the subscript and write $(\cdot, \cdot)$ and $\| \cdot \|$, respectively, for brevity. We also let $L_p(\omega)$, $p \in [1, \infty]$, denote the standard Lebesgue space on $\omega$, equipped with the norm $\| \cdot \|_{L_p(\omega)}$. Further, with $|\omega|$ we shall denote the $d$-dimensional Hausdorff measure of $\omega$. Standard Bochner spaces of functions which map a (time) interval $I$ to a Banach space $X$ will also be employed. $L_2(I; X)$ and $H^s(I; X)$ are the corresponding Lebesgue and Sobolev spaces, while $C(I; X)$ denotes the space of continuous functions.

2.1. Model problem. Let $\Omega$ be a bounded open polyhedral domain in $\mathbb{R}^d$, $d = 2, 3$, and let $J := (0, T)$ a time interval with $T > 0$. We consider the linear parabolic problem:

$$\partial_t u - \nabla \cdot (a \nabla u) = f \quad \text{in } J \times \Omega,$$

$$u|_{t=0} = u_0 \quad \text{on } \Omega, \quad \text{and } u = g_D \quad \text{on } J \times \partial \Omega,$$

for $f \in L_2(J; L_2(\Omega))$ and $a \in L_\infty(J \times \Omega)^{d \times d}$, symmetric with

$$\xi^\top a(t, x) \xi \geq \theta |\xi|^2 > 0 \quad \forall \xi \in \mathbb{R}^d, \quad \text{a.e. } (t, x) \in J \times \Omega,$$

for some constant $\theta > 0$. Note that the differential operator $\nabla := (\partial_1, \partial_2, \ldots, \partial_d)$, i.e., is applied to the spatial variables only. For $u_0 \in L_2(\Omega)$ and $g_D = 0$ the problem (2.1) is well-posed and there exists a unique solution $u \in L_2(J; H_0^1(\Omega))$ with $u \in C(J; L_2(\Omega))$ and $\partial_t u \in L_2(J; H^{-1}(\Omega))$ [35, 37].

2.2. Finite element spaces. Let $T$ be a partition of the time interval $J$ into $N_I$ time steps $\{I_n\}_{n=1}^{N_I}$, with $I_n = (t_{n-1}, t_n)$ with respective set of nodes $\{t_n\}_{n=0}^{N_I}$ defined so that $0 = t_0 < t_1 < \ldots < t_{N_I} = T$. Set also $\tau_n := t_n - t_{n-1}$, the length of $I_n$.

For the spatial mesh, we shall adopt the setting from [13, 11] (albeit with different assumptions on admissible meshes as we shall see below), with $T$ being a subdivision of spatial domain $\bar{\Omega}$ into disjoint open polygonal ($d = 2$) or polyhedral ($d = 3$) elements $\kappa$ such that $\bar{\Omega} = \bigcup_{\kappa \in T} \bar{\kappa}$. In the absence of hanging nodes/edges, we define the interfaces of the mesh $T$ to be the set of $(d-1)$-dimensional facets of the elements $\kappa \in T$. To facilitate the presence of hanging nodes/edges, which are permitted in $T$, the interfaces of $T$ are defined to be the intersection of the $(d-1)$-dimensional facets of neighbouring elements. Hence, for $d = 2$, the interfaces of a given element $\kappa \in T$ will consist of line segments (one-dimensional simplices), while for $d = 3$, we assume that each interface of an element $\kappa \in T$ may be subdivided into a set of co-planar triangles (two-dimensional simplices). We shall, therefore, use the terminology
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Fig. 1. 30-gon with \( \bigcup_{i=1}^{30} s_i^\kappa = \bar\kappa \) (left); star shaped polygon with \( \bigcup_{i=1}^{10} s_i^\kappa \subseteq \bar\kappa \) (right).

‘face’ to refer to a \((d-1)\)-dimensional simplex which forms part of the interface of an element \( \kappa \in \mathcal{T} \). For \( d = 2 \), the face and interface of an element \( \kappa \in \mathcal{T} \) necessarily coincide. We also assume that, for \( d = 3 \), a sub-triangulation of each interface into faces is given. We shall denoted by \( \mathcal{E} \) the union of all open mesh faces, i.e., \( \mathcal{E} \) consists of \((d-1)\)-dimensional simplices. Further, we write \( \mathcal{E}_{\text{int}} \) and \( \mathcal{E}_{\partial} \) to denote the union of all open \((d-1)\)-dimensional element faces \( F \in \mathcal{E} \) that are contained in \( \Omega \) and in \( \partial\Omega \), respectively. Let also \( \Gamma_{\text{int}} := \{ x \in \Omega : x \in F, F \in \mathcal{E}_{\text{int}} \} \) and \( \Gamma_{\partial} := \{ x \in \Omega : x \in F, F \in \mathcal{E}_{\partial} \} \), while \( \Gamma := \Gamma_{\partial} \cup \Gamma_{\text{int}} \).

**Assumption 2.1 (Spatial mesh).** For any \( \kappa \in \mathcal{T} \), the element boundary \( \partial\kappa \) can be sub-triangulated into non-overlapping \((d-1)\)-dimensional simplices \( \{ F_i^\kappa \}_{i=1}^n \). Moreover, there exists a set of non-overlapping \( d \)-dimensional simplices \( \{ s_i^\kappa \}_{i=1}^n \) contained in \( \kappa \), such that \( \partial s_i^\kappa \cap \partial\kappa = F_i^\kappa \), and

\[
(2.3) \quad h_\kappa \leq C_s \frac{d|s_i^\kappa|}{|F_i^\kappa|},
\]

with \( C_s > 0 \) constant independent of the discretization parameters, the number of faces per element, and the face measures.

**Remark 2.2.** Meshes made of polytopes which are finite union of polytopes with the latter being uniformly star-shaped with respect to the largest inscribed circle will satisfy Assumption 2.1.

In Figure 1, we exemplify two different polygons satisfying the above mesh regularity assumption. We note that the assumption does not give any restrictions on neither the number nor the measure of the elemental faces. Indeed, shape irregular simplices \( s_i^\kappa \), with base \( |F_i^\kappa| \) of small size compared to the corresponding height \( d|s_i^\kappa|/|F_i^\kappa| \), are allowed: the height, however, has to be comparable to \( h_\kappa \); cf., the left polygon on Figure 1. Further, we note that the union of the simplices \( s_i^\kappa \) does not need to cover the whole element \( \kappa \), as in general it is sufficient to assume that

\[
(2.4) \quad \bigcup_{i=1}^N s_i^\kappa \subseteq \bar\kappa;
\]

cf., the right polygon on Figure 1. In the following, we shall use \( s_i^\kappa \) instead of \( s_i^\kappa \) when no confusion is likely to occur.

The space-time mesh \( \mathcal{U} \times \mathcal{T} \) is allowed to include locally smaller time-steps as follows. Over each time interval \( I_n \), \( n = 1, \ldots, N_t \), we may consider the local time partition \( \mathcal{U}_n(\mathcal{T}) \) that, for each space element \( \kappa \in \mathcal{T} \), yields a subdivision of the time
interval $I_n$ into $N_n^\kappa$ local time steps $I_{n,j}^\kappa = (t_{n,j-1}, t_{n,j})$, $j = 1, \ldots, N_n^\kappa$, with respect to the local time nodes $\{t_{n,j}\}_{j=0}^{N_n^\kappa}$, defined so that $t_{n-1} := t_{n,0} < t_{n,1} < \cdots < t_{n,N_n^\kappa} := t_n$. Further, we set $\tau_{n,j} := t_{n,j} - t_{n,j-1}$ to be the length of $I_{n,j}^\kappa$.

For every time interval $I_n \in \mathcal{U}$ and every space element $\kappa \in \mathcal{T}$, with local time partition $\mathcal{U}_n(\mathcal{T})$, we define the $(d+1)$-dimensional space-time prismatic element $\kappa_{n,j} := I_{n,j}^\kappa \times \kappa$; see Figure 2 for an illustration. Let $p_{n,j}$ denote the (positive) polynomial degree of the space-time element $\kappa_{n,j}$, and collect $p_{n,j}$ in the vector $\mathbf{p} := (p_{\kappa_{n,j}} : \kappa_{n,j} \in \mathcal{U}_n(\mathcal{T}) \times \mathcal{T})$. We define the space-time finite element space with respect to the time interval $I_n$, subdivision $\mathcal{T}$, local time partition $\mathcal{U}_n(\mathcal{T})$, and polynomial degree $\mathbf{p}$ by

$$V^p(I_n; \mathcal{T}; \mathcal{U}_n(\mathcal{T})) := \{ u \in L_2(I_n \times \Omega) : u|_{\kappa_{n,j}} \in \mathcal{P}_{p_{\kappa_{n,j}}}(\kappa_{n,j}), \kappa_{n,j} \in \mathcal{U}_n(\mathcal{T}) \times \mathcal{T}, \}$$

where $\mathcal{P}_{p_{\kappa_{n,j}}}(\kappa_{n,j})$ denotes the space of polynomials of total degree $p_{\kappa_{n,j}}$ on $\kappa_{n,j}$. The space-time finite element space $S^p(\mathcal{U}; \mathcal{T})$ with respect to $\mathcal{U}$, $\mathcal{T}$, $\mathbf{p}$, and, implicitly, $\mathcal{U}_n(\mathcal{T})$, is defined as $S^p(\mathcal{U}; \mathcal{T}) = \bigoplus_{n=1}^{N_n^\kappa} V^p(I_n; \mathcal{T}; \mathcal{U}_n(\mathcal{T}))$. As is standard in this context of local time-stepping, the resulting dG method is implicit with respect to all the local time-steps within the same time-interval $I_n$.

Note that the local elemental polynomial spaces employed in the definition of $S^p(\mathcal{U}; \mathcal{T})$ are defined in the physical coordinate system, without the need to map from a given reference/canonical frame; cf. [13]. This setting is crucial to retain full approximation of the finite element space, independently of the element shape. Note that $S^p(\mathcal{U}; \mathcal{T})$ employs fewer degrees of freedom per space-time element as compared to tensor-product polynomial bases of the same order in space and time.

We shall also make use of the broken space-time Sobolev space $H^1(J \times \Omega; \mathcal{U}; \mathcal{T})$, up to composite order $1 := (l_{\kappa_{n,j}} : \kappa_{n,j} \in \mathcal{U}_n(\mathcal{T}) \times \mathcal{T}, n = 1, \ldots, N_l)$ defined by

$$H^1(J \times \Omega; \mathcal{U}; \mathcal{T}) = \{ u \in L_2(J \times \Omega) : u|_{\kappa_{n,j}} \in H^{l_{\kappa_{n,j}}}(\kappa_{n,j}), \kappa_{n,j} \in \mathcal{U}_n(\mathcal{T}) \times \mathcal{T} \}.$$

Let $h_{\kappa_{n,j}}$ denote the diameter of the space-time element $\kappa_{n,j}$; for convenience, we collect the $h_{\kappa_{n,j}}$ in the vector $\mathbf{h} := (h_{\kappa_{n,j}} : \kappa_{n,j} \in \mathcal{U}_n(\mathcal{T}) \times \mathcal{T}, n = 1, \ldots, N_l)$. Moreover, we define the broken Sobolev space $H^1(\Omega, \mathcal{T})$ with respect to the subdivision $\mathcal{T}$ as follow

$$H^1(\Omega, \mathcal{T}) = \{ u \in L_2(\Omega) : u|_\kappa \in H^1(\kappa), \kappa \in \mathcal{T} \}.$$
For \( u \in H^1(\Omega, \mathcal{T}) \), we define the broken spatial gradient \( (\nabla_h u)_\kappa = \nabla(u|_\kappa) \), \( \kappa \in \mathcal{T} \), which will be used to construct the forthcoming dG method.

### 2.3. Trace operators.

We denote by \( \mathcal{F} \) a generic \( d \)-dimensional face of a space-time element \( \kappa_{n,j} \in \mathcal{U}_n(\mathcal{T}) \times \mathcal{T} \), which should be distinguished from the \((d-1)\)-dimensional face \( F \) of the spatial element \( \kappa \in \mathcal{T} \). For any space-time element \( \kappa_{n,j} \in \mathcal{U}_n(\mathcal{T}) \times \mathcal{T} \), we define \( \partial \kappa_{n,j} \) to be the union of all \( d \)-dimensional open faces \( F \) of \( \kappa_{n,j} \). For convenience, we further subdivide \( \mathcal{F} \) into two disjoint subsets

\[
\mathcal{F}^\parallel := \mathcal{F} \subset I_{n,j}^\perp \times \partial \kappa, \quad \text{and} \quad \mathcal{F}^\perp := \mathcal{F} \subset \partial I_{n,j}^\perp \times \kappa,
\]

i.e., the parallel and perpendicular to the time direction boundaries, respectively. Hence, for each \( \kappa_{n,j} \), there exist exactly two \( d \)-dimensional faces \( \mathcal{F}^\parallel \) and the number of \( d \)-dimensional faces \( \mathcal{F}^\perp \) is equal to the number of \((d-1)\)-dimensional spatial faces \( F \) of the spatial element \( \kappa \).

Let \( \kappa_{n,j,1} \) and \( \kappa_{n,j,2} \) be two adjacent space-time elements sharing a face \( \mathcal{F}^\parallel = \partial \kappa_{n,j,1} \cap \partial \kappa_{n,j,2} \) and \( (t, x) \in \mathcal{F}^\parallel \subset J \times \Gamma_{\text{int}} \); let also \( \tilde{\mathbf{n}}_{\kappa_{n,j,1}} \) and \( \tilde{\mathbf{n}}_{\kappa_{n,j,2}} \) denote the outward unit normal vectors on \( \mathcal{F}^\parallel \), relative to \( \partial \kappa_{n,j,1} \) and \( \partial \kappa_{n,j,2} \), respectively. Then, for \( v \) and \( \mathbf{q} \), scalar- and vector-valued functions, respectively, smooth enough for their traces on \( \mathcal{F}^\parallel \) to be well defined, we define the averages \( \{ v \} := \frac{1}{2} (v|_{\kappa_{n,j,1}} + v|_{\kappa_{n,j,2}}) \), \( \{ \mathbf{q} \} := \frac{1}{2} (\mathbf{q}|_{\kappa_{n,j,1}} + \mathbf{q}|_{\kappa_{n,j,2}}) \), and the jumps \( [v] := v|_{\kappa_{n,j,1}} - v|_{\kappa_{n,j,2}} \), \( [\mathbf{q}] := \mathbf{q}|_{\kappa_{n,j,1}} - \mathbf{q}|_{\kappa_{n,j,2}} \), respectively. On a boundary face \( \mathcal{F}^\parallel \subset J \times \Gamma_{\text{D}} \) and \( \mathcal{F}^\perp \subset \partial \kappa_{n,j} \), we set \( \langle v \rangle = v|_{\kappa_{n,j}} \), \( \{ \mathbf{q} \} = \mathbf{q}|_{\kappa_{n,j}} \), \( [v] = v|_{\kappa_{n,j}} - \tilde{\mathbf{n}}_{\kappa_{n,j}} \cdot \mathbf{n}_{\kappa_{n,j}} \), \( \{ \mathbf{q} \} = \mathbf{q}|_{\kappa_{n,j}} - \tilde{\mathbf{n}}_{\kappa_{n,j}} \cdot \mathbf{n}_{\kappa_{n,j}} \), with \( \mathbf{n}_{\kappa_{n,j}} \) denoting the unit outward normal vector on the boundary. Upon defining

\[
u_n^+ := \lim_{s \to 0^+} u(t_n + s), \quad 0 \leq n \leq N_t - 1, \quad \nu_n^- := \lim_{s \to 0^+} u(t_n - s), \quad 1 \leq n \leq N_t,
\]

the time-jump across \( t_n \), \( n = 1, \ldots, N_t - 1 \) is given by \( |u|_n := u_n^+ - u_n^- \). Similarly, the time-jump across the interior time nodes \( t_{n,j} \), \( j = 1, \ldots, N_t^\kappa - 1, \) \( n = 1, \ldots, N_t \) is given by \( |u|_{n,j} := u_{n,j}^+ - u_{n,j}^- \).

### 3. Space-time dG method.

Equipped with the above notation, we can now describe the space-time discontinuous Galerkin method for the problem (2.1), reading: find \( u_h \in \mathcal{S}(\mathcal{U}; \mathcal{T}) \) such that

\[
B(u_h, v_h) = \ell(v_h), \quad \text{for all } v_h \in \mathcal{S}(\mathcal{U}; \mathcal{T}),
\]

where \( B : \mathcal{S}(\mathcal{U}; \mathcal{T}) \times \mathcal{S}(\mathcal{U}; \mathcal{T}) \rightarrow \mathbb{R} \) is defined as

\[
B(u, v) := \sum_{n=1}^{N_t} \int_{\Omega_n} \left( (\partial_t u + a(u, v)) dt + \sum_{n=2}^{N_t} \left( (|u|_{n-1}, v_{n-1}^-) + (u_0^+, u_0^-) \right) 
+ \sum_{\kappa \in \mathcal{T}} \sum_{n=1}^{N_t^\kappa} \sum_{j=2}^{N_t^\kappa} \left( (|u|_{n,j-1}, v_{n,j-1}^-) \right) \right)
\]

with the spatial bilinear form \( a(\cdot, \cdot) \) given by

\[
a(u, v) := \sum_{\kappa \in \mathcal{T}} \int_{\kappa} a \nabla u \cdot \nabla v \, dx - \int_{\Gamma} \left( \|a \nabla u\| \cdot [v] + \|a \nabla v\| \cdot [u] - \sigma[u] \cdot [v] \right) \, ds,
\]
and the linear functional \( \ell : S^p(\mathcal{U}; \mathcal{T}) \to \mathbb{R} \) given by

\[
\ell(v) := \sum_{n=1}^{N_n} \int_{I_n} \left( (f, v) - \int_{\Gamma_D} g_D \left( (a \nabla_h v) \cdot n - \sigma v \right) ds \right) dt + (u_0, v_0^+).
\]

The non-negative function \( \sigma \in L_\infty(J \times \Gamma) \) appearing in \( a \) and \( \ell \) above is referred to as the discontinuity-penalization parameter; its precise definition, depending on the diffusion tensor \( a \) and on the discretization parameters, will be given in Lemma 4.3 below.

The use of prismatic meshes is key in that it permits to solve for each time-step separately: for each time interval \( I_n \in \mathcal{U}, n = 2, \ldots, N_1 \), the solution \( U_n = u_h|_{I_n} \in V^p(I_n; \mathcal{T}; \mathcal{U}_n(\mathcal{T})) \) is given by:

\[
\int_{I_n} (\partial_t U_n, V_n) + a(U_n, V_n) dt + (U_{n-1}^+, V_{n-1}^+) + \sum_{\kappa \in \mathcal{T}} \sum_{j=2}^{N_n} (|u|_{n,j-1}^+, v_{n,j-1}^+) \kappa
= \int_{I_n} \left( (f, V_n) - \int_{\Gamma_D} g_D \left( (a \nabla_h V_n) \cdot n - \sigma V_n \right) ds \right) dt + (U_{n-1}^-, V_{n-1}^-),
\]

for all \( V_n \in V^p(I_n; \mathcal{T}; \mathcal{U}_n(\mathcal{T})) \), with \( U_{n-1}^- \) serving as the initial datum at time step \( I_n \); for \( n = 1 \), we set \( U_0^- = u_0 \).

In the interest of simplicity of the presentation, we shall not explicitly carry through the local time-steps in the stability and the a-priori error analysis that follows. Indeed, the general case including local time partitions can be derived by slightly modifying the analysis in a straightforward fashion. Removing the local time-step notation, the last term in the dG bilinear form (3.2) and the last term on the left hand side of (3.3) vanish.

4. Stability. We shall establish the unconditional stability of the above space-time dG method, via the derivation of an inf-sup condition for arbitrary aspect ratio between the time-step and the local spatial mesh-size. The proof circumvents the global shape-regularity assumption, required in the respective result from [11, Theorem 5.1] for the case of parabolic problems, and also removes the assumption of uniformly bounded number of faces per element.

4.1. Inverse estimates. We review some \( hp \)-version inverse estimates.

**Lemma 4.1.** Let \( \kappa_n \in \mathcal{U} \times \mathcal{T} \), and let Assumption 2.1 to hold. Then, for each \( v \in P_{p_{\kappa_n}}(\kappa_n) \), we have

\[
\|v\|^2_{L^2(\mathcal{F}\kappa_n)} \leq \frac{(p_{\kappa_n} + 1)(p_{\kappa_n} + d)}{d} \|F\|^2_{L^2(\mathcal{I}_2(\mathcal{L}_2(\mathcal{P}_2)))},
\]

with \( \mathcal{F}\kappa_n = I_n \times F, F \subseteq \partial \kappa \cap \partial S^F_\kappa \) and \( S^F_\kappa \) as in Assumption 2.1 sharing \( F \) with \( \kappa \).

**Proof.** The proof follows from the tensor-product structure of \( \kappa_n = I_n \times \kappa \), together with [58, Theorem 3]. \( \square \)

**Lemma 4.2.** Let \( v \in P_{p_{\kappa_n}}(\kappa_n), \kappa_n \in \mathcal{U} \times \mathcal{T} \) and \( G \in \{\kappa_n, \mathcal{F}\kappa_n\} \). Then, there exist positive constants \( C_{\text{inv}}^{(1)} \) and \( C_{\text{inv}}^{(2)} \), independent of \( v, \kappa_n, \tau_n \) and \( p_{\kappa_n} \), such that

\[
\|v\|^2_{L^2(\mathcal{F}\kappa_n)} \leq C_{\text{inv}}^{(1)} \frac{p_{\kappa_n}^2}{\tau_n} \|v\|^2_{L^2(\mathcal{F}\kappa_n)},
\]
(4.3) \[ \| \partial_t v \|_G^2 \leq C_{\text{inv}}^2 \frac{p_{\text{inv}}^4}{\tau_n^2} \| v \|_G^2. \]

**Proof.** The proofs are immediate upon observing the prismatic (tensor-product) structure of \( \kappa_n = I_n \times \kappa; \) see, e.g., [26, 27, 45] for similar arguments. \( \blacksquare \)

### 4.2. Coercivity and continuity

For the error analysis, we introduce an inconsistent bilinear form \( \tilde{a}(\cdot, \cdot), \) (cf. [40]): for \( u, v \in S := L_2(J; H^1(\Omega)) \cap H^1(J; H^{-1}(\Omega)) + \mathbb{S}^p(\mathcal{U}; \mathcal{T}); \) we set

\[
\tilde{B}(u, v) := \sum_{n=1}^{N_t} \int_{I_n} (\partial_t u, v) + \tilde{a}(u, v) \ dt + \sum_{n=1}^{N_n} (u_n, v_n^+ + (u_0, v_0^+),
\]

where

\[
\tilde{a}(u, v) := \sum_{\kappa \in \mathcal{T}} a \nabla u \cdot \nabla v \ dx - \int_{\Gamma} \left( \| a \Pi_2(\nabla u) \| \cdot [v] + \| a \Pi_2(\nabla v) \| \cdot [u] - \sigma [u] \cdot [v] \right) \ ds,
\]

and a modified linear functional \( \tilde{\ell} : S \rightarrow \mathbb{R}, \) given by

\[
\tilde{\ell}(v) := \sum_{n=1}^{N_t} \int_{I_n} (f, v) - \int_{\Gamma_D} g_D \left( a \Pi_2(\nabla_h v) \cdot \mathbf{n} - \sigma v \right) \ ds \ dt + (u_0, v_0^+);
\]

here, \( \Pi_2 : [L_2(J; L_2(\Omega))]^d \rightarrow [\mathbb{S}^p(\mathcal{U}; \mathcal{T})]^d \) denotes the vector-valued \( L_2 \)-projection onto \( [\mathbb{S}^p(\mathcal{U}; \mathcal{T})]^d. \) It is immediately clear, therefore, that \( B(u_v, v_v) = \tilde{B}(u_v, v_v) \) and \( \ell(v_v) = \tilde{\ell}(v_v), \) for all \( v_v \in \mathbb{S}^p(\mathcal{U}; \mathcal{T}); \)

Let \( \sqrt{\tilde{a}} \) be the square root of \( a \) and set \( \tilde{a}_{\kappa_n} = |\sqrt{\tilde{a}}|_{\kappa_n}; \) for \( \kappa_n \in \mathcal{U} \times \mathcal{T}, \) with \( | \cdot |_2 \) denoting the matrix \( l_2 \)-norm. We introduce the \( d\text{G} \)-norm \( ||| \cdot |||_d \): \n
\[
||| v |||_d := \left( \int_J \| v \|_d^2 \ dt + \frac{1}{2} \| v_0^+ \|_d^2 + \sum_{n=1}^{N_n-1} \frac{1}{2} \| v_n \|_d^2 + \frac{1}{2} \| v_{n+1}^+ \|_d^2 \right)^{1/2},
\]

with \( ||| v |||_4 := \left( \| \sqrt{\tilde{a}} \nabla_h v \|_2^2 + \| \sqrt{\sigma} [v] \|_2^2 \right)^{1/2}. \)

**Lemma 4.3.** Let Assumption 2.1 hold and let \( \sigma : J \times \Gamma \rightarrow \mathbb{R}_{+} \) be defined face-wise over all \( F \) by

\[
\sigma(t, x) := C_{\sigma} \max_{\kappa_n : F \cap \kappa_n \neq \emptyset} \left\{ \frac{\bar{a}_{\kappa_n}^2(p_{\kappa_n} + 1)(p_{\kappa_n} + d)}{h_{\kappa}} \right\}, \quad F \subset J \times \Gamma,
\]

with \( C_{\sigma} > 0 \) sufficiently large, independent of discretization parameters and the number of faces per element. Then, for all \( v \in S, \) we have

\[
\int_J \tilde{a}(v, v) \ dt \geq C_{\text{coer}}^d \int_J ||| v |||_d^2 \ dt,
\]

\[
\int_J \tilde{a}(w, v) \ dt \leq C_{\text{cont}}^d \int_J ||| w |||_d \ ||| v |||_d \ dt,
\]

\[
\tilde{B}(v, v) \geq C \| v \|_{dG}^2,
\]
for all \( v \in \mathcal{S} \), with the positive constants \( C_{\text{coer}} \), \( C_{\text{cont}} \) and \( \bar{C} \), independent of the discretization parameters, the number of faces per element, and of \( v \).

Proof. The proof of these inequalities is standard (see, e.g., [16]) for the most part and, thus, we shall focus on the treatment of the face terms in view of the new definition of the discontinuity penalization parameter (4.6). To this end, using (4.1), the stability of the \( L_2 \)-projection \( \Pi_2 \), the uniform ellipticity (2.2) together with (2.3) and (2.4), we have we deduce that

\[
\int_{\Gamma} \int \left\{ \alpha \Pi_2(\nabla_h v) \right\} \cdot [v] \, ds \, dt \\
\leq \varepsilon \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \sum_{F \subset \partial \kappa_n} \frac{\sigma^{-1} a_{\kappa_n}^2 (p_{\kappa_n} + 1)(p_{\kappa_n} + d)}{d} \frac{|F|}{|\kappa_n|} \|\Pi_2 \nabla v\|_{L^2(I_1; L^2(s^F_{\kappa_n}))}^2 \\
+ \frac{1}{4 \epsilon} \sum_{F \subset \partial \kappa_n} \|\sigma^{1/2}[v]\|_{\Gamma}^2
\]

(4.10) \leq \frac{\epsilon C_s}{\theta C_{\sigma}} \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \|\sqrt{\alpha \nabla v}\|_{\kappa_n}^2 + \frac{1}{4 \epsilon} \sum_{F \subset \partial \kappa_n} \|\sigma^{1/2}[v]\|_{\Gamma}^2.

Thereby, we deduce

\[
\int_{\Omega} \tilde{a}(v, v) \, dt \geq (1 - \frac{2\epsilon C_s}{\theta C_{\sigma}}) \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \|\sqrt{\alpha \nabla v}\|_{\kappa_n}^2 + (1 - \frac{1}{2 \epsilon}) \int_{\Gamma} \|\sigma^{1/2}[v]\|_{\Gamma}^2 \, ds \, dt.
\]

Hence, the bilinear form \( \tilde{a}(\cdot, \cdot) \) is coercive over \( \mathcal{S} \times \mathcal{S} \) for \( \epsilon > 1/2 \) and \( C_{\sigma} > 2C_s \epsilon/\theta \).\( C_{\sigma} \) depends on constant \( C_s \), but is independent of number of faces per element. The continuity relation (4.8) can be proved by the similar arguments. For (4.9), integration by parts on the first term on the right-hand side of (4.4) along with (4.7) yield

\[
\tilde{B}(v, v) \geq C_{\text{coer}} \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \|v\|_{\kappa_n}^2 + \frac{1}{2} \|v_0\|_{\kappa_n}^2 + \sum_{n=1}^{N-1} \frac{1}{2} \|v_{n+1}\|_{\kappa_n}^2 + \frac{1}{2} \|v_{N+1}\|_{\kappa_n}^2 \geq \bar{C} \|v\|_{DG}^2,
\]

with \( \bar{C} = \min\{1, C_{\text{coer}}\} \). \( \square \)

We stress that the above proof of coercivity of the elliptic part of the bilinear form follows different arguments from those used in [13]. Our approach is dictated by the mesh regularity Assumption 2.1 allowing for arbitrary number of faces per element. In contrast, in [13], no shape regularity was explicitly assumed at the expense of imposing a uniform bound on the number of faces per element. Clearly, the two approaches can be combined to produce admissible discretisations on even more general mesh settings; we refrain from doing so here in the interest of brevity and we refer to the forthcoming [12] for the complete treatment. Nonetheless, all convergence and stability theory presented in this work is also valid under the mesh assumptions from [13].

Remark 4.4. The coercivity constant may depend on the shape regularity constant \( C_s \) and on the uniform ellipticity constant \( \theta \). To avoid the dependence on the latter, it is possible to combine the present developments with the dG method proposed in [28]; we refrain from doing so here, in the interest of simplicity of the presentation.

4.3. Inf-sup condition. We shall now prove an inf-sup condition for the space-time dG method for a stronger streamline-diffusion norm given by

\[
\|v\|_s^2 := \|v\|_{DG}^2 + \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \lambda_{\kappa_n} \|\partial_t v\|_{\kappa_n}^2,
\]

(4.11)
where $\lambda_{n} := \tau_{n}/\tilde{p}_{n}^{2}$, for $p_{n} \geq 1$ and $\tilde{p}_{n}$ defined as

$$\tilde{p}_{n} := \max_{\mathcal{F} \subset \partial \kappa_{n}} \left\{ \max_{\tilde{\kappa}_{n} \in (\kappa_{n} \cap \mathcal{F})} \{p_{\kappa_{n}}\} \right\} \forall \kappa_{n} \in \mathcal{U} \times \mathcal{T}.$$

**Theorem 4.5.** Given Assumption 2.1, there exists a constant $\Lambda_{s} > 0$, independent of the temporal and spatial mesh sizes $\tau_{n}, h_{n}$, of the polynomial degree $p_{n}$, and of the number of faces per element, such that:

$$\inf_{\nu \in \mathcal{S}^{p}(\mathcal{U}; \mathcal{T}) \setminus \{0\}} \sup_{\mu \in \partial \mathcal{S}^{p}(\mathcal{U}; \mathcal{T}) \setminus \{0\}} \frac{\tilde{B}(\nu, \mu)}{\|\nu\|_{s} \|\mu\|_{s}} \geq \Lambda_{s}. \quad (4.12)$$

**Proof.** For $\nu \in \mathcal{S}^{p}(\mathcal{U}; \mathcal{T})$, we select $\mu := \nu + \alpha \nu_{s}$, with $\nu_{s}|_{\kappa_{n}} := \lambda_{n} \partial_{s} \nu$, $\kappa_{n} \in \mathcal{U} \times \mathcal{T}$, with $0 < \alpha \in \mathbb{R}$, at our disposal. Then, (4.12) follows if both the following:

$$\|\mu\|_{s} \leq C_{s} \|\nu\|_{s}, \quad (4.13)$$

and

$$\tilde{B}(\nu, \mu) \geq C_{s} \|\nu\|_{s}^{2}, \quad (4.14)$$

hold, with $C_{s} > 0$ and $C_{s} > 0$ constants independent of $h_{n}$, $\tau_{n}$, $p_{n}$, number of faces per element, and $\Lambda_{s} = C_{s}/C_{s}$.

To show (4.13), we start by considering the jump terms at time nodes $\{t_{n}\}_{n=0}^{N_{t}}$. Employing (4.2), we have

$$\sum_{\kappa_{n} \in \mathcal{U} \times \mathcal{T}} \lambda_{n}^{2} \|\partial_{s} \nu_{s}\|_{\kappa_{n}}^{2} \leq \sum_{\kappa_{n} \in \mathcal{U} \times \mathcal{T}} C_{inv}^{2} \frac{\lambda_{n}^{2} \tau_{n}^{2} p_{n}^{4}}{\tau_{n}^{2}} \left(\lambda_{n} \|\partial_{s} \nu\|_{\kappa_{n}}^{2}\right) \leq C_{1} \|\nu\|_{s}^{2}. \quad (4.15)$$

Using (4.3) with $G = \kappa_{n}$, the second term on the right-hand side of (4.11) is estimated by

$$\sum_{\kappa_{n} \in \mathcal{U} \times \mathcal{T}} \lambda_{n}^{2} \|\partial_{s} \nu_{s}\|_{\kappa_{n}}^{2} \leq C_{s} \|\nu\|_{s}^{2}. \quad (4.16)$$

Next, for the first term on the right-hand side of (4.11), employing (4.3) with $G = \kappa_{n}$, the uniform ellipticity condition (2.2), together with Fubini’s theorem, we have

$$\sum_{\kappa_{n} \in \mathcal{U} \times \mathcal{T}} \|\sqrt{\mathbf{a}} \nabla \nu_{s}\|_{\kappa_{n}}^{2} \leq \sum_{\kappa_{n} \in \mathcal{U} \times \mathcal{T}} \lambda_{n} \|\partial_{s} (\nabla \nu)\|_{\kappa_{n}}^{2} \leq \sum_{\kappa_{n} \in \mathcal{U} \times \mathcal{T}} C_{inv} \frac{\lambda_{n}^{2} \tau_{n}^{2} p_{n}^{4}}{\tau_{n}^{2}} \|\nabla \nu\|_{\kappa_{n}}^{2} \leq \sum_{\kappa_{n} \in \mathcal{U} \times \mathcal{T}} C_{inv} \frac{\lambda_{n}^{2} \tau_{n}^{2} p_{n}^{4}}{\tau_{n}^{2}} \|\sqrt{\mathbf{a}} \nabla \nu\|_{\kappa_{n}}^{2} \leq C_{3} \|\nu\|_{s}^{2}. \quad (4.17)$$

Finally, employing (4.3) with $G = F_{\parallel}$, we have

$$\int_{\mathcal{U}} \int_{\mathcal{T}} \|\nu_{s}\|^{2} ds dt \leq \sum_{\mathcal{F} \subset J \times \mathcal{T}} \sigma C_{inv} \frac{\lambda_{n}^{2}}{\tau_{n}^{2}} \left(\max_{\kappa_{n} \in (\kappa_{n} \cap \mathcal{F})} \{p_{\kappa_{n}}\}\right)^{4} \|\nu\|_{F}^{2} \leq C_{4} \|\nu\|_{s}^{2}. \quad (4.18)$$
Combining the above, we have $\|u_s\| \leq C \|u\|$, where $C = \sqrt{\sum_{i=1}^{4} C_i}$, or

$$\|u\| \leq C \|u\| + \alpha \|u_s\| \leq (1 + \alpha C) \|u\| \equiv C^*(\alpha) \|u\|. \tag{4.18}$$

For (4.14), we start by noting that $\tilde{B}(\nu, \mu) = B(\nu, \nu) + \alpha \tilde{B}(\nu, \nu)$; we observe

$$\tilde{B}(\nu, \nu_s) = \sum_{n=1}^{N_t} \left( \sum_{\kappa_n \in U \times T} \lambda_{\kappa_n} \| \partial_t \nu \|_{C^{1,0}}^2 \right) + \sum_{n=1}^{N_t} \left( \| \nu \|_{\kappa_n - 1, \tau_n}^+ + \| \nu \|_{\kappa_n, \tau_n}^+ \right). \tag{4.19}$$

Further, using (4.2) and the arithmetic mean inequality, we have

$$\sum_{n=2}^{N_t} \left( \| \nu \|_{\kappa_n - 1, \tau_n}^+ \right) \leq \sum_{\kappa_n \in U \times T} \| \nu \|_{\kappa_n - 1, \tau_n}^2 \leq \sum_{\kappa_n \in U \times T} \lambda_{\kappa_n} \| \partial_t \nu \|_{\kappa_n}^2 \leq \sum_{\kappa_n \in U \times T} \lambda_{\kappa_n} \| \partial_t \nu \|_{\kappa_n}^2 + 4C_{\text{inv}}^1 \left( \| \nu_0 \|_{\kappa_n}^2 + \| \nu \|_{\kappa_n}^2 + \| \nu_{\kappa_n} \|_{\kappa_n}^2 \right), \tag{4.20}$$

where, with slight abuse of notation, we have extended the definition of the time jump $\nu$ to time boundary faces. Next, from (4.8), together with (4.17) and (4.18), we get

$$\sum_{n=1}^{N_t} \int_{I_n} \tilde{a}(\nu, \nu_s) \, dt \leq \sum_{n=1}^{N_t} \int_{I_n} C_{\text{cont}} \| \nu \|_{\kappa_n} \| \nu_s \|_{\kappa_n} \, dt \leq \frac{(C_{\text{cont}})^2}{2} + \left( C_{\text{cont}}^\alpha + C_3 + C_4 \right) \int \| \nu \|^2_3 \, dt. \tag{4.19}$$

Combining (4.9) with (4.19) and (4.20), we arrive to

$$\tilde{B}(\nu, \nu) = B(\nu, \nu) + \alpha \tilde{B}(\nu, \nu_s) \geq \frac{1}{2} - 4C_{\text{inv}}^1 \left( | \nu_0^+ |^2 + \sum_{n=1}^{N_t} \| \nu \|_{\kappa_n}^2 + \| \nu_{\kappa_n} \|_{\kappa_n}^2 \right) + \left( C_{\text{coer}}^{\alpha} - \frac{(C_{\text{cont}})^2 + C_3 + C_4}{2} \right) \int \| \nu \|^2_3 \, dt + \sum_{\kappa_n \in U \times T} \alpha \left( \lambda_{\kappa_n} - \frac{C_{\text{cont}}}{4} \right) \| \partial_t \nu \|_{\kappa_n}^2.$$

The coefficients in front of the norms arising on the right hand side of the above bound are all positive if $\alpha < \min \{ 1/(8C_{\text{inv}}^1), 2C_{\text{coer}}^{\alpha}/((C_{\text{cont}})^2 + C_3 + C_4) \}$, with the latter independent of the discretization parameters and the number of faces per element.

The above result shows that the space-time dG method based on the reduced total-degree-$p$ space-time basis is well posed. It extends the stability proof from [11] to space-time elements with arbitrarily large aspect ratio between the time-step $\tau_n$ and local mesh-size $h_n$ for parabolic problems. Moreover, the above inf-sup condition holds without any assumptions on the number of faces per spatial mesh, too. Therefore, the scheme is shown to be stable for extremely general, possibly anisotropic, space-time meshes.

The above inf-sup condition will be instrumental in the proof of the a priori error bounds below, as the total-degree-$p$ space-time basis does not allow for classical space-time tensor-product arguments [52] to be employed.
Remark 4.6. Crucially, the stability constant in (4.12) is independent of both the temporal mesh size and polynomial degree. However, the respective continuity constant for the bilinear form would scale proportionally to $\tau_n^{-1}$. Nonetheless, this is of no consequence in the a priori error analysis presented below.

5. A priori error analysis.

5.1. Polynomial approximation. In view of using known approximation results, we shall require a shape-regularity assumption for the space-time elements.

Assumption 5.1. We assume the existence of a constant $c_{\text{reg}} > 0$ such that

\[ c_{\text{reg}}^{-1} \leq \frac{h_\kappa}{\tau_n} \leq c_{\text{reg}}, \]

uniformly for all $\kappa_n \in U \times T$, i.e., the space-time elements are also shape-regular.

Following [13, 11], we assume the existence of certain spatial mesh coverings.

Definition 5.2. A covering $\mathcal{T}_\sharp = \{K\}$ related to the polytopic mesh $T$ is a set of shape-regular $d$-simplices or hypercubes $K$, such that for each $\kappa \in T$, there exists a $\kappa \in \mathcal{T}_\sharp$, with $\kappa \subset \kappa$. We refer to Figure 3(a) for an illustration. Given $\mathcal{T}_\sharp$, we denote by $\Omega_\sharp$ the covering domain given by $\Omega_\sharp := \bigcup_{\kappa \in \mathcal{T}_\sharp} \bar{K}$, with $\Omega_\sharp$ denoting the interior of a set $D \subset \mathbb{R}^d$.

Assumption 5.3. There exists a covering $\mathcal{T}_\sharp$ of $T$ and a positive constant $O_{\Omega_\sharp}$, independent of the mesh parameters, such that the subdivision $T$ satisfies $\max_{\kappa \in T} O_\kappa \leq O_{\Omega_\sharp}$, where, for each $\kappa \in T$,

\[ O_\kappa := \text{card } \{ \kappa' \in T : \kappa' \cap \kappa \neq \emptyset, \kappa' \in \mathcal{T}_\sharp \text{ such that } \kappa \subset \kappa' \}. \]

As a consequence, we deduce that $\text{diam}(K) \leq C_{\text{diam}} h_\kappa$, for each pair $\kappa \in T$, $\kappa \in \mathcal{T}_\sharp$, with $\kappa \subset \kappa$, for a constant $C_{\text{diam}} > 0$, uniformly with respect to the mesh size.

Theorem 5.4 ([48]). Let $\Omega$ be a domain with a Lipschitz boundary. Then, there exists a linear extension operator $\mathcal{E} : H^s(\Omega) \to H^s(\mathbb{R}^d)$, $s \in \mathbb{N}_0$, such that $\mathcal{E}v|_\Omega = v$ and $\|\mathcal{E}v\|_{H^s(\mathbb{R}^d)} \leq C\|v\|_{H^s(\Omega)}$, with $C > 0$ constant depending only on $s$ and $\Omega$.

Moreover, we shall also denote by $\mathcal{E}v$ the (trivial) space-time extension $\mathcal{E}v : L^2(J; H^s(\Omega)) \to L^2(J; H^s(\mathbb{R}^d))$ defined as the spatial extension above, for every $t \in J$.

Lemma 5.5. Let $\kappa_n \in U \times T$, $\mathcal{F} \subset \partial \kappa_n$ a face, and $\kappa \in \mathcal{T}_\sharp$ as in Definition 5.2 and let $\kappa_n = I_n \times \kappa$ (see Figure 3(b) for an illustration). Let $v \in L^2(J \times \Omega)$, such
that η ∈ H^l(Ω), for some l ≥ 0. Suppose also that Assumptions 5.1 and 5.3, hold. Then, there exists η ∈ P_P_n(κ), such that

\[ \| v - \bar{v} \|_{H^p(\Omega)} \leq C \frac{h^{2s}}{p^{s}} \| \bar{v} \|_{H^p(\Omega)}, \quad s \geq 0, \]

for 0 ≤ s ≤ l,

\[ \| v - \bar{v} \|_{L^2(\partial \Omega)} \leq C \frac{h^{s-1/2}}{p^{s}} \| \bar{v} \|_{H^p(\Omega)}, \quad l > 1/2, \]

and

\[ \| v - \bar{v} \|_{L^2(\partial \Omega)} \leq C \frac{h^{s-1/2}}{p^{s}} \| \bar{v} \|_{H^p(\Omega)}, \quad l > 1/2, \]

with s = \min\{p + 1, l\}, and C > 0 constant, depending on the shape-regularity of K, but independent of v, h, p and number of faces per element.

Proof. The bound (5.1) can be proved in completely analogous fashion to the bounds appearing in [13, 45]. The proof of (5.2) also follows using an anisotropic version of the classical trace inequality (see, e.g., [26]) and (5.1) for q = 0, 1. We give detailed proof for (5.3). By employing Assumption 2.1, relation (2.3), (2.4), the trace inequality over simplices, arithmetic mean inequality, and (5.1), we have

\[ \| v - \bar{v} \|_{L^2(\partial \Omega)}^2 = \sum_{\partial E \subset \partial \Omega} \| v - \bar{v} \|_{L^2(E)}^2 \]

\[ \leq C \frac{h}{p^{s}} \sum_{\partial E \subset \partial \Omega} \| v - \bar{v} \|_{L^2(I)}^2 + \frac{h}{p^{s}} \| v - \bar{v} \|_{L^2(I)}^2 \]

\[ \leq C \frac{h^{2s-1}}{p^{s}} \| \bar{v} \|_{H^p(\Omega)}, \quad l > 1/2, \]

where the constant C depending on constant from trace inequality and C is in (2.3), but independent of the discretization parameters and number of faces per element, see [16, Lemma 1.49].

Remark 5.6. Assumption 5.1 is the result of the use of the projector Π onto the space-time total degree P_p elemental basis in the analysis. Nonetheless, we emphasise that the dG scheme introduced in this work allows for the use of different type of space-time basis over general shaped space-time prismatic elements. For problems with singularities in time, bases with anisotropic tensor product space-time basis could be used instead, while elements with total degree P_p basis would be used in spatio-temporal regions where the solution is characterised by isotropic behaviour.

5.2. Error-analysis. We first give an a priori error bound for the space-time dG scheme (3.1) in the \( \| \cdot \|_\infty \)-norm, before using this bound to prove a respective L_2(L_2) norm a priori error bound.

Theorem 5.7. Let Assumptions 2.1, 5.1 and 5.3 hold, and let \( u_h \in S^p(U; \mathcal{T}) \) be the space-time dG approximation to the exact solution \( u \in L_2(J; H^1(\Omega)) \cap H^1(J; H^{-1}(\Omega)) \), with the discontinuity-penalization parameter given by (4.6), and suppose that \( u_{\kappa} \in \)
\( H^{l_{\kappa}}(\kappa_n), l_{\kappa_n} \geq 1, \) for each \( \kappa_n \in U \times T, \) such that \( \mathcal{E}u|_{\kappa_n} \in H^{l_{\kappa}}(\kappa_n). \) Then, the following error bound holds:

\[
(5.4) \| u - u_h \|_{H^l}^2 \leq C \sum_{\kappa_n \in U \times T} \frac{h_{\kappa_n}^{2s_{\kappa}}}{p_{\kappa_n}} (G_{\kappa_n}(h_{\kappa_n}, p_{\kappa_n}) + D_{\kappa_n}(h_{\kappa_n}, p_{\kappa_n})) \| \mathcal{E}u \|_{H^{l_{\kappa}}(\kappa_n)},
\]

where \( G_{\kappa_n}(h_{\kappa_n}, p_{\kappa_n}) = \lambda_{\kappa_n}^{-1} + p_{\kappa_n} h_{\kappa_n}^{-2} + p_{\kappa_n} h_{\kappa_n}^{-2} + p_{\kappa_n} h_{\kappa_n}^{-2} \max_{\mathcal{F} \subset \partial \kappa_n} \sigma, \)

and

\[
(5.5) \quad D_{\kappa_n}(h_{\kappa_n}, p_{\kappa_n}) = a_{\kappa_n}^2 (p_{\kappa_n} h_{\kappa_n}^{-3} \max_{\mathcal{F} \subset \partial \kappa_n} \sigma^{-1} + p_{\kappa_n} h_{\kappa_n}^{-3} \max_{\mathcal{F} \subset \partial \kappa_n} \sigma^{-1}),
\]

with \( s_{\kappa} = \min\{p_{\kappa} + 1, l_{\kappa}\} \) and \( p_{\kappa} \geq 1. \) Here, the positive constant \( C \) is independent of the discretization parameters, number of faces per element and \( u. \)

**Proof.** After noting that \( \tau_n \leq \delta_{\text{reg}} h_{\kappa} \) by assumption, a priori bound can be derived following similar ways in [11] where a priori bound for general second order linear problems is presented. However, we detail here a different treatment of the trace terms to take advantages of the different mesh assumption used here. Let \( \rho = u - \Pi u, \) \( \Pi \) is the projector defined in Lemma 5.5. By employing relation (5.3) in approximation Lemma 5.5, we have

\[
(5.6) \int_I \int_{\Gamma} \sigma \| \rho \|^2 \, ds \, dt = \sum_{\mathcal{F} \subset J \times \Gamma} \sigma \| \rho \|^2_{\mathcal{F}} \leq 2 \sum_{\kappa_n \in U \times T} \left( \max_{\mathcal{F} \subset \partial \kappa_n} \sigma \right) \| \rho \|^2_{L^2(\partial \kappa_n \cap \mathcal{F})} \leq C \sum_{\kappa_n \in U \times T} \left( \max_{\mathcal{F} \subset \partial \kappa_n} \sigma \right) \frac{h_{\kappa_n}^{2s_{\kappa} - 1}}{p_{\kappa_n}^{l_{\kappa} - 1}} \| \mathcal{E}u \|^2_{H^{l_{\kappa}}(\kappa_n)};
\]

the constant \( C > 0 \) is independent of number of faces per elements. Bounds for remaining trace and inconsistency terms can be derived in completely analogous fashion to the respective result in [11]. \( \square \)

The above a priori bound holds without any assumptions on the relative size of the spatial faces \( F, F \subset \partial \kappa_n, \) and number of faces of a given spatial polytopic element \( \kappa \in T, \) i.e., elements with arbitrarily small faces and/or arbitrary number of faces are permitted, as long as they satisfy Assumption 2.1.

**Remark 5.8.** For later reference, we note that \( D_{\kappa_n}(h_{\kappa_n}, p_{\kappa_n}) \) given in (5.5), estimates the inconsistency part of the error; we refer to [11] for details.

**Corollary 5.9.** Assume the hypotheses of Theorem 5.4 and consider uniform elemental polynomial degrees \( p_{\kappa_n} = p \geq 1. \) Assume also that \( h = \max_{\kappa_n \in U \times T} h_{\kappa_n}, \)

\( s_{\kappa_n} = s \) and \( s = \min\{p + 1, l\}, l \geq 1. \) Then, we have the bound

\[
\| u - u_h \|_{L^2(J, H^l(\Omega, T))} \leq C \frac{h^{s - 1}}{p^{l - 2}} \| u \|_{H^{l}(J \times \Omega)},
\]

for \( C > 0 \) constant, independent of \( u, u_h, \) and of the mesh parameters.

The above bound is, therefore, \( l \)-optimal and \( p \)-suboptimal by \( p^{1/2}. \)

Next, we derive an error bound in the \( L^2(J, L^2(\Omega)) \)-norm using a duality argument. To this end, the backward adjoint problem of (2.1) is defined by

\[
(5.7) \begin{cases} 
- \partial_t z - \nabla \cdot (a \nabla z) = \phi & \text{in } J \times \Omega, \\
\frac{\partial z}{\partial t} = g & \text{on } \Omega, \quad \text{and } u = 0 & \text{on } J \times \partial \Omega.
\end{cases}
\]
Assume that \( g \in H^1_0(\Omega) \) and \( \phi \in L_2(J; L_2(\Omega)) \). Then we have

\[
z \in L_2(J; H^2(\Omega)) \cap L_\infty(J; H^1_0(\Omega)), \quad \partial_t z \in L_2(J; L_2(\Omega)).
\]

We assume that \( \Omega \) and \( \mathbf{a} \) are such that the parabolic regularity estimate

\[
(5.9) \quad \|z\|_{L_\infty(J; H^1_0(\Omega))} + \|z\|_{L_2(J; H^2(\Omega))} + \|z\|_{H^1(J; L_2(\Omega))} \leq C_r(\|L_2(J; L_2(\Omega))\| + \|g\|_{H^1_0(\Omega)}),
\]

holds with the constant \( C_r > 0 \) depending only on \( \Omega, T \) and \( \mathbf{a} \); cf. [25, p.360] for smooth domains, and the parabolic regularity results can be extended to convex domains by using results in [29, Chapter 3].

**Assumption 5.10.** For any two \( d \)-dimensional spatial elements \( \kappa, \kappa' \in T \) sharing the same \((d-1)\)-face, we have:

\[
(5.10) \quad \max(h_\kappa, h_{\kappa'}) \leq c_h \min(h_\kappa, h_{\kappa'}), \quad \max(p_{\kappa n}, p_{\kappa'n}) \leq c_p \min(p_{\kappa n}, p_{\kappa'n}),
\]

for \( n = 1, \ldots, N_t \), \( c_h > 0, c_p > 0 \) constants, independent of discretization parameters.

**Theorem 5.11.** Consider the setting of Theorem 5.7, and assume the parabolic regularity estimate (5.9) holds along with Assumption 5.10. Then, we have the bound

\[
\|u - u_h\|_{L_2(J; L_2(\Omega))}^2 \leq C \max_{\kappa_n \in U \times T} h_{\kappa_n} \sum_{\kappa_n \in U \times T} \frac{h_{\kappa_n}^{2s_{\kappa_n}}}{p_{\kappa_n}} (\mathcal{G}_{\kappa_n}(h_{\kappa_n}, p_{\kappa_n}) + \mathcal{D}_{\kappa_n}(h_{\kappa_n}, p_{\kappa_n})) \|\mathbf{E}u\|_{H^1(\omega_n(\kappa_n))}^2,
\]

with the constant \( C > 0 \), independent of the discretization parameters and of number of faces per element.

**Proof.** We set \( g = 0 \) and \( \phi = u - u_h \) in (5.7). Then,

\[
(5.11) \quad \|u - u_h\|_{L_2(J; L_2(\Omega))}^2 = \sum_{n=1}^{N_t} \int_{I_n} \left( -\partial_t z, u - u_h \right) + a(z, u - u_h) \, dt
\]

with \( z \) the solution to (5.7); cf. [52]. Now, using the inconsistent formulation, we have

\[
\|u - u_h\|_{L_2(J; L_2(\Omega))}^2 = \tilde{B}(u - u_h, z) - R(z, u - u_h),
\]

with \( R(v, \omega) := \int_J \int_T \|[\mathbf{a}(\nabla v - \mathbf{\Pi}_2(\nabla v))] \cdot [\omega] ds dt \). Further, for any \( z_h \in S^p(U; T) \), we have

\[
\tilde{B}(u - u_h, z_h) = \tilde{B}(u - u_h, z_h) - B(u - u_h, z_h) = R(u, z_h),
\]

and also \( R(u, z_h) = -R(u, z - z_h) \) since \( R(u, z) = 0 \). The above imply

\[
(5.12) \quad \|u - u_h\|_{L_2(J; L_2(\Omega))}^2 = \tilde{B}(u - u_h, z - z_h) - R(z, u - u_h) - R(u, z - z_h).
\]
For brevity, we set $e := u - u_h$ and $\eta := z - z_h$. For the first term on the right-hand side of (5.12), using (4.8), we have

$$
\dot{B}(e, \eta) \leq \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \| \lambda_{\kappa_n}^{1/2} \partial_t e \|_{\kappa_n} \| \lambda_{\kappa_n}^{-1/2} \eta \|_{\kappa_n} + \sum_{n=1}^{N_t-1} \int_{I_n} C_{d}^{cont} \| \| e \|_{d} \| \eta \|_{d} \, dt 
+ \sum_{n=1}^{N_t-1} \| e_n \| \| \eta_n^+ \| + \| e_n^+ \| \| \eta_n^+ \|
$$

\begin{equation}
(5.13) \leq \left( \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \lambda_{\kappa_n}^{-1} \| \eta \|_{\kappa_n}^2 + (C_{d}^{cont})^2 \sum_{n=1}^{N_t} \int_{I_n} \| \eta \|_{d}^2 \, dt + 2 \sum_{n=0}^{N_t-1} \| \eta_n^+ \|_{d}^2 \right)^{\frac{1}{2}} \| e \|_{d}.
\end{equation}

Let $z_h \in S^p(\mathcal{U}; \mathcal{T})$ defined on each element $\kappa_n \in \mathcal{U} \times \mathcal{T}$ by

$$
z_h|_{\kappa_n} := \begin{cases} 
\tau_n^{p} \tilde{\Pi}_p z, & \text{for } p_{\kappa_n} \text{ even;} \\
\tau_n^{p} \tilde{\Pi}_{p+1} z, & \text{for } p_{\kappa_n} \text{ odd,}
\end{cases}
$$

for $\bar{p} := \lfloor \frac{p}{2} \rfloor$, with $\pi_{q}^t$ denoting the $L_2-$orthogonal projection onto polynomials of degree $q$ with respect to the time variable, and $\tilde{\Pi}_q$ is the projector defined in Lemma 5.5 over $d$-dimensional spatial variables. Note that this choice ensures that $z_h \in S^p(\mathcal{U}; \mathcal{T})$.

We shall now estimate the terms involving $\eta$ on the right-hand side of (5.13). Recalling standard $hp$-approximation bounds (see, e.g., [33]), we have for $r \in \{\bar{p}, \bar{p}+1\}$,

\begin{equation}
\sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \lambda_{\kappa_n}^{-1} \| \eta \|_{\kappa_n}^2 \leq 2 \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \lambda_{\kappa_n}^{-1} \left( \| z - \pi_{\kappa_n}^t z \|_{\kappa_n}^2 + \| \pi_{\kappa_n}^t z - \pi_{\kappa_n}^{\bar{p}} \tilde{\Pi}_r z \|_{\kappa_n}^2 \right)
\leq C \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \lambda_{\kappa_n}^{-1} \left( \frac{\tau_n^2}{p_{\kappa_n}} \| \partial_t z \|_{\kappa_n}^2 + \frac{h_{\kappa_n}^2}{p_{\kappa_n}} \| \tilde{\Pi}_r z \|_{\kappa_n}^2 \right)
\leq C \max_{\kappa_n} h_{\kappa_n} \left( \| z \|_{H^1(J;L^2(\Omega))}^2 + \max_{\kappa_n} \frac{h_{\kappa_n}^2}{p_{\kappa_n}} \| z \|_{L^2(J;H^2(\Omega))}^2 \right),
\end{equation}

using the triangle inequality, the stability of $L_2-$projection, Assumptions 5.1 and 5.10 and, finally, Theorem 5.4, respectively. Next, we have

\begin{equation}
\sum_{n=0}^{N_t-1} \| \eta_n^+ \|_{d}^2 \leq 2 \sum_{n=0}^{N_t-1} \sum_{\kappa_n \in \mathcal{T}} \left( \| (z - \pi_{\kappa_n}^t z)_n^+ \|_{\kappa_n}^2 + \| (\pi_{\kappa_n}^t z - \pi_{\kappa_n}^{\bar{p}} \tilde{\Pi}_r z)_n^+ \|_{\kappa_n}^2 \right)
\leq C \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \left( \frac{\tau_n}{p_{\kappa_n}} \| \partial_t z \|_{\kappa_n}^2 + \frac{h_{\kappa_n}^2}{r_{\kappa_n}^2} \| \tilde{\Pi}_r z \|_{\kappa_n}^2 \right)
\leq C \sum_{\kappa_n \in \mathcal{U} \times \mathcal{T}} \left( \frac{\tau_n}{p_{\kappa_n}} \| \partial_t z \|_{\kappa_n}^2 + \frac{h_{\kappa_n}^2}{r_{\kappa_n}^2} \| \tilde{\Pi}_r z \|_{\kappa_n}^2 \right)
\leq C \max_{\kappa_n} \frac{h_{\kappa_n}}{p_{\kappa_n}} \left( \| z \|_{H^1(J;L^2(\Omega))}^2 + \max_{\kappa_n} \frac{h_{\kappa_n}^2}{p_{\kappa_n}} \| z \|_{L^2(J;H^2(\Omega))}^2 \right),
\end{equation}

(5.15)
using an $hp$-version inverse estimate and working as before. Next, we have

$$
\sum_{n=1}^{N_t} \int_{I_n} \sum_{\kappa \in T} \| \nabla \eta \|_{h_{\kappa}}^2 \, dt \leq 2 \sum_{\kappa \in T} \left( \| \nabla (z - \pi_p^4 z) \|_{h_{\kappa}}^2 + \| \nabla (\pi_p^4 z - \pi_p^4 \tilde{\Pi}_r z) \|_{h_{\kappa}}^2 \right)
$$

$$
\leq C \sum_{\kappa \in T} \left( \tau_n \| \nabla z \|_{L_\infty(I_n; L_2(\kappa))} + \frac{h_n^2}{p_{\kappa}} \| \mathbf{e} \|_{L_2(I_n; H^2(K))} \right)
$$

$$
\leq C \max_{\kappa} h_{\kappa} \left( \| z \|_{L_\infty(J; H^1(\Omega))} + \max_{\kappa} \frac{h_{\kappa}}{p_{\kappa}} \| \mathbf{e} \|_{L_2(J; H^2(\Omega))} \right).
$$

(5.16)

Using similar arguments as before. Also, since $[z] = 0 = [\pi_p^4 z]$, we have $[z - \pi_p^4 \tilde{\Pi}_r z] = \pi_p^4 [z - \tilde{\Pi}_r z]$ and technique in (5.6), thus,

$$
\sum_{n=1}^{N_t} \int_{I_n} \int_{\Gamma} \sigma \| [\eta] \|_{L_2(\Gamma)}^2 \, ds \, dt = \sum_{\mathcal{F} \subset J \times \Gamma} \sigma \| [z - \tilde{\Pi}_r z] \|_{L_2(\mathcal{F})}^2 \leq C \sum_{\kappa \in T} \left( \max_{\mathcal{F} \subset \partial \kappa} \sigma \right) \frac{h_{\kappa}^3}{p_{\kappa}} \| \mathbf{e} \|_{L_2(J; H^2(\Omega))}^2
$$

$$
\leq C \max_{\kappa} \frac{h_{\kappa}^2}{p_{\kappa}} \| z \|_{L_2(J; H^2(\Omega))}^2.
$$

(5.17)

by Assumption 5.10.

Using (5.14), (5.15), (5.16), (5.17) into (5.13), along with (5.9), results to

$$
\tilde{B}(e, \eta) \leq C C \max_{\kappa} h_{\kappa}^{1/2} \| e \|_{L_2(J; L_2(\Omega))}^2.
$$

(5.18)

Moving on to the second term on the right-hand side of (5.12), we have

$$
R(z, e) = \sum_{n=1}^{N_t} \int_{I_n} \int_{\Omega} \frac{\mathbf{a}(\nabla z - \Pi_2(\nabla z))}{\bullet} \cdot [e] \, ds \, dt
$$

$$
\leq \left( \sum_{n=1}^{N_t} \int_{I_n} \int_{\Gamma} 2 \sigma^{-1} \| \mathbf{a}(\nabla z - \Pi_2(\nabla z)) \|_{L_2(\Omega)}^2 \, ds \, dt \right)^{1/2} \| e \|_{L_\infty(J; H^1(\Omega))}.
$$

To bound further $R(z, e)$, it is sufficient to bound $I + II$ instead, where

$$
I := \sum_{n=1}^{N_t} \int_{I_n} \int_{\Gamma} 2 \sigma^{-1} \| \mathbf{a}(\nabla z - \pi_p^4 \Pi_2(\nabla z)) \|_{L_2(\Omega)}^2 \, ds \, dt,
$$

$$
II := \sum_{n=1}^{N_t} \int_{I_n} \int_{\Gamma} 2 \sigma^{-1} \| \mathbf{a} \Pi_2(\pi_p^4 \Pi_2(\nabla z) - \nabla z) \|_{L_2(\Omega)}^2 \, ds \, dt.
$$

To bound the term $I$, using Lemma 5.5 and working as before gives

$$
I \leq C \max_{\kappa} \frac{h_{\kappa}^{3/2}}{p_{\kappa}} \left( \| z \|_{L_\infty(J; H^1(\Omega))}^2 + \| z \|_{L_2(J; H^2(\Omega))}^2 \right)
$$

(5.19)

By using the inverse estimation Lemma 4.1 and stability of $\Pi_2$, and working as above, we also have

$$
II \leq C \max_{\kappa} h_{\kappa} \left( \| z \|_{L_\infty(J; H^1(\Omega))}^2 + \| z \|_{L_2(J; H^2(\Omega))}^2 \right)
$$

(5.20)
Therefore, (5.19) and (5.20), together with (5.9) give

\[(5.21) \quad R(z, \epsilon) \leq CC_r \max_{\kappa_n} h_{\kappa_n}^{1/2} \| \epsilon \|_{L^2(J; L^2(\Omega))}.\]

Next, we bound the last term on the right-hand side of (5.12), which is given by

\[R(u, \eta) = \sum_{n=1}^{N_t} \int_{I_n} \int_{\Gamma} \| \mathbf{a}(\nabla_h u - \Pi_2(\nabla_h u)) \| : [\eta] \, ds \, dt.\]

The Cauchy-Schwarz inequality together with (5.17), result in

\[(5.22) \quad \leq CC_r \max_{\kappa_n} h_{\kappa_n}^{1/2} \| \epsilon \|_{L^2(J; L^2(\Omega))} \left( \sum_{n=1}^{N_t} \int_{I_n} \int_{\Gamma} \sigma[\eta]^2 \, ds \, dt \right)^{1/2} \]

Combining (5.18), (5.21) and (5.22) with (5.12), the result follows. \(\Box\)

The \(L_2(J; L^2(\Omega))\)-norm error bound in theorem 5.11 is suboptimal with respect to the mesh size \(h\) by half an order of \(h\), and sub-optimal in \(p\) by 3/2 order. (The respective space-time tensor-product basis dG method, using the same approach can be shown to be \(h\)-optimal and \(p\)-suboptimal one order of \(p\).) The numerical experiments in the next section confirm the suboptimality in \(h\) for the proposed method, but at the same time highlight its competitiveness with respect to standard (optimal) methods.

An interesting further development would be the use of different polynomial degrees in space and in time as done, e.g., in [49, 53] in this context of total degree space-time basis. The exploration of a number of index sets for space-time polynomial basis, including this case, will be discussed elsewhere. Nevertheless, the above proof of the \(L_2(J; L^2(\Omega))\)-norm error bound would carry through, with minor modifications only, for various choices of space-time basis function index sets.

6. Numerical examples. We shall present a series of numerical experiments to investigate the asymptotic convergence behavior of the proposed space-time dG method. We shall also make comparisons with known methods on space-time hexahedral meshes, such as the tensor-product space-time dG method and the dG-time stepping scheme combined with conforming finite elements in space. Furthermore, an implementation using prismatic space-time meshes with polygonal bases is presented and its convergence is assessed. In all experiments we choose \(C_\sigma = 10\). The polygonal spatial mesh giving rise to the space-time prismatic elements is generated through the PolyMesher MATLAB library [51]. The High Performance Computing facility ALICE of the University of Leicester was used for the numerical experiments.

6.1. Example 1. We begin by considering a smooth problem for which \(u_0\) and \(f\) are chosen such that the exact solution of (2.1) is given by:

\[(6.1) \quad u(x, y, t) = \sin(20\pi t)e^{-5((x-0.5)^2+(y-0.5)^2)} \quad \text{in} \quad J \times \Omega,\]

for \(J = (0,1)\) and \(\Omega = (0,1)^2\), and \(a(x, y, t)\) is the identity matrix. Notice that the solution oscillates in time. To assess the convergence rate with respect to the
space-time mesh diameter $h_{\kappa_n}$ on (quasi)uniform meshes, we fix the ratio between the spatial and temporal mesh sizes to be $h_{\kappa_n}/\tau_n = 10$.

The convergence rate with respect to decreasing space-time mesh size $h_{\kappa_n}$ in three different norms is given in Figure 4 for space-time prismatic elements with rectangular bases (standard hexahedral space-time elements) and for prismatic meshes with quasuniform polygonal bases: all computations are performed over 16, 64, 256, 1024, 4096 spatial rectangular or polygonal elements and for 40, 80, 160, 320, 640 time-steps, respectively.

The left three plots in Figure 4, show the rate of convergence for the proposed dG scheme using $P_p$ basis, for $p = 1, 2, \ldots, 6$, on each 3-dimensional space-time element, against the total space-time degrees of freedom (Dof). This will be referred to as ‘DG(P)’ for short, with ‘rect’ meaning spatial rectangular elements and ‘poly’ referring to general polygonal spatial elements in the legends. The observed rates of convergence are also given in the legends. The error appears to decay at essentially the same rate for both rectangle and polygonal spatial meshes, with very similar constants. Indeed, the DG(P) scheme appears to converge at an optimal rate $O(h^p)$ in the $L_2(J; H^1(\Omega, T))$–norm for $p = 1, 2, \ldots, 6$ (cf. Corollary 5.9), while the convergence appears to be slightly sub-optimal, $O(h^{p+1/2})$, in the $L_2(J; L_2(\Omega))$– and $L_\infty(J; L_2(\Omega))$–norms. Nonetheless, the observed $L_2(J; L_2(\Omega))$–norm convergence rate is in accordance with the a priori bound of Theorem 5.11.

To assess whether this marginal deterioration in the $h$-convergence rates for the DG(P) method, is an acceptable trade-off with respect to the number of degrees of freedom (Dof) gained by the use of reduced cardinality space-time local elemental basis, we present a comparison between 4 different space-time schemes over rectangular space-time meshes in the right plots of Figure 4. More specifically, we compare the proposed DG(P) method, against the time-dG method with: 1) discontinuous tensor-product space-time bases consisting of $P_p$-basis in space (‘DG(PQ)’ for short), 2) full discontinuous tensor-product $Q_p$ basis in space (‘DG(Q)’ for short) and, 3) the standard finite element method with conforming tensor-product $Q_p$ basis in space (‘FEM(Q)’ for short) [52, 44]. Unlike the proposed DG(P) scheme, the three other methods achieve the optimal $h$-convergence rate in the three different norms: $O(h^{p+1})$ in $L_2(J; L_2(\Omega))$– and $L_\infty(J; L_2(\Omega))$–norms and $O(h^p)$ in $L_2(J; H^1(\Omega, T))$–norm, respectively. Nevertheless, plotting the error against the total degrees of freedom, a more relevant measure of computational effort, we see, for instance, that DG(P) with $p = 2$ use less Dofs compared to the other 3 methods with $p = 1$, to achieve the same level of accuracy, at least for relatively large number of space time elements. More pronounced gains are observed when comparing DG(P) with $p = 5, 6$ with the other methods with $p = 4$, across all mesh sizes and error norms. Analogous results hold for DG(P) with $p = 3, 4$.

Moving on to $p$-version, Figure 5 shows the error for all four methods in the three different norms for fixed space-time mesh size under $p$-refinement. The left three plots are with final time $T = 1$, for fixed 64 spatial elements and 80 time steps. As expected, exponential convergence is observed since the solution to (6.1) is analytic over the computational domain. However, the convergence slope for DG(P) with both rectangular and polygonal spatial elements appears to be steeper compared to the other 3 methods. Indeed, DG(P) achieves the same level of accuracy for $p \geq 3$ with less number of Dofs in all 3 different norms.

The right three plots for the same computation run for a longer time interval with final time $T = 40$, that is 3200 time-steps. Since DG(P) use less Dofs per space-time
element compared to the other three methods, the acceleration of $p-$convergence for the DG(P) is expected to be more pronounced for long time computations. Again DG(P) achieves the same level of accuracy with fewer degrees of freedom for $p \geq 3$. For instance, the total DG(P) Dofs for this problem are about 45 million when $p = 9$, compared to about 53 million Dofs with $p = 6$ for FEM(Q), while the error for DG(P)
is about 100 times smaller than the error of FEM(Q) in all three norms.

Next, we investigate the convergence performance of the proposed approach against dG-time stepping spatially conforming FEM with the cheaper conforming serendipity elements in space on hexahedral space-time meshes. Numerical results under $p$-refinement are given in Figure 6, with FEM(Se) standing for the latter method. We
note that for $d = 2$, the cardinality of the local serendipity space equals the cardinality of $P_p$-basis plus two more Dofs. We observe that the convergence slope of FEM(Se) is steeper than that of FEM(Q) and almost parallel to DG(PQ), but it is still not steeper than the convergence slope of DG(P). We observe that DG(P) with $p = 7$ gives smaller error against Dofs than FEM(Se) with $p = 6$. Noting that serendipity basis in three dimensions uses considerably more Dofs compared to total degree $P_p$-basis, it is expected that DG(P) will achieve smaller error for the same Dofs than FEM(Se) with lower order that 7 polynomials for $d = 3$.

Finally, we investigate the convergence performance of the proposed dG scheme with anisotropic space-time $P_p$ basis against dG-time stepping spatially conforming FEM with anisotropic space-time $Q_p$ basis on hexahedral space-time meshes. Numerical results under $p$-refinement are given in Figure 7. Here, DG(AP) uses a reduced space-time $P_p$ basis where the basis function with order $p$ in the temporal variable is removed, and FEM(AQ) uses the tensor-product space-time basis with order $p − 1$ in the temporal variable and $Q_p$ basis on spatial variables. We observe that the convergence slope of DG(AP) is steeper than that of FEM(AQ). DG(AP) achieves the same level of accuracy with fewer degrees of freedom for $p > 2$.
6.2. Example 2. We shall now assess the performance of the $hp$-version of the proposed method for a problem with initial layer. For $\mathbf{a}(x, y, t)$ being the identity matrix, $u_0$ and $f$ are chosen so that the exact solution of (2.1) is given by

\begin{equation}
    u(x, y, t) = t^\alpha \sin(\pi x) \sin(\pi y) \quad \text{in } J \times \Omega,
\end{equation}

Fig. 8. Example 2: Convergence under $hp$-refinement with fixed $\mu = 1.5$ (left); with fixed $\sigma = 0.1$ (right) for three different norms.

\begin{equation}
    u(x, y, t) = t^\alpha \sin(\pi x) \sin(\pi y) \quad \text{in } J \times \Omega,
\end{equation}
for $J = (0, 0.1)$ and $\Omega = (0, 1)^2$. We set $\alpha = 1/2$, so that $u \in H^{1+\epsilon}(J; L_2(\Omega))$, for all $\epsilon > 0$. This problem is analytic over the spatial domain, but has low regularity at $t = 0$. To achieve exponential rates of convergence, we use temporal meshes, geometrically graded towards $t = 0$, in conjunction with temporally varying polynomial degree $p$, starting, from $p = 1$ on the elements belonging to the initial time slab, and linearly increasing $p$ when moving away from $t = 0$; see [46, 45, 44] for details. Following [44], we consider a short time interval with $T = 0.1$. Let $0 < \sigma < 1$ be the mesh grading factor which defines a class of temporal meshes $t_n = \sigma^{n-n} \times 0.1$, for $n = 1, \ldots, N$. Let also $\mu$ be the polynomial order increasing factor determining the polynomial order over different time steps by $p_{\kappa n} := [\mu n]$ for $n = 1, \ldots, N$.

The three left plots in Figure 8 show the convergence history for DG(P) and FEM(Q) for this problem. All computations are performed over 256 spatial elements with geometrically graded temporal meshes based on 3 different grading factors $\sigma = 0.1, 0.172, 0.5$ and fixed $\mu = 1.5$. The error for both DG(P) and FEM(Q) appears to decay exponentially under the $hp$ refinement strategy described above for all three grading factors considered. The choice of $\sigma = 0.5$, is motivated by the meshes constructed in standard adaptive algorithms; $\sigma = 0.172$, is classical in that it was shown that it is the optimal grading factor for one-dimensional functions with $r^\alpha$-type singularity [30], while $\sigma = 0.1$ appears to be a better choice in the current context. We also note that the convergence rate of DG(P) appears to be steeper than FEM(Q) under the same mesh and polynomial distribution. Furthermore, performing the same experiments on general polygonal spatial meshes, we observe that the error decay does not appear to depend on the shape of the spatial elements. This is expected, as the error in the time variable dominates in this example.

For completeness, we also report on how the choice of the polynomial order increasing factor $\mu$ influences the exponential error decay for DG(P) with fixed mesh grading factor $\sigma = 0.1$: these are given in the three right plots in Figure 8. For both $L_2(J; L_2(\Omega))$– and $L_2(J; H^1(\Omega, T))$–norms, the results show that $\mu = 1$ gives the fastest convergence, while $\mu = 1.25$ gives the fastest error decay in the $L_\infty(J; L_2(\Omega))$–norm.

6.3. Example 3. Finally, we consider an example with a rough boundary to highlight the flexibility in domain approximation offered by the use of polytopic meshes within the context of the proposed dG scheme. Let $a(x, y, t)$ be the identity matrix and let $f \equiv 1$. The domain $\Omega$, illustrated in Figure 9, is constructed by removing small triangular regions attached to the boundary of a square domain. We set $u = 0$ on $\partial \Omega$, $u|_{t=0} = 0$ and $J = (0, 1)$. The problem’s solution is not known. As reference solution, we shall use the DG(P) solution on a fine uniform mesh made of 15624 triangles and 256 time steps with $p = 3$.

We apply the proposed DG(P) scheme on two different meshes built as follows. In both cases, we start from the reference uniform triangular mesh, fine enough to resolve the small scale structures on the boundary. Each mesh is iteratively coarsened, keeping into consideration that the micro-structures of the boundary need more resolution than the interior of the domain. The first mesh is conforming, it consists of 616 triangles and 900 quadrilaterals; see Figure 9 (left). The second mesh is polygonal and is made up of 225 quadrilateral elements and 124 polygonal elements; see Figure 9 (right). The second mesh achieves a similar resolution of the boundary with an overall coarser subdivision of the computational domain. Note that here the square elements neighbouring the finer polygonal elements in the second mesh are treated as polygons with more than four faces, some of which being co-linear, rather than
traditional square elements with hanging nodes. Numerical results obtained with these two meshes for 16 and 32 time steps are reported in Table 1. For the first mesh, linear basis functions are used, while for the second, polygonal, mesh quadratic basis functions are employed. We observe that the polygonal mesh is more accurate using smaller number of degrees of freedom. We note that the error is dominated by the spatial error in the vicinity of the boundary as can be seen by comparing the results obtained with 16 and 32 time steps, respectively. These results suggest that the use of general meshes and appropriate polynomial spaces may have a potential in achieving the same level of accuracy with fewer degrees of freedom, as they permit a more aggressive grading towards complicated features of the computational domain.

<table>
<thead>
<tr>
<th>Mesh and basis</th>
<th>349 elements P2 basis</th>
<th>1516 elements P1 basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time steps</td>
<td>n = 16</td>
<td>n = 32</td>
</tr>
<tr>
<td>Total degrees of freedom</td>
<td>55840</td>
<td>111680</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>u - u_h</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>u - u_h</td>
</tr>
</tbody>
</table>

Table 1

Example 3. Numerical results corresponding to the meshes of Figure 9.
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