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Abstract—District heating systems (DHS) that generate/consume electricity are increasingly used to provide flexibility to power grids. The quantification of flexibility from a DHS is challenging due to its complex thermal dynamics and time-delay effects. This paper proposes a three-stage methodology to quantify the maximum flexibility of a DHS. The DHS is firstly decomposed into multiple parallel subsystems with simpler topological structures. The maximum flexibility of each subsystem is then formulated as an optimal control problem with time delays in state variables. Finally, the available flexibility from the original DHS is estimated by aggregating the flexibility of all subsystems. Numerical results reveal that a DHS with longer pipelines has more flexibility but using this flexibility may lead to extra actions in equipment such as opening position adjustment of valves, in order to restore the DHS to normal states after providing flexibility. Impacts of the supply temperature of the heat producer, the heat loss coefficient of buildings and the ambient temperature on the available flexibility were quantified.

Index Terms—District heating system, flexibility, optimization, power grid, transport delay.

NOMENCLATURE

CHP Combined heat and power
DER Distributed energy resources
DHS District heating system
TCL Thermostatically controlled loads
t Time
\(t_0\) Start time of flexibility provision
\(t_b\) The duration that a building can sustain above the minimum temperature without heat supply
\(P_{flexis}\) The flexibility of an individual system
\(P_{flexis}^i\) The maximum flexibility of an individual system
\(P_{actual}\) The magnitude of electricity that an individual system imports from.exports to the power grid
\(P_{desired}\) The electricity generation/consumption of an individual system during normal operation
\(t_{min}\) Minimum duration for flexibility provision
\(T\) Temperature of the heating network and buildings
\(N\) The number of states in the DHS
\(N_p\) The number of pipelines
\(\tau_j\) The transport delay of pipeline \(j\)

\(Q_h\) Heat producer output
\(Q_d\) The desired heat producer output
\(Q_{flexis}\) The allowance of mismatch between \(Q_h\) and \(Q_d\)
\(T_{amb}\) The outdoor temperature
\(P_{demand}\) Flexibility demand of the power grid
\(\gamma\) Heat to power ratio of the coupling unit
\(Q_{min}\) Lower bound of heat producer output
\(Q_{max}\) Upper bound of heat producer output
\(T_f\) The temperature of the heating network
\(T_b\) Temperature of buildings
\(\tau_{flexis}\) Duration of flexibility provision
\(\Omega_{ths}\) Constraints of the heating network and buildings
\(\xi\) The initial state of the DHS
\(m_0\) The flow rate at the producer side
\(m_l\) The flow rate at the demand side
\(N_s\) The number of heat substations
\(v_{b,i}\) The flow velocity of branch pipeline \(i\)
\(A_{T,k}\) Cross-sectional area of trunk pipeline \(k\)
\(A_{b,i}\) Cross-sectional area branch pipeline \(i\)
\(l_{T,k}\) Length of trunk pipeline \(k\)
\(l_{b,i}\) Length of branch pipeline \(i\)
\(v_k\) Flow velocity of water in trunk pipeline \(k\)
\(\tau_{di}\) Transport delay of subsystem \(i\)
\(Q_{d,i}\) Desired heat supply to the \(i\)th subsystem
\(Q_{a,i}\) Lower bound of \(Q_{d,i}\)
\(\Omega_{Q}\) Upper bound of \(Q_{d,i}\)
\(T_{1,0,i}\) Output temperature at the primary side of the building heat exchanger in subsystem \(i\)
\(T_{2,0,i}\) Output temperature at the secondary side of the building heat exchanger in subsystem \(i\)
\(T_s\) Supply temperature at the secondary side of the producer heat exchanger
\(T_{p}\) Lower bound of \(T_s\)
\(\Omega_{T}\) Upper bound of \(T_s\)
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THE integration of intermittent renewable energy sources poses severe challenges to power grids, particularly to the balance of electricity supply and demand. The short-term imbalances may lead to not only technical issues such as significant frequency fluctuations but also the volatility of electricity prices. For instance, in May 2017, the electricity price in Great Britain reached £1,510/MWh due to a sudden drop of wind power along with the outage of an interconnector [1]. This figure is almost 30 times higher than the average wholesale electricity price in Great Britain. To mitigate the adverse impacts of variable renewable generation on the operation of power grids, additional forms of flexibility provided by energy storage and demand response are required. Such flexibility can help power grids managing periods of high variability in electricity demand and supply. Due to high capital costs and potential environmental impacts, grid-scale electrical storage is not widely used. A more economical solution is to use energy storage that already exists in gas and heat supply systems [2]. To employ this solution, the concept and architecture of integrated energy management system are presented in [3], which for the first time truly breaks down the walls between different energy systems and implements a highly coordinative management and control of multi-energy flow in real applications. Hereby in the context of energy system integration, the flexibility refers to the ability that an energy system can adjust and maintain its electricity generation/consumption within a given period so as to support the operation of power grids [4].

A. Sources of Flexibility

The heat sector is among the major candidates for providing flexibility to power grids [5][6] if the heat production is coupled to electricity consumption/generation [7]. Through demand response, buildings supplied by heat pumps or electric heaters can provide flexibility to power grids. Such flexibility has been widely embraced by utilities [8]. In a district heating system (DHS), besides the available flexibility from adjusting heat loads of buildings [9], it is possible to procure flexibility from the thermal inertia of water inside pipelines. The flexibility is then transferred to power grids via heat producers, such as power to heat units [10] or combined heat and power (CHP) units [11]. This flexibility is provided by controlling the electricity consumption/generation of heat producers in coordination with the pipeline network [12] and buildings [13]. In CHP systems, reciprocating engines and aero-derivative gas turbines are often used for producing electricity and heat. They have fast ramp rates and thus are feasible and flexible for providing ancillary services [14]. For example, if a CHP is used as the heat producer and frequency response is chosen as the flexibility service, the CHP will increase its electricity generation when a low-frequency response is activated. Although one CHP unit has a limited capacity, the frequency can be restored via aggregated response from multiple CHP units following the activation signal from power grids. A flexible CHP system at Princeton University which was designed to support campus’ heat and electricity needs, has been employed to enable frequency regulation [15].

In Europe where DHSs are well developed, the DHSs provide flexibility to power grids by participating in energy and ancillary services markets [16]. Through these markets, DHS owners can access to extra revenue streams, which give them incentives to release their flexibility. In a case study in Belgium [17], it has been shown that a total cost decrease of 5% could be achieved by using CHP to provide balancing services. Exploiting flexibility from the heat sector is also a cost-effective solution to facilitate the integration of renewable energy [18] and mitigating power grid constraints [19].

B. Challenges of Flexibility Quantification

Traditionally, DHSs are operated to follow local heat demand, which changes relatively slowly. Operators control the supply temperature and the flow velocity of water in pipelines to meet the heat demand [20]. When a DHS is used to support the operation of power grids, more frequent adjustments to the electricity generation/consumption of the heat producer are...
required. These adjustments consequently affect the DHS operation. The heat supply fluctuations are then propagated to the whole DHS [21]. To provide more flexibility, the DHS may be pushed to its operational limits, which include comfort level limits of households and temperature limits of pipeline networks. A key challenge is how to quantify the maximum flexibility of a DHS considering all these limits.

The maximum flexibility of a DHS relates to the control of heat supply and demand. In [22], a region-based method is proposed to estimate the flexibility of DHSs, which reduces the energy cost and wind curtailment without relying on detailed models of DHSs. In [23], optimal control of a system of CHP, furnace, and batteries is used to exploit the flexibility of a hybrid energy system. However, the thermal inertia of buildings and water in pipelines as well as the transport delay of heat are not considered. In [11], the CHP operation is optimized based on an aggregated load model. The slow flow velocity in pipelines leads to considerable transport delays in the heat supply of DHS, particularly when there is a long distance between heat producers and consumers [24]. These delays give challenges to solution algorithms for the flexibility estimation of DHSs, due to additional variables in describing delayed states.

In [25]-[26], the flexibility from heat transfer process is considered for the dispatch of coupled power grid and DHS based on steady-state models. From the viewpoint of DHS operation, provision of flexibility also needs to ensure the security of heat supply in short terms. A more detailed model is required to quantify the maximum flexibility. In [27], a geometric approach is proposed to aggregate the flexibility of thermostatically controlled loads (TCLs), which are represented as ON/OFF units. The regulation of individual TCL does not affect the flexibility of other TCLs. For the DHS, the geometric approach needs to be enhanced by incorporating continuous behavior of heating systems and mutual impacts of regulation of various TCLs via pipeline networks. In [28], the flexibility of multiple distributed energy resources (DERs) with known flexibility domains is aggregated. However, the impact of the heating systems on the DERs as well as dynamic evolution of flexibility is neglected.

Note that the market conditions of power grids also play a key role in exploiting the flexibility. Utilities have to pay flexibility providers to obtain services, when an imbalance in electricity supply and demand occurs. Provision of flexibility services is based on capability of flexibility providers. Operators of the DHS can decide how much flexibility will be sold to power grids. However, the operators must know the maximum amount of flexibility that a DHS can provide in order to avoid disrupting heat supply to customers.

C. Main Contributions of This Paper

This paper focuses on a radial DHS supplied by a heat producer that couples a power grid and the DHS. Main work includes: 1) A model-based method was proposed to help DHS owners to evaluate their maximum change of electricity generation/consumption for flexibility provision under given operating conditions; 2) Evaluation criteria were defined for utility operators to screen flexibility providers from existing or new DHSs that have intentions to support the power grid; 3) Key factors that affect the flexibility of DHS were identified, which can support DHS owners in their investment decisions on flexibility enhancement. In the case study, only a CHP is studied as the coupling unit. The proposed method is applicable to DHSs supplied by other units that connect to the power grid.

II. DESCRIPTION OF OPERATIONAL FLEXIBILITY

A. Definition of Flexibility for the Power Grid

For a given time \( t \), the flexibility of an individual system \( P_{\text{flexis}}(t) \) can be expressed as

\[
P_{\text{flexis}}(t) = P_{\text{actual}}(t) - P_{\text{desired}}(t)
\]

(1)

where \( P_{\text{actual}}(t) \) represents the magnitude of electricity that the individual system imports and \( P_{\text{desired}}(t) \) represents the electricity generation/consumption of the individual system during the normal operation. The DHS provides upward flexibility when \( P_{\text{flexis}}(t) > 0 \), and downward flexibility when \( P_{\text{flexis}}(t) < 0 \).

The flexibility can be used for peak shaving or ancillary services, which have different duration requirements. For example, in Great Britain, secondary frequency response should sustain for a minimum of 30 minutes [29] while short-term operating reserve should sustain for a minimum of 2 hours [30].

Assume that \( P_{\text{flexis}}(t) \) is the maximum flexibility that a DHS can provide within a minimum duration \( t_{\text{min}} \), then the flexibility requested by the power grid satisfies

\[
\forall t \in (t_0, t_0 + t_{\text{min}}], |P_{\text{flexis}}(t)| \geq P_{\text{flexis}}(t)
\]

(2)

B. Flexibility Provision from a DHS

1) Description of the DHS

This paper studies a DHS with a radial structure, which is widely used in practice. Main components of the DHS include a coupling unit, a network of pipelines, heat substations and buildings as shown in Fig. 1. The coupling unit refers to energy conversion technologies that link two or more energy systems. In this paper, the coupling unit is the heat producer, which could be a CHP or a power to heat unit such as an electric heater or a heat pump that links the DHS to the power grid. A CHP produces electricity and heat simultaneously, while a power to heat unit produces heat and consumes electricity. The coupling unit is necessary for using the flexibility of DHS to support the power grid. If a heat producer like a gas boiler is used, changing the heat supply of DHS has minor impact on the power grid. Then no flexibility can be provided by the DHS to the power grid.

Fig. 1 Schematic representation of a DHS coupled with the power grid.
2) Control of the Heat Producer to Support the Power Grid

Under normal operations, the heat producers are controlled to meet the heat demand of buildings. The electricity (generation for CHP and consumption for the power to heat units) is a by-product and not controlled. If the heat demand changes, the by-product electricity will vary. When used for supporting the power grid, the control signal of the heat producer is replaced by a new control signal generated according to the requirements of the power grid. Specifically, the control signal is obtained as follows:

1) If the CHP is used as a heat producer: Without supporting the power grid, the CHP is operated at the heat-driven mode. Using a CHP driven by gas engines as an example, the heat output is controlled by regulating the fuel input of gas engines. The setpoint of fuel input is generated according to the variation of supply temperature of the DHS [31]. When supporting the power grid, the CHP is switched to the electricity-driven mode and will not follow the heat demand. This mode allows the supply temperature to deviate from the setpoint as long as all the pipelines for a certain period.

The change of by-product heat output may result in a mismatch between heat supply and demand, which can be accommodated by the thermal inertia of buildings and water in pipelines for a certain period.

2) If a power to heat unit is used as the heat producer: Without supporting the power grid, the unit is used for maintaining the supply temperature of the DHS at given levels. The electricity consumption is determined by the heat demand. When supporting the power grid, the heat output is adjusted to generate more/less heat until the electricity consumption of the power to heat unit meets the requirement of the power grid.

The change of by-product heat output may result in a mismatch between heat supply and demand, which can be accommodated by the thermal inertia of buildings and water in pipelines for a certain period.

3) Availability of the Flexibility from DHS to the Power Grid

Assuming that the water flow in pipelines is not adjusted when providing flexibility, then the dynamic behavior of the DHS is expressed as (details are given in Appendix A)

\[ \dot{T}(t) = f(t, T(t), T(t - \tau_1), T(t - \tau_2), \ldots, T(t - \tau_{N_t}), Q_h, T_w) \]  

where \( T \) represents the state variables, which refer to the temperatures of the heating network and buildings, \( T \in \mathbb{R}^{N_t} \). \( N_t \) represents the total number of states in the heating network and buildings. \( T_w \) represents the surrounding temperature of the pipelines (e.g., soil temperature) \( T_{env} \) and the outdoor temperature of the buildings \( T_{amb} \). \( T_w = [T_{env} T_{amb}] \in \mathbb{R}^2 \) \( f: \mathbb{R} \times [\mathbb{R}^{(N_t+1)\times N_t} \times \mathbb{R} \rightarrow \mathbb{R}^{N_t} \) are given functions. \( \tau_j \) represents the transport delay of pipeline \( j, j=1, 2, \ldots, N_p, N_p \) represents the number of pipelines. For simplicity, the pipelines are sorted based on the length of their heat transport delays in ascending order, \( \tau_1 < \tau_2 < \cdots < \tau_{N_p} \). \( Q_h \) represents the output of heat producer.

The flexibility of a DHS lies in the allowance of mismatch \( Q_{flexis} \) between \( Q_h \) and the desired heat producer output \( Q_d \) (see Appendix B for details).

The electricity generation/consumption and the heat output of heat producers are constrained by heat to power ratio \( \gamma_{h2p} \) and the lower and upper bounds of heat producer output. The upper and lower bounds of \( \gamma_{h2p} \) may vary as the CHP electricity output changes. If a CHP is operated at its maximum output, \( Q_{flexis} \) \( \leq 0 \), the DHS could only provide downward flexibility. For a power-to-heat unit, \( \gamma_{h2p} \) is equal to the efficiency of the unit multiplied by -1, which is negative.

4) Limitations of Flexibility Provision

The operation of the DHS is limited by

a) Heat producer output: \( Q_h \) is limited by \( Q_h \) and \( Q_h \), namely the lower and upper bounds of heat producer output.

b) Heating network temperature: To meet the heat demand of the DHS, the temperature of water flow in pipelines should be within the lower and the upper limits \([T_{amb} T_{amb}] \). The upper limit is set up to avoid water vaporization, which is critical for the security of the DHS. The lower limit is mainly set up by operators to maintain the normal operation.

c) Building temperature: The building temperature should be within occupants’ comfort zone, i.e., within the lower and the upper limits \([T_{b} T_{b}] \).

d) Transport delay: When a flexibility provision process is over, the extra/shortage of heat in the supply pipelines may lead to increase or decrease in building temperatures for another period \( \tau_d \). Fig. 2 shows the impact of transport delay on the DHS with one producer and one consumer as an example.
until \( t = t_0 + 2\tau_d \), when the heated mass flow at \( t_0 \) goes back to the supply side. As the temperature of the return water increases, subsequently \( T'_{in} \) will rise to a new value if the heat producer output is not properly adjusted. For the heat demand, this rise starts at \( t = t_0 + \tau_d \), and then occurs every \( 2n\tau_d \), where \( n \) is obtained by rounding \( [t/\tau_d] \). These jumps in the states could result in a sudden flexibility loss with a \( \tau_d \) delay. For a given flexibility service period \( t_{flexis} \), the temperature of the whole system needs to be within the above operating constraints, \( v_t \in (t_0, t_0 + t_{flexis} + \tau_d) \).

In real-time operation, the output of the heat producer \( Q_h \) is constrained to leave headroom above for providing upward or downward flexibility when needed. Additionally, the available duration of the DHS for flexibility provision needs to be estimated to ensure that the DHS can sustain for the minimum period required for flexibility provision.

C. Problem Formulation for Maximum Flexibility Provision

When the flexibility of an individual system is used to acquire more profits in a market, a maximum flexibility provision is preferred. Considering that the demand for flexibility can be either positive or negative, the maximum flexibility of a DHS is thus expressed as upward and downward flexibility. Referring to [33], the maximum flexibility within a period \( t_{flexis} \) can be formulated as an optimal control problem with state constraints.

\[
\begin{aligned}
\text{Maximize} & \quad \int_0^{t_{flexis}} |Q_{flexis}(t)| dt \\
\text{subject to} & \quad T(t) \in \Omega_{dhs}, \text{ a.e. } t \in \left[0, t_{flexis} + \tau_p \right] \\
& \quad Q_h \leq Q_h \leq \bar{Q}_h, \text{ a.e. } t \in \left[0, t_{flexis} \right]
\end{aligned}
\]

where \( \Omega_{dhs} \) represents operating constraints of the heating network and buildings, \( \Omega_{dhs} = \{T(t) = [T_i(t), T_{h}(t) | t \in [T_f, T_d \leq T_h \leq T_f] \}. \xi(t) \in \mathbb{R}^m \) represents the initial state of the DHS, \( t \in [-\tau_{np}, 0] \).

One way of solving the optimal control problem with time delay in states is to discretize the equations and convert the problem to a constrained optimization problem. In practice, a DHS may have more than one pipelines with various lengths, which will significantly bring in different transport delays and increase the computational burden (see Appendix C) and thus requires a simplified method.

III. QUANTIFICATION OF MAXIMUM FLEXIBILITY

This paper considers the DHS with a central control system on the producer side. The heat supply of the DHS is maintained by adjusting the supply temperature, which will affect all subsystems. If any subsystem reaches its operating boundary, flexibility provision of the whole DHS will be limited. A three-stage method is proposed to estimate the flexibility of the DHS (see Fig. 3).

**Fig. 3. Flowchart of the proposed flexibility quantification method.**

A. Equivalent DHS Model for Flexibility Analysis

To address the complexity involved in the flexibility quantification process, this paper proposes an equivalent model which decomposes the original DHS into multiple subsystems with a single-producer single-consumer structure.

\[
m_0 = \sum_{i=1}^{N_s} m_i
\]

where \( N_s \) represents the number of heat substations.

The flow velocity of branch pipeline \( i \) is calculated by \( v_{b,i} = m_i / (\rho_w A_{b,i}) \). For a radial pipeline network, the water flow of a trunk pipeline that goes into a node is equal to the total flow of branch pipes and other trunk pipes, which act as the outlet of the same node [34]. The flow rate of trunk pipeline \( k \) is \( m_{t,k} = \sum_{i=1}^{N_s} m_i \). The flow velocity of trunk pipeline \( k \) is expressed as

\[
v_k = \frac{\sum_{i=1}^{N_s} m_i}{\rho_w A_{t,k}}
\]

where \( A_{t,k} \) and \( A_{b,i} \) represent cross-sectional areas of trunk pipeline \( k \) and branch pipeline \( i \), \( \rho_w \) represents the water density.

Assume that the water inside the pipelines is incompressible. The transport delay of water flow inside a pipeline represents the time required for the water that moves from one end to the other end of the pipeline [35]. Then the transport delay of subsystem \( i \) can be calculated by

\[
\tau_{di} = \frac{l_{b,i}}{v_{b,i}} + \sum_{k=1}^{i} l_{t,k} / v_k
\]

where \( l_{t,k} \) and \( l_{b,i} \) represent the length of trunk pipeline \( k \) and the length of branch pipeline \( i \).

Mathematically, the DHS can be decomposed into \( N_s \) equivalent subsystems with a single-producer single-consumer structure as shown in Fig. 4. The flow rate in each subsystem is equal to the primary flow rate of the relevant substation in the original system. The flow velocity of trunk pipeline \( k \) of each subsystem is equal to the flow velocity of the original pipeline \( k \). The friction factor and the heat loss factor of the decomposed pipelines are extracted from the original pipeline. The obtained parameters ensure that the decomposed systems can reflect hydraulic and thermal behaviors of the original system. Details of the parameter extraction process are given in Appendix D.
For the DHS studied in this paper, the flow rates inside pipelines are controlled to be constant during the flexibility provision period. The excess/deficit heat producer output for flexibility provision is transported to various demands. For a given amplitude of flexibility demand (adjustment in electricity generation/consumption), the maximum duration of flexibility provision from a DHS is decided by the time required for the building temperature or the supply temperature to go beyond the allowable range. So, this duration is determined by physical characteristics of buildings and water in pipelines. The decomposition method doesn’t affect flexibility estimation results. Moreover, the decomposition analysis doesn’t directly change the control system but brings in extra steps to flexibility analysis. The extra steps reduce the calculation burden for flexibility estimation of the original DHS. The results can support the decision-making of the operator for adjusting the power generation/consumption of the heat producer.

To ensure that the heat in the DHS is used efficiently, the return temperature at the primary side of the heat substations is controlled to be operated at its minimum value, which can be achieved by adjusting the flow rate during the normal operation. Therefore, the heat supplied to demand is proportional to the flow rate of water transported to the heat substations [36]. The desired heat supply to the $i$th subsystem $Q_{d,i}$ can be approximated by

$$Q_{d,i} = \frac{m_i}{\sum_{i=1}^{N_s} m_i} Q_d$$  \hspace{2cm} (10)

1) **Subsystem Model**

The behavior of the decomposed subsystems can be described by a power-interface-thermal system model as shown in Fig. 5. The heat is injected into the primary network through a producer heat exchanger. The secondary network is studied as a part of the equivalent building which extracts heat from the heating network through a building heat exchanger.

Based on the component model in Appendix A, the model of subsystem $i$ can be expressed as

$$T_i(t) = A_0 T_i(t) + A_1 T_i(t - \tau_{d,i}) + B Q_{h,i} + ET_w$$  \hspace{2cm} (11)

\hspace{2cm} where

$$T_i(t) = \left[ T_{s,i}^p T_{b,i}^p \right] \cdot T_w = \left[ T_{env} T_{amb} \right] \cdot T_s^p$$

where $T_i(t)$ represents the temperature at the secondary side of the producer heat exchanger. $T_{s,i}^p$ represents the supply temperature at the secondary side of the heat producer, and $T_{b,i}^p$ represents the temperature of the equivalent building. $Q_{h,i}$ represents the $i$th heat producer output. $A_0, A_1, B$ and $E$ can be found in Appendix E.

2) **Flexibility Quantification of Subsystems**

For a radial DHS, the supply temperature is a key state in the DHS control. The supply temperature at the secondary side of the producer heat exchanger is limited by

$$T_{s,i}^p \leq T_{b,i}^p \leq \overline{T}_{b,i}$$  \hspace{2cm} (12)

where $T_{s,i}^p$ and $\overline{T}_{b,i}$ represent the lower and the upper bounds of $T_{b,i}^p$.

Moreover, the building temperature satisfies

$$\forall t \in (0, t_{flexi} + \tau_{d,i}, T_{b,i} \leq T_{b,i} \leq \overline{T}_{b,i}$$  \hspace{2cm} (13)

where $T_{b,i}$ and $\overline{T}_{b,i}$ represent the lower and the upper limits of equivalent building temperature of subsystem $i$.

Based on (1) and (2), the maximum flexibility of subsystem $i$ for a period of $t_{flexi}$ can be formulated as

$$\text{Maximize} \int_0^{t_{flexi}} |Q_{flexi,i}(t)| dt$$  \hspace{2cm} (14)

subject to

$$0 \leq Q_{h,i} \leq Q_{h,i} \leq \overline{Q}_{h,i}$$  \hspace{2cm} (15)

The lower and the upper bounds of output of heat producer $i$ can be expressed as

$$Q_{h,i} = \frac{m_i}{\sum_{i=1}^{N_s} m_i} Q_h, \overline{Q}_{h,i} = \frac{m_i}{\sum_{i=1}^{N_s} m_i} \overline{Q}_h.$$

**B. Estimation of Maximum Flexibility Provision**

1) **Stage I: System Decomposition**

Assume that the DHS includes $N_s$ branch pipelines connected to the same trunk pipeline system. Then the original DHS is divided into $N_s$ subsystems through the following steps:

Step 1.1: Measuring the flow rate $m_i$ at the primary side of the heat substations, where $i=1, 2, \ldots, N_s$;

Step 1.2: Decomposing the original DHS into $N_s$ subsystems;

Step 1.3: Calculating the desired output of heat producer $i$ $Q_{d,i}(t)$ and the relevant limits of all subsystems by using (10).

2) **Stage II: Subsystem Flexibility Estimation**

This stage estimates the maximum available duration of each subsystem at various levels of flexibility provision.
Step 2.1: Estimating the heat demand based on given setpoints of building temperature, and calculating \( \tau_{d,i} \) by using (9);

Step 2.2: Assuming the supply temperature is operated at \( T_s^0 \), then initializing the temperatures of pipelines, heat exchangers and buildings with steady-state estimation values;

Step 2.3: Choosing a suitable time step \( \Delta t \) that is commensurable to \( \tau_{d,i} \), and discretizing (11). \( t_{flexis}^{(k)} \) is then converted into \( n_{flexis} \) steps by \( n_{flexis} = t_{flexis}/\Delta t \);

Step 2.4: Dividing \( Q_{h,i} \) into \( n_u \) intervals and considering \( Q_{h,i} \) as a constant during each interval. Set interval \( k = 1 \);

Step 2.5: Combining the discretized equations with objective (14) and constraints (12), (13), (15) to form a new optimization problem. If the output of the heat producer increases, namely \( Q_{h,i}(k) - Q_{d,i}(t_0) > 0 \), the objective is expressed as

\[
\text{Maximize} \sum_{m=0}^{n_{flexis}} \left[ Q_{h,i}(k) - Q_{d,i}(t_0) \right] \Delta t
\]  

(16)

If \( Q_{h,i}(k) - Q_{d,i}(t_0) < 0 \), the objective is expressed as

\[
\text{Minimize} \sum_{m=0}^{n_{flexis}} \left[ Q_{h,i}(k) - Q_{d,i}(t_0) \right] \Delta t
\]  

(17)

The optimization problems for upward and downward regulations of the decomposed subsystems are both linear optimization problems, with \( 4 \times n_{flexis} \) equality constraints and \( 3 \times n_{flexis} \) groups of upper and lower bounds.

Step 2.6: Solving the optimization problem by fmincon in MATLAB with the interior-point method to acquire the maximum durations for upward and downward flexibility;

Step 2.7: \( k = k + 1 \), Go to Step 2.5, until \( k > n_u \), which indicates the maximum \( Q_i(t) \) at all levels of duration \( F_i \) are acquired. Then the boundaries of flexibility for subsystem \( i \) can be formulated as \( F_i \) and \( Q_i \), with a dimension of \( 1 \times n_u \).

3) Stage III: Flexibility Aggregation

This stage aggregates the maximum duration of subsystems for various levels of flexibility provision.

Since the heat injected into different subsystems are interconnected, the heat producer outputs need to ensure that all subsystems are within limits.

For \( Q_{h,i}(k) \geq Q_{d,i}(t_0) \), the upper limit of heat producer \( i \) is expressed as

\[
Q_{h,i}^{ulimit}(k) = m_i \times \min_{1 \leq s \leq N_{v}} \left\{ \frac{Q_{h,i}(k)}{m_i} \right\}
\]  

(18)

For \( Q_{h,i}(k) < Q_{d,i}(t_0) \), the lower limit of heat producer \( i \) is expressed as

\[
Q_{h,i}^{llimit}(k) = m_i \times \max_{1 \leq s \leq N_{v}} \left\{ \frac{Q_{h,i}(k)}{m_i} \right\}
\]  

(19)

The total flexible output of all subsystems \( P_{flexis}(k) \) and the maximum duration \( F_{flexis}(k) \) at level \( k \) are calculated by

\[
F_{flexis}(k) = t_{flexis,k}
\]  

(20)

\[
P_{flexis}(k) = \sum_{i=1}^{N_{v}} \left[ Q_{h,i}^{llimit}(k) - Q_{d,i}(k) \right]/\gamma_{h2p}
\]  

(21)

IV. Case Studies

A radial DHS as shown in Fig. 6 was used to evaluate the performance of the flexibility quantification method. The DHS was coupled to the power grid via a CHP as an example. The rated power of the CHP was 2 MW with a heat to power ratio of 1.333. The minimum power output of the CHP was assumed to be 0 MW. In normal states, the CHP output was controlled to maintain the supply temperature only. The heat produced by the CHP was transported through a trunk pipeline to the joint node and then divided to the two substations. Parameters of pipelines (stainless) in the DHS were listed in Table I.

![Fig. 6. Schematic of a radial DHS.](image)

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PARAMETERS OF THE PIPESLINES IN THE DHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>Start</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

The setpoint of the buildings’ temperature was 21°C. The electricity output of CHP in the steady state was 1.305 MW. The supply temperature at the secondary side of the producer heat exchanger is controlled by adjusting the CHP heat output. The supply temperature is limited to be below 99°C. The allowable temperature variation of buildings was between 20°C and 23°C. Heat capacity and heat transfer coefficient of buildings were 225 MJ/°C, 41.2 kW/°C, which were estimated based on the amount of concrete and the level of insulation [37].

A. Model Validation

This case was carried out to show the accuracy of the decomposition method in approximating the behavior of a radial DHS. A commercial simulation software, namely APROS, was used to simulate the behavior of the DHS as a comparison. In the decomposed system, the trunk pipeline was replaced by two pipelines with the same flow rates as the original system. The length of the two pipelines in the subsystems are 0.7 km and 1 km. Two key factors in reflecting the DHS behavior, namely flow rate and temperature, were compared to validate the equivalence of the two models.

To validate that the decomposed system can reflect the dynamic behavior of the original system, the supply temperature was adjusted to different values to observe the response of the whole DHS. The results in Fig. 7 show that the decomposed system approximates the behavior of the original system with a high accuracy.
Fig. 7. Simulation results of the decomposed system and the original system.

The upward and the downward flexibility boundaries of the DHS were determined using the proposed method and compared to the flexibility boundaries calculated through simulations of the original DHS. Fig. 8 shows that the decomposed system can approximate the original DHS with respect to flexibility provision. The flexibility boundaries are presented as the maximum change (positive and negative) of CHP electricity output within the allowable duration that ensures all temperatures of the DHS are within limits. The duration refers to the release period of CHP for supporting the power grid. Durations from 30 minutes to 6 hours were considered as an example. The flexibility boundaries were shown as two curves available for upward and downward regulations as shown in Fig. 8. The results also show that the flexibility boundaries shrink as the duration increases. From another perspective, the higher the CHP heat output deviates from the heat demand, the faster the DHS states may go beyond limits.

Fig. 8. Flexibility comparison of the decomposed and original systems.

B. Key Factors in Flexibility Quantification

The impacts of system parameters and operating conditions on the upward and the downward flexibility boundaries of the DHS shown in Fig. 6 were discussed in this subsection.

1) Impact of Pipeline Length

To highlight the impact of pipeline length, the flexibility of two simplified DHSs was firstly compared. The lengths of pipelines in the two cases are 1 km and 3 km. Fig. 9 shows the results of this test. Assuming that the demand for flexibility from the power grid emerged at the 5th hour, the CHP electricity output was increased to respond to this demand. As time goes by, the supply temperature in both cases increased. After 1 hour, the demand for flexibility disappeared. The CHP electricity output was adjusted to restore its heat supply to the DHS. The results show that the supply temperature of the 1 km case increases faster due to a shorter time delay. Meanwhile, a longer period of fluctuation in CHP electricity output and temperature was observed, which may affect the amount of flexibility in DHS for further response.

Fig. 9. Variation of electricity output and supply temperature of CHP.

Fig. 10 shows the trajectories of the supply temperature and the building temperature. Although, both systems restored to normal states, the 3 km system was less sensitive to the change of CHP electricity output than the 1 km system. The supply temperature of the 1 km system exceeded its upper bound (99°C) after four cycles, while the temperature of the 3 km system was still within its limits.

As shown in Fig. 11, the 3 km system has more flexibility. Both the upward and the downward flexibility boundaries were enlarged at all levels of adjustment in the CHP electricity output. In practice, the DHS may have pipeline networks with tens of kilometers long, which indicates a significant amount of flexibility.

Fig. 10. Variations of supply temperature and building temperature at the DHS.

Fig. 11. Impact of pipeline length on the flexibility of the DHS.
2) Impact of Supply Temperature

To investigate the impact of supply temperature on the flexibility provided by the DHS, three studies were performed considering the supply temperatures at 85°C, 90°C and 95°C for the DHS described in Fig. 6 and Table I.

Fig. 12 shows that the available upward flexibility boundary shrinks as the supply temperature goes up. Therefore, the DHS with higher supply temperature reaches its boundary first, which means less upward flexibility can be supplied. This is because higher supply temperature causes the violation of the maximum temperature limits in buildings after a shorter period.

When the supply temperature is within limits, the boundaries of flexibility provision are mainly determined by the building temperature. As a result, the downward flexibility boundaries at different supply temperatures are close to each other.

![Fig. 12. Flexibility boundaries of the DHS under different supply temperatures.](image)

3) Impact of Thermal Mass and Resistance of Building

In this test, the heat capacity and heat transfer coefficient of buildings were changed to 175 MJ/°C and 31.2 kW/°C separately. The results are shown in Fig. 13. As previously mentioned, the upward flexibility boundary was determined by the supply temperature and the building temperature. The supply temperature is the primary constraint that limits the upward flexibility provision, particularly when the CHP is operated close to its maximum capacity. This is because a high-level heat demand at normal states results in a smaller margin for supply temperature increase. The flexibility of the DHS reached its upper bound before the extra heat caused more impact on the building temperature. As the CHP electricity output decreased, the downward flexibility boundary of the case with 175 MJ/°C heat capacity became smaller than the case with 225 MJ/°C heat capacity.

![Fig. 13. Flexibility boundaries of the DHS with different building parameters.](image)

For a building with a smaller heat transfer coefficient (well-insulated), the heat demand was lower which indicated that the water flow rate was smaller under the same supply temperature. When the CHP heat output increased, the supply temperature went up faster. As a result, the upward flexibility boundary was smaller than the reference case. Like the previous case with supply temperature variation, the case with small losses (heat transfer coefficient) has a lower flow rate. The supply temperature affected the downward boundary if the CHP output was below a certain level. Thus, the duration for supporting the demand of flexibility was also shorter than the reference case.

4) Impact of Ambient Temperature

Fig. 14 shows the flexibility boundaries of the DHS with ambient temperatures at -4°C, 0°C and 4°C. In this case, the supply temperature was maintained at 85°C during the normal operation. When the ambient temperature decreased (more heat demand), the flow rate would be at a higher level which indicated that the maximum duration became smaller. This increase led to a decrease of upward flexibility boundary. On the opposite, when the ambient temperature increased, the maximum duration went up. The downward flexibility boundary was thus enlarged. Even though the flow rate was not adjusted during each flexibility calculation process, its value affected the flexibility of the DHS.

![Fig. 14 Flexibility boundaries of the DHS under different ambient temperature.](image)

C. Discussion

The impact of the four key factors on the flexibility of DHSs are summarized in Table II. The results show that the flexibility of DHS is different when system parameters (pipeline length, building insulation, heat capacity) or operating conditions (supply temperature and ambient temperature) are not the same. The findings can support the decision making of DHS owners on flexibility enhancement so that they could make profits from providing flexibility to the power grid.

<table>
<thead>
<tr>
<th>Key factors</th>
<th>Upward flexibility</th>
<th>Downward flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipeline length increases</td>
<td>Enlarge</td>
<td>Enlarge</td>
</tr>
<tr>
<td>Supply temperature increases</td>
<td>Enlarge</td>
<td>Minor impacts</td>
</tr>
<tr>
<td>Building insulation increase</td>
<td>Shrink</td>
<td>Enlarge</td>
</tr>
<tr>
<td>Building heat capacity increases</td>
<td>Minor impacts</td>
<td>Enlarge</td>
</tr>
<tr>
<td>Ambient temperature increases</td>
<td>Shrink</td>
<td>Enlarge</td>
</tr>
</tbody>
</table>

Note that the implementation of the decomposition method for quantifying the flexibility of the DHS is at the cost of extra steps: 1) Pre-processing: model decomposition and parameter extraction which require prior knowledge on hydraulic and thermal behaviors of the DHS; 2) Post-processing: the aggregation of flexibility of subsystems; 3) Update required for model decomposition when hydraulic conditions change. However, the decomposition method has the following benefits: 1) the computational burden for flexibility quantification of the DHS is reduced; 2) If idle processors exist,
parallel computing can be used to accelerate the problem-solving process, particularly for offline analysis.

By providing flexibility services, the DHS owner can acquire additional profits from the power grid, which vary under different market conditions. Using secondary frequency response in Great Britain as an example, the unit price (per MW) of availability for secondary frequency response was £8.78/h [38]. If 0.5 MW of CHP output is for secondary frequency response with a tendered duration of 16 h/day, then the CHP owner will receive an estimated payment of £25,637.6/year (8.78 × 0.5 × 16 × 365) for being available to provide secondary frequency response.

Note that this paper focuses on the limit of DHS on the CHP, which mainly affects durations that the change of CHP electricity output can sustain. For a given flexibility service requiring fast action, the reserved capacity of CHP is also limited by ramp rates. This limit can be approximated by the minimum response time required by the utility multiplied by the ramp rate of gas-engine used in the CHP. If small gas turbines are used as the engine, the ramp rates typically range between 100 kW/s and 200 kW/s [39]. For a single-shaft gas turbine, this rate could be higher. Using primary frequency response in Great Britain as an example, the CHP needs to reach its full reserved capacity in 10s [29]. Assume that the ramp rate of the gas engine is 100 kW/s, then the maximum reserved capacity that the CHP in this paper can keep for primary frequency response is 1 MW (100kW/s×10s) with respect to ramping limits. As the amplitudes of flexibility boundaries in Fig. 8 are below 1 MW, the ramp rate limit does not change the results of this paper. Besides technical maximum reserve, the reserve capacity is also affected by the forecasting prices of gas and electricity in the energy markets, and the payment from other ancillary services. The CHP owners/operators make decisions about the reserved capacity based on potential benefits over the contract period of ancillary services. A long-term study will be conducted in future to demonstrate the economic benefits providing ancillary services considering the market prices of energy and ancillary services.

V. CONCLUSION

This paper proposed a three-stage methodology to quantify the flexibility of DHSs. The DHSs exchange energy with the power grid through their heat producers’ electricity generation/consumption. The behavior of DHSs was approximated by multiple simple DHSs with a single-producer single-consumer structure. The flexibility of the simple DHSs was defined as the maximum duration that the DHS can absorb or release energy within operational limits. An optimal control problem with time delays was formulated to characterize the flexibility boundary of these simple DHSs. A flexibility aggregation method was developed to evaluate the total flexibility of the original DHS. Cumulative flexibility of subsystems enables a simple and portable model to accurately capture the aggregate flexibility of demands, pipelines and the heat producer at a system level.

Case studies showed that the proposed method could represent the flexibility of the original system with high accuracy. The results also showed that the amount of flexibility of a DHS largely depended on the supply temperature and the building temperature. These states were mainly determined by the supply temperature of the DHS, the heat loss coefficient of buildings, and the ambient temperature.

Some limitations should be noted. Firstly, the decomposition method is not able to analyze a DHS with a ring-shaped pipeline network or multiple heat producers directly. Secondly, the proposed method is not suitable for a DHS using variable flow control to maintain the heat supply. Thirdly, details of secondary pipeline networks are not considered in this paper. The proposed approach is only validated by a small-scale radial DHS. But it can be extended to large-scale systems from two aspects: 1) For a radial DHS with a large number of pipelines and customers, a simplified structure can be extracted by aggregating of pipelines and demands of DHSs; 2) For a ring-shaped DHS with multiple heat producers, the DHS can be divided into multiple radial networks at hydraulic intersection users or common pipe branches. Then the proposed approach can be applied to each divided system’s flexibility analysis.

APPENDIX

A. Model of the DHS

1) Pipeline Model: When the DHS is used for flexibility services, the fast electricity fluctuation is transferred to the DHS. To avoid evident pressure changes, the flow rate is not adjusted during the flexibility provision process. As hydraulic dynamics are much faster than thermal dynamics, a quasi-dynamic pipeline model was used to describe the transport delay effect [40]

\[ T_{\text{out}}(t) = f_p(T_{\text{in}}(t - \tau_d)) = T_{\text{in}}(t - \tau_d) \times e^{-\frac{\lambda L}{c_w m}} + T_{\text{env}} \times (1 - e^{-\frac{\lambda L}{c_w m}}) \] (22)

where \( T_{\text{in}}(t) \) and \( T_{\text{out}}(t) \) are inlet and output temperatures of the pipeline. \( f_p \) is the thermal model of the pipeline. \( \lambda \) and \( L \) are overall heat transfer coefficient and length of the pipeline. \( m \) is the flow rate of the pipeline. \( c_w \) is the specific heat of water.

2) Heat exchanger: In the flexibility analysis, the energy transfer function of the heat exchanger is concerned. So, a simplified model is used to describe the thermal dynamics of the heat producer side system [41]

\[ c_w m_2 \frac{dT_p^p}{dt} = Q_h - c_w m_p (T_s^p - T_p^p) \] (23)

where \( T_p^p \) and \( m_p \) are return temperature and flow rate at the secondary side of the heat exchanger. \( m_2^p \) is the mass of water inside the heat exchanger.

At the building side, the heat is absorbed from the primary network through a heat exchanger, which is modeled by

\[
\begin{align*}
\frac{c_w m_1^b}{dt} \frac{dT_{1,0}^b}{dt} &= c_w m_p (T_{1,0}^b - T_{1,0}^b) - H^b (T_{1,0}^b - T_{2,0}^b) \\
\frac{c_w m_2^b}{dt} \frac{dT_{2,0}^b}{dt} &= H^b (T_{2,0}^b - T_{2,0}^b) - c_w m_b (T_{2,0}^b - T_b)
\end{align*}
\] (24)

where \( T_{1,0}^b \) and \( T_{2,0}^b \) are inlet and output temperatures at the primary side of the heat exchanger. \( T_{1,0}^b \) and \( T_{2,0}^b \) are inlet and output temperatures at the secondary side of the heat exchanger. \( m_1^b \) and \( m_2^b \) are the mass flow inside primary and secondary circuits of the heat exchanger. \( H^b \) is the heat loss coefficient of...
the heat exchanger.

3) Building: A simple lumped parameter model was used to describe a building’s energy behavior [37]. Assume that no other heat sources are used, then the building is modeled as

$$C_b \frac{dT_b}{dt} = c_w m_b (T_{b,0} - T_b) - k_i (T_b - T_{amb}) \tag{25}$$

where $C_b$ is the heat capacity of the building, $m_b$ is the flow rate of the secondary side of the building heat exchanger, $k_i$ is the overall heat loss coefficient. $C_b$ and $k_i$ are empirical values, which can be estimated by identifying building behaviors [37].

B. Thermal Inertia of Water in Pipeline and Building

Referring to (23), the desired heat output of CHP at $t_0$ can be expressed as $Q_d = c_w m_p (T_{p}^p (t_0) - T_r)$ when the DHS is operated at the steady state. When supporting the power grid by changing the electricity output, the heat output of CHP is changed to $Q_h = Q_d + \gamma h_2 p f_{flexis}$. The general solution of the heat supply system at the producer side (23) is expressed as

$$T_p^p (t) = \frac{Q_h + c_w m_p T_{p}^p}{c_w m_p} - \frac{Q_d - c_w m_p}{c_w m_p} e^{\frac{m_p}{m_2}(t-t_0)} \tag{26}$$

Heat supply to the buildings is not affected by the changes in the heat output until water flows from the producer side to the demand side with a transport delay $\tau_d$.

For upward regulation (increasing CHP output), the flexibility requested by the power grid is below the upward boundary, namely $0 \leq P_{flexis} \leq P_{flexis, up}$. Then $\forall t \in [t_0, t_0 + \tau_d]$

$$T_s^p (t) \leq \frac{Q_h + c_w m_p T_{p}^p}{c_w m_p} = \frac{Q_d + h_2 p f_{flexis} + c_w m_p T_{r}^p}{c_w m_p} \leq \frac{Q_d + h_2 p f_{flexis} + c_w m_p T_{r}^p}{c_w m_p} \tag{27}$$

To ensure the security of the DHS, the supply temperature is limited below $T_s^p$. If $P_{flexis}$ satisfies $Q_d + h_2 p f_{flexis} + c_w m_p T_{r}^p \leq \frac{Q_d}{c_w m_p}$, the DHS can accommodate an increase in the CHP electricity output $P_{flexis}$ for at least a period of $\tau_d$ before the higher temperature water reaches the building side.

For downward regulation (decreasing CHP output), a drop of supply temperature will be observed due to less heat supply. But the water in the supply pipeline will keep heating the building for another period $\tau_d$. Even if the heat supply at the producer side is reduced to zero, the building temperature can sustain for at least $\tau_d$ due to the thermal inertia of the building. Besides, the building can maintain its temperature at a level above the minimum temperature $T_{b}^p$ for another period $t_b$ due to the thermal inertia of the building. Without heat input, the general solution of the building side system (25) is expressed as

$$T_b(t) = T_{amb} - (T_{amb} - T_{b}(t_0)) e^{\frac{k_i}{C_b}(t-t_0)} \tag{28}$$

It can be obtained that $t_b = \frac{c_w m_b}{k_i} \ln \left( \frac{T_{b}(t_0)-T_{amb}}{T_{b}(t_0)-T_{amb}^b} \right) + t_0$.

Therefore, the DHS can accommodate a decrease in the electricity output for at least a period of $\tau_d + t_b$.

C. Computational Complexity Analysis

In this paper, the interior-point method was used for solving both the original problem and the equivalent problem. Regarding computational complexity, the key difference of the two models lies in the dimension of dynamic constraints after differencing. To show the benefits, the original model and the equivalent model are compared as follows.

For simplicity, the Euler method was used to discretize the models. The discretized equation of the original system (3) can be expressed as

$$\frac{T(t + \Delta t) - T(t)}{\Delta t} = f(t, T(t), T(t - n_{p,1} \Delta t), T(t - n_{p,2} \Delta t), ..., T(t - n_{p,N_p} \Delta t), Q_h, T_w) \tag{29}$$

where $n_{p,1} = \frac{t_1}{\Delta t}, n_{p,2} = \frac{t_2}{\Delta t}, ..., n_{p,N_p} = \frac{t_N}{\Delta t}, \Delta t$ is the step size, which satisfies that $n_{p,1}, n_{p,2}, ..., n_{p,N_p}$ are integers within the allowable tolerance range.

Combined with (6), the above model can be reformulated as the standard form of linear programming. Considering delayed variables, the dimension of variables in the standard form can be $n_{ori} = (N_p + 1) \times N_T$ in the worst case. The computational complexity of the original system is thus no more than $O(n_{ori}^3 L)$ where $L$ is integer data of bit size [42].

Assume that $\Delta t$ is also used for the equivalent model, the discretized equation of subsystem (11) can be expressed as

$$\frac{T(t + \Delta t) - T(t)}{\Delta t} = A_e T_1(t) + A_e T_1(t - n_{d,1} \Delta t) + B Q_{h,i}(t) + E T_w \tag{30}$$

Considering delayed variables, the dimension of variables in the standard form can be $n_{eq,i} = 2 \times 4$ in the worst case. The computational complexity of the original system is thus no more than $O(n_{eq,i}^3 L)$.

For a real DHS, $N_T$ is the temperature variables of the whole system, which satisfies $N_T > 4$. The number of pipelines satisfies $N_p > 2$. Therefore, it can be concluded that $O(n_{ori}^3 L) \gg O(n_{eq,i}^3 L)$.

The flexibility analysis of the subsystems in the equivalent model needs to be conducted for $N_s$ (the number of subsystems) times. As $N_s$ is smaller than $N_p$, the complexity of the proposed approach based on the equivalent model is still much lower than the complexity of the original model.

Note that if other difference methods, such as 4th order Runge-Kutta method, are used, the complexity could be 4 times higher, which indicates the complexity difference between the original model and the equivalent model could be even higher.

D. Parameter Extraction of the Decomposed Subsystem

The decomposition process includes two aspects: 1) Hydraulic decomposition based on graph theory and Kirchhoff’s Law, which ensures that the pressure drop along the decomposed pipelines is equivalent to the pressure drop of the original pipeline; 2) Thermal decomposition, which ensures the temperature drop of the decomposed pipelines and the original pipeline are the same. The equivalent of the heat transfer coefficient of the decomposed pipeline is analogous to the equation used for calculating the friction factors of the
decomposed pipelines.

1) Equivalent Friction Factor for Hydraulic Decomposition

The equivalent friction factor of the decomposed pipeline is extracted from the friction factor of the original pipeline by

\[ f_{i,j} = f_{i} \frac{D_{ij}}{D_{i}} \]  

(31)

where \( f_{i,j} \) is the friction factor of the \( j \)th decomposed pipeline of the original pipeline \( i \). \( f_{i} \) is the friction factor of the original pipeline \( i \). \( D_{ij} \) is the diameter of the \( j \)th decomposed pipeline of pipeline \( i \). \( D_{i} \) is the diameter of pipeline \( i \).

Describe the pressure drop of the \( j \)th decomposed pipeline as

\[ \Delta H_{i,j} = f_{i,j} \frac{L_i}{D_{ij}} \frac{v_i^2}{2} \]  

(32)

Then the pressure drops of the decomposed pipelines and the original pipeline satisfy

\[ \Delta H_i = \Delta H_{i,1} = \Delta H_{i,2} = \cdots = \Delta H_{i,n} \]  

(33)

2) Heat Loss Factor for Thermal Decomposition

The equivalent of the heat transfer coefficient of the decomposed pipeline is extracted from the heat transfer coefficient of the original pipeline by

\[ \lambda_{i,j} = \lambda_i \frac{D_{ij}^2}{D_i^2} \]  

(34)

where \( \lambda_i \) is the heat transfer coefficient of pipeline \( i \). \( \lambda_{i,j} \) is the heat transfer coefficient of the \( j \)th decomposed pipeline of pipeline \( i \).

Describe the temperature drop of the pipelines by using (22), then heat losses of the decomposed pipelines and the original pipeline satisfy

\[ T_{\text{out},i} = T_{\text{out},i,1} = T_{\text{out},i,2} = \cdots = T_{\text{out},i,n} \]  

(35)

E. Parameters of the DHS Model

\[ A_0 = \begin{bmatrix} \frac{m_p}{m_1} & 0 & 0 & 0 & 0 \\ 0 & -\frac{m_p}{m_1} \frac{H^b}{cw_{\text{m}2}^b} & -\frac{H^b}{cw_{\text{m}1}^b} & 0 \\ 0 & \frac{H}{cw_{\text{m}1}^b} \frac{m_p}{m_1} & \frac{H}{cw_{\text{m}2}^b} \frac{m_p}{m_1} & 0 \\ 0 & 0 & -\frac{c_p m_b}{c_b} & -\frac{c_p h_b}{c_b} \frac{m_p}{m_1} \frac{k_1}{c_p} \\ 0 & 0 & 0 & \frac{k_1}{c_p} \end{bmatrix} \]

\[ A_1 = \begin{bmatrix} \frac{m_p}{m_1} e^{-\frac{\lambda L}{c_p m_p}} & 0 & 0 & 0 \end{bmatrix} \]

\[ B = \begin{bmatrix} \frac{1}{cw_{\text{m}2}^b} \frac{m_p}{m_1} \left( 1 - e^{-\frac{\lambda L}{c_p m_p}} \right) \\ 0 \\ 0 \end{bmatrix} \]

\[ E = \begin{bmatrix} \frac{m_p}{m_1} \left( 1 - e^{-\frac{\lambda L}{c_p m_p}} \right) \\ 0 \\ 0 \end{bmatrix} \]

REFERENCES


[40] isHYD V8i, Bentley Systems, Incorporated. Exton, PA USA, 2012.
