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Abstract 

In recent decades, atomic force microscope (AFM) tip-based nanomachining has 

gained the increased attention of researchers as a technique capable of creating 

nanoscale features on the surfaces of materials. In principle, it represents a 

potentially low-cost alternative to other more expensive methods for nanoscale 

fabrication, particularly at the prototyping stage of device development. However, 

currently the numbers of practical applications that take advantage of this 

technique are limited.  

At the same time, magnetic domains at nanoscales have also shown to be of interest 

in recent decades with the potential for use in various applications. An example of 

which includes racetrack memory, a possible future non-volatile data storage system 

that would have higher densities and faster read/write speeds [1]. A key issue in 

successfully developing these systems relates to the ability to accurately control the 

motion of the magnetic domain boundaries known as domain walls (DWs). 

In this context, this thesis presents a study attempting to combine these issues. AFM 

tip-based nanomachining is used to create vertical nanotrenches cut along the top 

surface across the width of magnetic nanowires with the intention of pinning DWs at 

them.  

A computational study was conducted focusing on the effects of the shape and 

geometry of vertical nanotrenches on their pinning strength. This was inspired by 

the fact that nanotrenches created by AFM tip-based nanomaching have a tendency 

to be triangular in shape due to the pyramidal tips. Simulations were carried out 

using the Object-Oriented MicroMagnetic Framework (OOMMF). It was found that 

triangular nanotrenches pin both transverse and vortex DWs more weakly than their 

square counterparts. The depth of both shape nanotrenches appear to have 

approximately linear relationships with the pinning strength. It was found that whilst 

square nanotrenches retain their pinning strength as their length is increased, 

triangular nanotrenches reduce in pinning strength beyond a significant length 

relative to its depth. This was shown to be related to the angle between the 

triangular nanotrench wall and the x-y plane. It is found that the depinning fields 

drastically reduce when the angle is reduced below 10 ° corresponding to relatively 

shallow and long nanotrenches.   

Experiments are carried out to test the viability of AFM tip-based nanomachining for 

pinning DWs. Anisotropic Magnetoresistance measurements were used to detect the 
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presence of DWs and measure the resulting depinning fields. In addition to this, 

magnetic full-field transmission soft x-ray microscopy was utilised to directly image 

DWs pinned at the created sites. It was found to be a viable option as multiple 

ferromagnetic nanowires are machined and DWs are pinned at the resulting 

nanotrenches. Further work was conducted to verify the computational results 

regarding nanotrench depth and pinning strength. Experimental data gathered 

agrees with the computational simulations and show an approximately linear 

increase in depinning fields with an increase in nanotrench depth.  
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1. Introduction 

1.1 Nanomagnetism  

 The origin of magnetic moments from electrons 

Magnetism effects many areas of science as fundamentally all materials are 

magnetic. This can be attributed to the electromagnetic nature of atoms and their 

orbiting electrons. In classic electromagnetism, it is found that an electric current 

generates a magnetic field. If a current, 𝐼 is following around an elementary 

oriented loop of area |𝑑𝑆|, the magnetic moment 𝑑𝜇 produced by this elementary 

current loop is 𝒅𝝁 = 𝐼𝒅𝑺 and will have the units A m2. Integrating over the area of 

the finite current loop gives the magnetic moment as[2]: 

 
𝝁 = 𝐼 ∫ 𝒅𝑺 (1.1) 

For an individual atom, the magnetic moment can be calculated from three key 

components. The first is associated with the orbiting electron. This can be 

considered an accelerating charge and so produces a magnetic field and an 

associated magnetic moment due to its circular motion implying constant 

acceleration. The magnetic moment lies along the same direction as the angular 

momentum, 𝑳. The magnetic moment is found to be proportional to the angular 

momentum and is given by[2]: 

 𝝁 = 𝛾𝑳 (1.2) 

where 𝛾 is the gyromagnetic ratio. Another contribution to the total magnetic 

moment of an atom is due to the spin of the electron. Electron spin is complex in 

nature due to its quantum mechanical properties, but can be quantised as two 

defined states of spin up and spin down. The final component is due to the intrinsic 

spin associated with the nucleus of the atom. This is similar to that of the electron; 

however this contribution is approximately three orders of magnitude smaller than 

the contribution of the electron. As such, it is often neglected in calculations of the 

total magnetic moment of an atom.   
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Figure 1.1.1: a) and b), schematic of an electron and its associated magnetic 

moment due to spin. c), schematic of a nucleus and its associated magnetic moment 

due to the orbiting electron. 

The magnetisation, 𝑴 of a material is defined as the magnetic moment per unit 

volume. The magnetisation in bulk is the combination of all the individual magnetic 

moments. However, 𝑴 is treated as a smooth vector field throughout the material, 

except for at its edges. Historically the magnetic field vector has been referred to in 

two ways. 𝑩 is known as the magnetic induction or magnetic flux density and is 

typically used with the units of Tesla, T, whereas 𝑯 is referred to as the magnetic 

field strength and is measured in A m-1.  In a vacuum, these two quantities are 

related to each other by, 𝑩 = 𝜇0𝑯 where 𝜇0 is the permeability of free space. In 

solids this is extended to: 

 𝑩 = 𝜇0(𝑯 + 𝑴) (1.3) 

 Magnetic Susceptibility 

There are a number of different types of magnetic materials and each respond to 

magnetic fields differently. The key categories of magnetism  are paramagnetism, 

diamagnetism, ferromagnetism, antiferromagnetism, ferrimagnetism and 

superparamagnetism. The magnetic properties or a material can be distinguished 

using two parameters known as the magnetic susceptibility, 𝜒 and the relative 

permeability, 𝜇𝑟. The magnetic susceptibility is defined as the ratio between the 

material’s induced magnetisation and the externally applied magnetic field: 

 
𝜒 =

𝑀

𝐻
 (1.4) 

The magnetisation, 𝑀 and the applied field, 𝐻 both have the units A m-1, therefore 

the susceptibility, 𝜒 is a dimensionless quantity. 𝜒 can be positive or negative and 

a) b) c) 
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can give an indication of the properties of the material. For example, if 𝜒 is 

negative, then the material is dominated by diamagnetism, whereas a positive 𝜒 

indicates the material is dominated by another form of magnetism such as 

paramagnetism, ferromagnetism or ferrimagnetism.  

As well as the magnetic susceptibility, the magnetic permeability, 𝜇 can be used to 

define a magnetic material. The magnetic permeability of a material is given by: 

 𝜇 = 𝜇0𝜇𝑟 (1.5) 

Where 𝜇0 is the permeability of free space again, and 𝜇𝑟 is the relative permeability 

of the material. The relative permeability of a material is related to the magnetic 

susceptibility and is defined by: 

 𝜇𝑟 = 1 + 𝜒 (1.6) 

This thesis concentrates on phenomena that occur in ferromagnetic materials and 

only includes experiments conducted on ferromagnetic materials. Therefore no 

further detail shall be given on the other categories of magnetic materials. 

However, the next section will go into further detail of ferromagnetism.  

 Ferromagnetism 

Ferromagnetic materials differ from diamagnetic and paramagnetic materials such 

that they are able to maintain magnetisation in the absence of an externally applied 

field. This occurs due to quantum mechanical interactions between the atomic spins, 

that overlap in wavefunction, known as exchange interactions. Further detail about 

exchange energies will be discussed later in this chapter. It is a short range 

interaction that only effects nearest neighbours. In ferromagnetic materials, the 

moments have preference to align with one another. The exchange energy between 

a pair of spins is proportional to 𝑺𝑖 . 𝑺𝑗 where 𝑺𝑖 and 𝑺𝑗 are the spins of the ith and jth 

spins in the ensemble. For a large ensemble of spins in an applied magnetic field 𝑯, 

the energy of the system is given by the Heisenberg Hamiltonian [2]:  

 ℋ̂ = − ∑ 𝐽𝑖𝑗𝑺𝑖 . 𝑺𝑗

𝑖≠𝑗

+ 𝑔𝜇𝐵 ∑ 𝑺𝑗. 𝑯

𝑗

 (1.7) 

Where 𝐽𝑖𝑗 is the exchange constant, 𝑺𝑖 and 𝑺𝑗 are the ith and jth spins in the ensemble 

respectively, 𝑔 is the so-called “Landé factor” and 𝜇𝐵 is the Bohr magneton (defined 

as 𝜇𝐵 =
|𝑒|ℏ

2𝑚𝑒𝑐
 ). The exchange constants define how neighbouring spins will interact 

with each other. A positive 𝐽𝑖𝑗 will have preference to align neighbouring spins with 

each other (as in ferromagnetism), whereas negative 𝐽𝑖𝑗 will cause spins to align 
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anti-parallel with one another (as in antiferromagnetism). There are other forms of 

𝐽𝑖𝑗 that result in other forms of interactions, such as RKKY interactions (indirect 

exchange that occurs in metals between magnetic ions mediated by conduction 

electrons) [2] but are not needed for this thesis. The first term in the Hamiltonian is 

known as the Heisenberg exchange energy, and the second term is known as the 

Zeeman energy. The Zeeman energy will be discussed further later in this chapter. 

In addition to these terms, another contribution from magnetocrystalline anisotropy 

can be considered. Energy contributions related to this will be discussed further 

later in this chapter. However, the structures created for this thesis consist of 

permalloy (Ni81Fe19) which is a soft ferromagnetic material that has negligible 

anisotropic effects when in crystalline form[3]. Therefore, contributions from 

anisotropy will not be considered at this stage.  

To try and explain these interactions in 1907, Pierre-Ernest Weiss proposed the 

existence of an internal molecular field in ferromagnetic materials [4]. He proposed 

that the molecular field was responsible for attempting to align the magnetic dipoles 

of atoms against thermal fluctuations due to the dominant exchange interactions 

being positive. Thermal fluctuations have a preference towards complete disorder of 

the magnetic dipoles resulting in a zero magnetic field within the material without 

the presence of an externally applied field. As the temperature increases, the 

thermal fluctuations work to destroy the magnetic ordering within a material. At a 

critical temperature, known as the Curie point 𝑇𝑐, all magnetic ordering is destroyed 

and a ferromagnetic material becomes paramagnetic and so cannot hold 

magnetisation in a zero field. In this regime, the thermal fluctuations are strong 

enough to completely overcome the exchange interactions between spins. This gives 

rise to the Curie-Weiss law, which gives the magnetic susceptibility for a 

ferromagnetic in temperatures about the Curie point [5]: 

 
𝜒 =

𝐶

𝑇 − 𝑇𝐶
 (1.8) 

where 𝐶 is the Curie constant of the material, 𝑇 is the temperature, and 𝑇𝑐 is the 

Curie point. The Curie point for ferromagnetic materials is are typically in the order 

of𝑇𝑐~103𝐾, however some ferromagnets are known to have a 𝑇𝐶 much lower, some 

even below room temperature[2].  

The Weiss field explains the temperature dependence and the resulting 

paramagnetism at high temperatures, but the model leads to there being constant 

magnetisation for ferromagnets below the Curie point. To try and explain the 
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unusual field dependence that occurs within ferromagnets, Weiss assumed that the 

materials were made up of many domains. A domain is referred to as a small region 

of a material within which all of the local dipoles are aligned. However, not all 

regions (domains) within the material are aligned with one another. These magnetic 

domains contribute to magnetic hysteresis, in which the magnetisation of the 

material is dependent on the history of the externally applied field.  

To further understand why hysteresis occurs within ferromagnets, the behaviour of 

magnetic domains within the material needs to be discussed. If a ferromagnetic alloy 

is mixed and cooled in zero applied field, the resulting ferromagnet will produce no 

net external magnetic field. This is due to the presence of many domains all with 

their magnetisation pointing in random directions as shown in figure 1.1.2. Opposing 

domains of similar size cancel each other out and so random domain formations 

produce no net magnetisation. When an external field is applied, this causes the 

domains most closely aligned with it to grow in size. Within the boundaries of the 

domains (known as domain walls, and will be discussed in further detail later in this 

chapter) the spins rotate to align with the external field. As these domains grow, 

they start to produce a stronger field than the domains opposing them, therefore 

creating an overall net magnetisation. If the external field grows in strength, this 

will cause the domains to continue to grow until the entire sample becomes 

magnetised in the same direction. This is known as magnetic saturation and the field 

produced by the sample is known as the saturation magnetisation, 𝑀𝑠. Reducing the 

applied field to zero  results in various responses depending on the properties of the 

ferromagnet. Removing the applied field from a hard magnetic material will result in 

a minimal change in its magnetisation, providing a square hysteresis loop. However 

in the case of soft magnetic materials, the magnetisation can be reduced 

significantly when the applied field is removed[6]. The remaining magnetic field 

produced by the material once the applied field is reduced to zero is known as the 

remanence field, 𝑀𝑟. To remove this magnetisation, a field must now be applied in 

the opposite direction. This will cause spins within domains to begin to rotate to 

align in the new direction. The value of the applied field needed to reduce the net 

magnetisation of a sample to zero is known as the coercive field, 𝐻𝑐. Increasing the 

strength of the applied field will result in magnetic saturation of the sample in the 

opposite direction but with the same absolute value of 𝑀𝑠. Increasing the applied 

field back through to positive values will produce the same results as when reversing 

the field previously. A plot of this phenomenon can be seen in figure 1.1.2 and is 

known as a hysteresis loop. The area enclosed within the loop can be related to the 



6 
 

amount of energy that is lost from the system during the whole cycle, primarily as 

heat. A ferromagnet may be return to true zero field with random domains by 

heating it beyond the Curie point such that it returns to a paramagnet and then 

cooling it in a zero field.  

 

Figure 1.1.2: An example of a ferromagnetic hysteresis loop, taken from [6] 

 Micromagnetics  

Micromagnetism, termed by W. Brown in 1940, is the attempt to describe what is 

happening within ferromagnetic materials at sub-micron scales. When attempting to 

do this, challenges such as the Heisenberg Hamiltonian cannot be solved quantum 

mechanically.Even if the energy terms are disregarded in an attempt to simplify the 

scenario. As such, until another theory can be developed, the only way to attempt 

to explain micromagnetic behaviour is to not consider quantum mechanics by 

ignoring the atomic nature of matter and use classical physics within a continuous 

medium. This research began in 1935 in a paper published by Landau and Lifshitz [7] 

that studied the structure of the wall between two anti-parallel domains. Brown 

then further this work in 1940-1 with several works being published [8].  This 

classical approach replaces the spins with classical vectors. More specifically, the 

moments of the atoms are described using a varying vector field of magnetisation, 

defined by: 

 
𝒎 =

𝑴

𝑀𝑠
 (1.9) 

𝒎 is the unit vector for the atom’s magnetisation, where 𝑴 is the magnetisation and 

𝑀𝑠 is the saturation magnetisation. To calculate the domain structure within 

ferromagnets, it is necessary to find the minimum energy state of the system. The 
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micromagnetic equations are derived from minimisation of the total free energy 

with respect to 𝒎 as done by Brown [8]. The total free energy of a ferromagnet is 

made up of six competing energy terms [6]: 

 𝜀𝑡𝑜𝑡 = 𝜀𝑒𝑥 + 𝜀𝑎𝑛 + 𝜀𝑑 + 𝜀𝑧 + 𝜀𝑠𝑡𝑟𝑒𝑠𝑠 + 𝜀𝑚𝑠 (1.10) 

where 𝜀𝑡𝑜𝑡 is the total energy and the six key terms on the right hand side of 

equation 1.10 are the exchange 𝜀𝑒𝑥, anisotropy 𝜀𝑎𝑛, demagnetisation 𝜀𝑑, Zeeman 𝜀𝑧, 

stress 𝜀𝑠𝑡𝑟𝑒𝑠𝑠 and magnetostrictive 𝜀𝑚𝑠 energy components. The first three terms on 

the right hand side of equation 1.10 are always present to an extent in 

ferromagnets. The Zeeman energy is a result of an externally applied field and is 

responsible for defining the magnetisation process and the corresponding hysteresis 

loop. The final two terms are caused by externally applying stress and 

magnetostriction, these two terms are typically ignored during numerical 

calculations as their associated energies are small in comparison to the contributions 

of the other energy terms (see table 1.1). This leaves four key energy terms that 

contribute to the total free energy of a ferromagnet, each will be discussed in turn 

as follows. 

Table 1.1: Energies contributions in a ferromagnet, values from [5] 

Energy term Energy density, in kJ m-3 

Exchange, 𝜀𝑒𝑥 103 − 105  

Anisotropy, 𝜀𝑎𝑛 10−1 − 104  

Demagnetisation, 𝜀𝑑 0 − 2 × 103  

External field energy (in 1 T), 𝜀𝑧 102 − 103  

External stress energy (in 1 GPa), 𝜀𝑠𝑡𝑟𝑒𝑠𝑠 1 − 102  

Magnetostrictive, 𝜀𝑚𝑠 0 − 1  

The exchange energy is related to the interactions between spins and so has 

quantum mechanical origins. As previously discussed, in ferromagnets spins have a 

preference to align with one another. Therefore any deviations from the ideal case 

costs energy. If it is assumed that the angles between neighbouring spins are small, 

a Taylor expansion can be made around the neighbouring spin. This is then summed 

over all neighbouring sites from equation 1.7 and then divided by the unit cell 

volume. This gives the exchange energy expression as: 

 

𝜀𝑒𝑥 = ∫ 𝐴(∇𝒎)2𝑑𝑉 

𝑉

 (1.11) 
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The integral is conducted over the whole volume of the ferromagnet. Where ∇𝒎 is 

the gradient of 𝒎, i.e. (∇𝒎)2 = |∇mx|2 + |∇my|
2

+ |∇mz|2, 𝒎 is the unit vector 

magnetisation defined in equation 1.9 and 𝐴 is a material dependent “exchange 

stiffness”. This exchange stiffness has units of J/m and can be related to the 

exchange constant 𝐽 that appears in equation 1.7: 

 
𝐴 =

𝐽𝑆2𝑛

𝑎
 (1.12) 

where 𝑆 is the spin of the atoms, 𝑎 is the lattice constant and 𝑛 is the number of 

atoms per unit cell, i.e. 1 in a cubic lattice, 2 for a body centred cubic or 4 in a face 

centred cubic. The value of 𝐴 in permalloy (~80% Ni, ~20% Fe) is found to be 

1.3 × 10−11 J/m[9]. 

The second term found on the right hand side of equation 1.10 is the anisotropy 

energy. Magnetocrystalline anisotropy arises from spin-orbit interactions where 

there is partial quenching of the angular momentum. The electron orbits are linked 

to the crystallographic structure, and so the interactions result in crystals having 

magnetic easy and hard axes. This means that it is easier to magnetise the crystal in 

particular directions than others. So it costs energy to move the magnetisation away 

from the direction of the energetically favourable easy axis. The magnetocrystalline 

energy is usually small in comparison to the exchange energy. In the case of uniaxial 

anisotropy, the additional energy is in the form: 

 𝜀𝑎𝑛 = 𝐾1 sin2 𝜃 + 𝐾2 sin4 𝜃 (1.13) 

where 𝜃 is the relative angle between the magnetisation and the easy axis and 𝐾1 

and 𝐾2 are anisotropy constants that have units of energy/volume. These constants 

can be found experimentally and the values for Ni, Fe and permalloy can be found in 

table 1.2. In a cubic system the form of the anisotropy changes to: 

 𝜀𝑎𝑛 = 𝐾1(𝑚𝑥
2𝑚𝑦

2 + 𝑚𝑦
2𝑚𝑧

2 + 𝑚𝑧
2𝑚𝑥

2) + 𝐾2𝑚𝑥
2𝑚𝑦

2𝑚𝑧
2 (1.14) 

Where 𝒎 = (𝑚𝑥, 𝑚𝑦 , 𝑚𝑧) = 𝑴/|𝑴|.  

Table 1.2: Anisotropy constants for Nickel, Iron and Permalloy (NiFe). Values taken 
from [9] for Ni and Fe and [10] for NiFe. 

Material 𝑲𝟏 (𝑱/𝒎𝟑)  𝑲𝟐 (𝑱/𝒎𝟑)  

Ni ~4.5 × 103  2.5 × 103  

Fe 4.8 × 104  1 × 104  

Permalloy (NiFe) ~10−3  ~10−3  
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There are other forms of anisotropy that occur as a result of other forms of 

asymmetry. At the edges of the material there is surface anisotropy. In 1954, Néel 

[10] noted the importance of the reduced symmetry the surface of ferromagnets. 

This is due to the spins only having neighbours on one side and so the exchange 

energy cannot be the same as within the bulk. There will be a tendency for spins to 

align parallel or perpendicular to the surface. This leads to a first-order 

approximation of the energy term to be[5]: 

 
𝜀𝑠 =

1

2
𝐾𝑠 ∫(𝒏. 𝒎)2𝑑𝑆 (1.15) 

where 𝒏 is a unit vector parallel to the normal pointing out of the surface and 𝐾𝑠 is 

the coefficient for surface anisotropy. The integral is done over the surface of the 

ferromagnet. The form of equation 1.15 makes the assumption that the surface 

anisotropy is a geometrical feature that depends on the shape of the surface alone.  

The fourth and final term to be discussed of equation 1.10 is the demagnetisation 

energy. This can also be called the stray field energy or the magnetostatic energy. It 

is connected to the magnetic field that is produced by the dipole-dipole interactions 

of individual magnetic moments. As regions of the magnetic body align with one 

another, this will create a larger net magnetisation and will result in magnetic fields 

being produced outside of the body. This makes it very dependent on the 

distribution of magnetisation throughout the body. The demagnetisation energy 

works over larger scale distances than the exchange energy as all moments may 

affect one another. The demagnetisation energy is given in the form: 

 

𝜀𝑑 =
𝜇0

2
∫ 𝑯𝑑

2 𝑑𝑉

𝑎𝑙𝑙 𝑠𝑝𝑎𝑐𝑒

= −
𝜇0

2
∫ 𝑯𝑑 . 𝑴 𝑑𝑉

𝑠𝑎𝑚𝑝𝑙𝑒

 (1.16) 

where 𝜀𝑑 is the demagnetisation energy, 𝜇0 is again the permeability of free space 

and 𝑯𝑑 is the demagnetising field. The factors of 2 are there to avoid double 

counting the interactions between dipoles. The first integral is carried out over all 

space and shows that the energy is always positive, and so the only way to obtain 

zero demagnetisation energy is to produce no demagnetising field. The second 

integral in equation is done over the volume of the sample and is usually easier to 

evaluate. In order to reduce the demagnetisation energy, the sample will attempt to 

arrange the internal magnetisation such that it produces a weaker stray fields. This 

involves splitting the sample up into a number of magnetic domains. Figure 1.1.3 

demonstrates how this can help in the reduction of stray fields.  
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Figure 1.1.3: Demonstrating the various stages domain creation to reduce stray 

fields. Dashed arrows represent external stray fields whilst solid arrows represent 

internal magnetisation of the domain.  

Figure 1.1.3a demonstrates a uniformly magnetised sample and the resulting stray 

field. As there are no opposing magnetic moments, a large stray field is created by 

magnetic moments at the surface external to the magnetic body. If the sample was 

to split itself into two anti-parallel domains (as in figure 1.1.3b), the opposing 

magnetic moments reduce the net magnetisation greatly, also reducing the effects 

of the surface moments by a considerable amount. This results in a far weaker stray 

field. If the magnetic body was to split into further domains (shown in figure 1.1.3c), 

then the stray field can be eliminated altogether. When the stray field is reduced to 

zero, as in figure 1.1.3c, it is known as a flux closure state, with the smaller edge 

domains known as flux closure domains. In order to reduce the demagnetisation 

energy, the body will continue to split into smaller domains until the energy cost of 

creating the domain becomes larger than the resulting reduction in energy. These 

domains are separated by boundaries known as domain walls (DWs). These DWs have 

been very significant in technological research in recent years and will be the key 

focus of this thesis. The next section will discuss DWs in more detail.   

Another result of the demagnetising field is shape anisotropy. It occurs in a similar 

way to surface anisotropy. At reduced dimensions the shape of the material can 

influence the energetically favourable directions for magnetisation. Shape 
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anisotropy in thin films leads to an energetic saving if the magnetisation stays within 

the plane of the film.  

Within magnetic bodies there are competing energy terms. As previously discussed, 

the exchange energy has the preference to align spins with one another and 

attempts to do this over the whole sample. However, the magnetocrystalline 

anisotropy and the demagnetising field tries to align spins relative to favoured 

crystallographic axes and contours of the sample shape. These competing energies 

result in a term known as the exchange length [11], [12]. The exchange length is the 

distance within the magnetic body in which the magnetisation is approximately 

constant.  This exchange length is defined as [13]: 

 

𝑙𝑒𝑥 = √
2𝐴

𝜇0𝑀𝑠
2 (1.17) 

where 𝐴 is the exchange constant, 𝜇0 the permeability of free space and 𝑀𝑠 the 

saturation magnetisation. This form of the exchange length does not consider 

contributions from magnetocrystalline anisotropy. As discussed earlier, as the 

structures in this thesis consist of permalloy, this form of the exchange length is 

acceptable for us to consider. The relevant parameter values for Ni, Fe and 

permalloy can be found in table 1.3. 

Table 1.3: Material parameters for Nickel, Iron and permalloy. Values taken from 
[8] 

Material 𝐴, (J/m) 𝑀𝑠, (A/m) 𝑙𝑒𝑥, (m) 

Fe 10−11 17 × 105 ~2.3 × 10−9 

Ni 10−11 4.82 × 105 ~20.7 × 10−9 

Permalloy (NiFe) 1.3 × 10−11 8 × 105 ~5.7 × 10−9 

 Domains and Domain Walls 

As discussed earlier, Weiss first proposed that a ferromagnetic material consists of 

many regions known as domains [4]. These domains may not be aligned with one 

another and can have opposing magnetisations resulting in a small or even zero net 

magnetisation for the whole body. The creation of domains is due to the competition 

between the exchange interactions and the demagnetising field. The anisotropy does 

not influence the resulting magnetisation direction of domains once created due to 

the fact if a direction, +𝑥 is a crystallographic easy axis, then so is the −𝑥 direction. 

Therefore there is no anisotropy energy difference in the domains being parallel or 

anti-parallel to one another.  
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Separating the magnetisation into multiple domains does work against the exchange 

interactions, which prefer spins to be aligned. Even very rough estimations show 

that the loss of exchange energy is much larger than the gained magnetostatic 

energy. Following this logic, a system consisting of two anti-parallel domains will 

have a larger energy than a system of uniform magnetisation. So the system would 

naturally prefer to be uniformly magnetised.  

However, magnetostatic forces work over a very long range and so have the ability 

to control behaviour over larger distances. This is very different to the exchange 

interactions that only work over very short distances (nearest neighbour). Due to 

these opposing behaviours, a compromise can be made between the two. With the 

preference to align, a large exchange energy occurs when there is an abrupt change 

in spin angles. However, if a wall was placed between the two domains, within 

which the angles between neighbouring spins is small, then this reduces the 

exchange energy greatly. This results in a finite wall where spins gradually rotate 

from 𝜙 = 0 → 𝜋 as opposed to the previously considered case where the direction of 

spins changed abruptly. 

These regions or boundaries between domains within which the spins rotate are 

known as Domain walls (DWs). DWs can be defined relevant to the change in 

magnetisation across them. For example, if the magnetisation either side of the wall 

is anti-parallel, then the wall is labelled a 180° wall. If the magnetisation changes 

by an angle of 90°, then it is labelled a 90° wall. Examples of these are shown in 

figure 1.1.4 to help visualise these. Due to the size and shape of the devices used for 

experimentation in this thesis, we will only be discussing 180° walls.  

 

Figure 1.1.4: Examples of a 180° DW (a and b) and a 90° DW (c) 

There are various DW structures that can occur, each depend on the energy 

contributions and how they can each be minimised. The two most common DW 

structures known and studies are the Bloch DW and the Néel DW. The key difference 
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between the two structures concerns the rotation axis of the spins as they turn 

relative to the spin directions. Bloch walls are most common with the spins rotating 

in the plane of the wall. For example, if the DW extends through the 𝑥𝑧 plane, then 

the magnetisation varies only along the 𝑦 axis, as demonstrated in figure 1.1.5a. 

This is the most common DW structure and occur in larger bulk materials.   

 

Figure 1.1.5: Schematic of a) a Bloch wall, and b) a Néel wall [6] 

In a finite crystal, along the surface any wall structure will contain a non-zero 

normal component due to surface charges. This needs to be taken into account. In 

1955, Néel recognised that this surface charge energy can become too large in very 

thin films due to them having a larger surface than volume. He suggested a new 

structure of DW where the surface charge is replaced by a volume charge, showing 

that the total energy could be reduced by such a transformation. As the film 

thickness increases, the presence of Bloch walls take over as the energy of the 

body’s surface charge becomes smaller than the volume charge. Therefore Néel DWs 

occur more commonly in thin films and bodies of smaller dimensions. They may be 

present in larger bulk materials but would occur close to the surface. This is due to 

the increase in anisotropy (due to magnetocrystalline or shape) creating a secondary 

easy axis perpendicular to the DW plane. Therefore it becomes energetically 

favourable to rotate the spins perpendicular to the DW plane (seen in figure 1.1.5b). 

Various 1D models conclude that there should be a sharp transition from Bloch to 

Néel DWs as the size of the sample varies[5]. This is not the case in practice. 

Experiments have shown the presence of a third type of DW at the boundary 

between the two cases. The wall structures alternate between Bloch and Néel walls 

creating a so-called cross-tie wall [14]. These structures are very complicated and 

cannot be one-dimensional due to a periodicity in the 𝑧-direction [5]. As of yet, a 

theoretical model of the cross-tie wall has not been established.   

Axis of rotation in 

plane of DW 

Axis of rotation out of plane of DW 
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 Magnetic Switching 

Energy minimisation of a ferromagnet using equation 1.10 can be used to try and 

understand the mechanisms of magnetisation reversal. Magnetic reversal can be 

spontaneous due to thermal fluctuations, or due to the presence of an applied 

field[6]. The exact process of how the magnetisation switches is due to various 

factors, including the current micromagnetic configuration. Generally there are 

three key ways in which magnetic switching occurs. These are coherent rotation, 

curling and domain wall propagation. As previously discussed, Brown pioneered the 

use of micromagnetic equations and used them to study magnetic reversal [15]–[17]. 

These studies resulted in the “linearised Brown’s equations”. The solutions to these 

equations provide information on the reversal modes. Two analytic solutions could 

be written for the cases of a sphere and an infinite circular cylinder. One could then 

be generalised to any ellipsoid whilst the other to an ellipsoid of revolution. These 

solutions provided two eigenfunction each referring to a different mode of reversal 

[5]. 

The first and simplest eigenfunction is coherent rotation and is the basis and a key 

assumption of the well-known Stoner-Wohlfarth model[18]. This model is based on 

the Stoner-Wohlfarth particle, a uniformly magnetised ellipsoid that has no 

crystalline or uniaxial anisotropy but does have shape induced anisotropy. As such 

the easy axis of the particle is along the long-axis of the ellipsoid. Uniform 

magnetisation results in zero exchange energy, so the total energy of the particle 

becomes a summation of the anisotropy and Zeeman energies:  

 𝜀 = 𝐾1𝑉 sin2 𝜃 − 𝜇0𝑀𝑠𝑉𝐻 cos(𝛼 − 𝜃) (1.18) 

where 𝑉 is the volume, 𝐻 is the applied field, 𝛼 and 𝜃 are the angles of the applied 

field and magnetisation from the easy axis respectively. These angles are 

demonstrated in figure 1.1.6a. Equation 1.18 can be used to find the equilibrium 

solutions for 𝜃 using the requirement that 𝜕𝜀/𝜕𝜃 = 0. To establish stable equilibrium 

points, there is the extra requirement that 𝜕2𝜀/𝜕𝜃2 > 0, with 𝜕2𝜀/𝜕𝜃2 = 0 giving the 

boundary between stable and unstable solutions. This boundary gives the critical 

switching field 𝐻𝑠𝑤𝑖𝑡𝑐ℎ and is defined by parametric equations made up of the 

components parallel, 𝐻∥ and perpendicular, 𝐻⊥ to the easy axis. Plotting 𝐻⊥ vs 𝐻∥ 

gives the well-known Stoner-Wohlfarth astroid shown in figure 1.1.6b. External fields 

with values above 𝐻𝑠𝑤𝑖𝑡𝑐ℎ lie outside of the astroid and lead to a single stable state. 

Meaning that any field above 𝐻𝑠𝑤𝑖𝑡𝑐ℎ will caused the magnetisation within the 

ellipsoid to rotate and align to a single stable direction regardless of its initial 
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orientation. However within the astroid, there are two locally stable states with an 

energy barrier separating them. Magnetisation switching cannot occur within the 

astroid, only on its surface. The astroid can be used to determine the direction of 

magnetisation in a given field 𝑯. As demonstrated in figure 1.1.6b, from a field 

point, 𝐻, tangents are drawn to the astroid. The resulting angles made with the 

easy-axis give two possible values for 𝜃. One of these angles 𝜃 = 𝛽 represents the 

stable energy minimum. The other, 𝜃 = 𝛽′ gives a metastable state that can either 

be a minimum or a maximum [6].    

 

Figure 1.1.6: a) Stoner-Wohlfarth ellipsoid, b) Stoner-Wohlfarth astroid. Adapted 

from [6]  

The other eigenfunction is known as magnetisation curling. Discovered by Brown 

[15]. This solution of the linearised equations has so far only been applied to an 

ellipsoid of revolution. Curling is different to coherent rotation as the magnetisation 

becomes non-uniform and rotates remaining tangential to the surface in order to 

avoid magnetostatic charges [19]. When coherent rotation occurs, it is due to the 

exchange energy being too large to overcome. Therefore when curling occurs, it is 

due to the magnetostatic energy becoming dominant within the magnetic body. This 

leads to the preference that coherent rotation occurs in smaller bodies, whilst 

curling is preferred in larger ferromagnets [20].   

However, coherent rotation and curling do not tend to occur in real larger 

ferromagnetic bodies. It has been found that domains with reversed magnetisation 

may nucleate within the body[12]. This reversed domain can then grow and the 

magnetisation of the whole body is reversed via DW propagation. These reversal 
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domains can nucleate at sites within the bodies where an impurity or imperfection is 

present[6]. This may be a surface asperity, or some crystallographic defect within 

the lattice. Thermal fluctuations may also result in some spins locally reversing, 

leading to the growth of a reversed domain[6]. Reversal due to DW propagation is 

usually the cause of magnetisation reversal if there are already multiple domains 

present within the system. Figure 1.1.7 shows schematically how nucleation and 

growth of a reversed domain may occur.  

 

Figure 1.1.7: Examples of how a reversal domain may form and grow. a) Reversal 

domain nucleates at a crystallographic imperfection or due to thermal fluctuations 

and grows. b) A previously existing domain may have gotten pinning within the body 

but can then grow to pass the pinning sites with an applied field. c) Reversal domain 

nucleates at a surface asperity. Taken from [6] 

In very small elements, such as nanowires, the magnetisation is reversed via DW 

propagation[6]. The presence of a DW within a nanowire has a great influence on 

how the magnetisation reverses [21], [22]. This is significant for the contents of this 

thesis, where permalloy nanowires containing single DWs have been studied.  

 Domain Walls in small structures 

In the previous sections, DWs have been discussed for the general case of 

ferromagnets of all sizes. This section will focus on the structure and dynamics of 

DWs within small structures, in particular nanowires as these are the subject of this 

thesis. In some of the literature, these are referred to as nanostrips.  These 

nanostrips are nanowires where their thickness is smaller than the width. Within this 

thesis, the largest thickness of nanostrip discussed will be ~60nm and all widths will 

be in the order of 100s of nm. 
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Figure 1.1.8: Schematic of nanostrip dimensions and angles 

Due to their reduced size and the strength of the exchange over short length scales, 

numerical studies of DW micromagnetic configurations within nanowires are 

achievable[23]–[25]. These numerical studies involve minimising equation 1.10. 

These studies have shown there are two principle DW structures that occur [24], 

[25]. These DW structures are spatially different to Bloch and Néel walls found in 

bulk. Figure 1.1.8 demonstrates the dimensions and co-ordinates that will be used in 

this discussion. Due to the shape anisotropy of the nanowires, the magnetisation is 

forced to remain within the 𝑥-𝑦 plane, with the primary easy-axis being along the 𝑥 

direction. Therefore the different domain structures occur within the 𝑥-𝑦 plane. 

These structures are known as “transverse” (TDW) and “vortex” (VDW) domain walls 

and are both found experimentally and computationally. Simulation results of each 

are shown in figure 1.1.9. The same wall structures can occur despite the directions 

of the magnetisation within the opposing domains. DWs where the magnetisations 

are pointing towards one another are known as head-to-head (HtH) DWs, whilst 

cases where the magnetisation aims away from one another are known as tail-to-tail 

(TtT) DWs. The difference is shown in figure 1.1.9 for clarity. Each DW has an 

associated charge; this is positive in the case of a HtH DW and negative for a TtT 

DW. 
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Figure 1.1.9: Simulations showing head-to-head and tail-to-tail examples of 

transverse, asymmetric transverse and vortex domain walls. Black arrows represent 

direction of magnetisation for local elements. Red and blue shading represents 

regions of magnetisation pointing to the right and left respectively.   

 

Figure 1.1.10: Different chiralities for transverse and vortex domain walls. 

The key difference between the two structures is the overall shape of the DW and 

how the magnetisation varies within it. TDWs resembles the original 180° Néel wall 

but has a non-form triangular structure, within which the magnetisation rotates 

more coherently. VDWs have a spiral-like structure within which the magnetisation 

curls around a core where the magnetisation actually aligns out of the 𝑥-𝑦 plane and 
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along the 𝑧-axis. Within each DW there is a degree of freedom that relates to how 

the magnetisation rotates within it, this is known as the chirality of the DW. For 

TDWs, the central core can have the magnetisation points either way in the 𝑦-

direction. The two possible cases are known as up (U) or down (D) TDWs. Similarly, 

in VDWs the magnetisation can rotate about the core in either a clockwise (C) or 

anti-clockwise (AC) direction. VDWs have an additional degree of freedom relative to 

TDWs due to the core magnetisation pointing out of the 𝑥-𝑦 plane and so can point 

towards +𝑧 or -𝑧. Examples of each of these cases can be seen in figure 1.1.10. Note 

that the central core of the vortex DW cases may point in or out of the page but the 

image within figure 1.1.10 will appear the same. The lengths of the DWs are 

comparable to the widths of the nanostrip.  

The variation in DW types is due to demagnetising energy, which is dependent on the 

dimensions of the nanowire cross-section. A special case can be seen when the cross-

section is square, i.e. the nanowire has equal width and thickness and is known as 

the Bloch point [23]. However all nanowires discussed in this thesis will have a width 

larger than the thickness. Numerical studies have been used in order to find the 

boundary in nanowire dimensions where TDWs and VDWs occur [24]–[26]. Phase 

diagrams have been plotted for straight nanostrips and ferromagnetic nano-rings of 

varying thicknesses and widths. This thesis focuses on straight nanowires and so will 

not discuss the ring case further. Figure 1.1.11 shows a phase diagram created using 

a numerical study of permalloy nanostrips. It is shown that TDWs occur in smaller 

nanostrips, where VDWs take over in thicker and/or wider nanostrips. The boundary 

between the two cases is not a sharp transition. In this region, DW structures known 

as asymmetric transverse walls (ATDW) occur. These have a general structure very 

similar to a TDW but the central core is offset and does not go straight across the 

wire in the centre of the DW but closer to the edge of it. A ATDW is demonstrated in 

figure 1.1.9. Nakatani et al. [24] found that the transitions from TDW to ATDW and 

ATDW to VDW are second and first order phase transitions respectively. Meaning that 

TDWs may occur and be metastable in the VDW region, however they cannot be 

stable in the ATDW region.   
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Figure 1.1.11: Phase diagram demonstrating which DW type is to be expected 

depending on the cross-sectional dimensions of a nanostrip. Phase diagram created 

using numerical simulations. Taken from [24] 

More complex DW structures may occur at larger dimensions, however they are 

generally seen to be made up of multiple TDW or VDW connected together[27]. In 

2015, Nguyen et al. [28] suggested the existence of a third type of DW named the 

“Landau” DW (LDW). The LDW has an appearance similar to the VDW but is 

elongated and has a much larger length along the nanostrip. LDWs occur at 

nanostrips typically much thicker than the boundary established between TDWs and 

VDWs (~50-60 nm and above compared to ~10nm or less). Images of a LDW and the 

adjusted phase diagram of their occurrence are shown in figure 1.1.12.  

 

Figure 1.1.12: a) Micromagnetic simulation of a Landau DW. b) Adjusted phased 

diagram to include Landau DWs. Images taken from [28] 

a) 

b) 
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 Domain Wall Pinning 

In an ideal ferromagnetic material with no imperfections on the surface or within 

the crystal lattice, DWs may move freely under the influence of any magnetic field 

[29]. However in real systems, such imperfections are almost impossible to 

eradicate. How strongly a DW gets pinned to a site can depend on the size or type of 

imperfection. As DWs propagate through a sample under the influence of a low field, 

they do so via a series of stochastic positional jumps known as Barkhausen jumps 

[30]. These jumps are done between small localised pinning sites [31]–[34]. These 

mechanisms are present when a DW propagates through a nanowire due to intrinsic 

defects created during the fabrication process. Minimisation of such defects is 

important as it reduces the strength of any unintentional pinning sites. As discussed 

in section 1.1.7, nanowire dimensions influence the structure and size of any DWs 

present. This can be extended such that variations in size or shape of such nanowires 

can be used to pin DWs at a specific location.  

DW pinning in general is due to exchange and magnetostatic effects. These effects 

generate a potential energy which interacts and effects DW motion. DW pinning 

occurs when there is a positional dependence of the DW energy. Due to this, the 

potential energy linked with DW pinning can be described as being one-dimensional, 

i.e. 𝑈(𝑥). With the assumption that changes in the DW structure are negligible, and 

so the Zeeman energy is only dependent on the DW position, the total energy under 

an applied field, 𝐻 becomes the sum of the Zeeman and potential energies: 

 𝜀 = 𝜀𝑧 + 𝑈(𝑥) = −2𝜇0𝑀𝑠𝑆𝐻𝑥 + 𝑈(𝑥) (1.19) 

where 𝑆 is the cross-sectional area of the nanowire. For a DW to move from the site 

and depin, the net potential gradient everywhere is required to be less than or equal 

to zero (at zero temperature), i.e. 𝜕𝜀/𝜕𝑥 ≤ 0. From this condition the field required 

to depin a DW can be obtained: 

 
(

𝜕𝑈

𝜕𝑥
)

𝑚𝑎𝑥
= 2𝜇0𝑀𝑠𝑆𝐻𝑑𝑒𝑝𝑖𝑛 (1.20) 

Where 𝐻𝑑𝑒𝑝𝑖𝑛 is known as the depinning field.  

The creation of a pinning site changes the potential energy landscape seen be the 

DW. DWs can be pinned due to a potential well being created and so the DW will get 

stuck in the energy well [35]. Alternatively a potential energy barrier may be 

created, causing the DW to be unable to pass the pinning site until a sufficiently 

large is applied. This field causes the Zeeman energy to increase to the point where 

it can overcome the potential barrier [36]. Whilst the most common method of 
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pinning DWs involves altering the geometry of a nanowire, there are other methods 

of creating a pinning site. Observing equation 1.20 shows that altering the saturation 

magnetisation can also effect the required depinning field. This can be done via 

methods such as ion implantation, causing properties to be locally altered within a 

section of a nanowire and therefore will create a pinning site [37].  

Further details of case studies and methods used to pin DWs will be discussed in 

greater depth in section 2.1. 

 Magnetisation Dynamics 

Finding the equilibrium state in a ferromagnetic body requires the energy 

minimisation using equation 1.10. Brown attempted to find analytic solutions to this 

using appropriate boundary conditions [5]. Within the magnetic body, there is the 

presence of not only any externally applied field, but also a field caused by all other 

atoms within it. These fields combined create an effective field, 𝐻𝑒𝑓𝑓  given in the 

form: 

 
𝑯𝑒𝑓𝑓 = −

1

𝜇0𝑀𝑆

𝜕𝜀

𝜕𝒎
 (1.21) 

where 𝒎 = 𝑴/𝑀𝑠. Brown stated that the total energy change within a body should 

be zero at equilibrium when the magnetisation is perturbed by any arbitrary small 

amount. The magnetisation precesses around the effective field due to a torque 

given by: 

 𝜕𝒎

𝜕𝑡
= 𝛾0(𝒎 × 𝑯𝑒𝑓𝑓) (1.22) 

where 𝛾0 is the gyromagnetic ratio. As the effective field produces a torque on the 

magnetisation, for the system to be in equilibrium, this torque must be zero. So a 

stability condition was formed that every point within the body must obey: 

 𝒎 × 𝑯𝑒𝑓𝑓 = 0 (1.23) 

for equilibrium. So the energy extrema occurs with the magnetisation aligns parallel 

to the effective field. Equations 1.21 and 1.23 are termed Brown’s static equations. 

These equations are completed by imposing the boundary condition at the surface of 

the body to be: 

 
𝒎 ×

𝜕𝒎

𝜕𝑛
= 0 (1.24) 

where 𝜕/𝜕𝑛 denotes the derivative in the outside direction normal to the body 

surface. This may be simplified to the form 𝜕𝒎/𝜕𝑛 = 0. 
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However, equation 1.22 describes a precession where the angle between the two 

values never changes and so the magnetisation may never align with the effective 

field. This is an unexpected feature in real systems as no losses have been taken into 

account. In real systems losses have many origins including eddy currents, 

macroscopic discontinuities known as Barkhasuen jumps, lattice defects causing 

diffusion and reorientation and spin-scattering mechanisms [11].  

Brown’s equations also have the issue of not addressing two important aspects. The 

equilibrium conditions are stated but do not explain how the system will approach 

equilibrium if not initially in equilibrium. They also do not describe how the 

magnetisation may reacts in a time-varying applied field [12].  

All damping contributions can be treated using a local dissipative term. This method 

is used in the Landau-Lifshitz-Gilbert (LLG) equation [11]: 

  𝜕𝒎

𝜕𝑡
= −𝛾𝐺 𝒎 × 𝑯𝑒𝑓𝑓 − 𝛼𝐺𝒎 ×

𝜕𝒎

𝜕𝑡
 (1.25) 

where 𝛼𝐺 is the Gilbert damping parameter and 𝛾𝐺  the Gilbert gyromagnetic ratio. 

The added damping term now allows the magnetisation to turn towards the effective 

field such that it may align with it to give the stable static solution. It also provides 

the time evolution of the magnetisation under the effective field. Equation 1.25 can 

also be referred to as the Gilbert equation as it is a variant of the original Landau-

Lifshitz (LL) equation [11]: 

 𝜕𝒎

𝜕𝑡
= −𝛾𝐿𝐿𝒎 × 𝑯𝑒𝑓𝑓 + 𝛼𝐿𝐿𝒎 × (𝒎 × 𝑯𝑒𝑓𝑓) (1.26) 

where 𝛼𝐿𝐿 is the LL damping parameter and 𝛾𝐿𝐿 is the LL gyromagnetic ratio. 

Equations 1.25 and 1.26 are mathematically equivalent and can be converted into 

one another by inserting equation 1.26 into equation 1.25 and comparing 

coefficients of the vector quantities. This leads to the relations [11]: 

 𝛾𝐿𝐿 =
𝛾𝐺

1 + 𝛼𝐺
2 

 

𝛼𝐿𝐿 =
𝛼𝐺𝛾𝐺

1 + 𝛼𝐺
2 

(1.27) 

From this, in zero damping 𝛼𝐿𝐿 = 𝛼𝐺 = 0 and so 𝛾𝐿𝐿 = 𝛾𝐺 = 𝛾, where 𝛾 = 𝜇0𝑔𝑒/2𝑚𝑒 

with 𝑚𝑒 being the mass of an electron, 𝑒 the charge of an electron and 𝑔 is the 

Landé factor which has values close to 2 for many ferromagnetic materials [11]. 
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The choice between using the LLG or LL equations is usually due to mathematical 

convenience.  

 Applications to data storage technology 

Recent decades have seen an enormous increase in information and technology. The 

introduction of high performance computing, mobile devices such as phones and 

tablets, has seen vast amounts of data being produced and required to be stored. 

Following this there have been a growing demand for cloud data storage with some 

estimates showing about 3 exabytes (3 billion GB) of data was produced every day in 

2017 [38].  

Hard Drives Discs (HDD) have been used for over 50 years and continue to dominate 

the market. HDDs are approaching a limit in areal density and so the market has 

been shrinking since 2010 [38]. HDDs are being replaced with other technologies 

such as solid state drives (SSD) and flash memory.  

In addition to these, magnetic random access memories (MRAM) have been 

intensively researched as a non-volatile alternative with the potential for lower 

power and instant-on capability [39]. The principle of MRAM is based on using 

magnetic anisotropy energy to retain information whilst utilising magnetoresistance 

to retrieve it [40].  

Other storage schemes being researched includes domain wall (DW) memory. Parkin 

et al. proposed a technology known as racetrack memory [1]. Racetrack memory has 

the potential to deliver systems capable of higher densities and faster read/write 

speeds. This system consists of ferromagnetic nanowires containing domains of 

opposing magnetisations. The direction of magnetisation can be considered as 1s and 

0s representing a single bit. The string of domains is propagated along the nanowires 

passed a read-write head. As the application of an external magnetic field causes 

domain growth and potential domain annihilation, the domains would need to be 

current driven. Current driven motion of DWs in ferromagnets have been 

demonstrated by many independent researchers [41]–[43].   

One of the key issues in racetrack memory is the ability to reliably control the DW 

motion and position within the nanowires. As the domains are moved via short pulses 

of spin polarised currents, this causes the wire temperature to increase. This causes 

increases in thermal fluctuations and so features are required to create pinning sites 

capable of holding the DWs in place during these fluctuations. Domain wall memory 
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is still growing and evolving with many groups researching methods to make the 

systems more efficient for real world applications.  

The emergence of skyrmions has given rise to their potential application in memory. 

Skyrmions were theoretically proposed in 1974 [44] but were not experimentally 

observed until 2009 [45], [46]. They are topological objects consisting of swirling 

spins structures similar to a vortex. Proposed memory devices consist of skyrmions 

on a racetrack with the presence or absence of a skyrmion being comparable to 

binary 1s and 0s [47]. Skyrmion racetracks are still in their infancy however an early 

problem identified relates to the skyrmion Hall effect. This effect causes the 

skyrmion to move away from the centre of the racetrack whilst a current is applied 

[48]. This issues results in the skyrmions annihilating at the walls during high-speed 

operations [49], [50].  

1.2 The Atomic Force Microscope 

1.2.1 Origin of the Atomic Force Microscope 

The Scanning Tunnelling Microscope (STM) was the predecessor to the Atomic Force 

Microscope (AFM). An STM is a very powerful tool for obtaining three-dimensional 

scans of the topography of surfaces with nanoscale resolution. It was invented in 

1981 by Binnig an co-workers [51] and utilises the ability of electrons to quantum 

mechanically tunnel from the surface of a material to a sharp metal tip positioned 

close to the surface. However the key drawbacks associated with the STM are its 

requirements for the sample to be placed in an ultra-high vacuum as well as having a 

conducting surface. These limitations were overcome with the invention of the AFM 

a few years later [52]. Not only does the AFM not require a conductive surface, but 

it can also be used in a variety of environmental conditions, not just in a vacuum 

[53]. AFM instruments can operate in standard atmospheric conditions [54], as well 

as in liquid solutions [55].  

The primary purpose of the AFM is to scan the topography of sample surfaces with 

nanoscale resolution. Over the last 30 years the AFM has become a key research tool 

capable of being used in a widespread range of applications. It can be applied for 

material characterisation and also in other fields of nanotechnology such as in nano-

tribology investigations and in nano-manufacturing [56].  

 Basic Principles of an AFM 

An atomic force microscope can extract the topography of a surface by sensing the 

attractive and repulsive inter-atomic forces, hence the given name. The basic 
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sensing principle of an AFM relies on positioning an extremely sharp tip very close to 

the sample surface and on the monitoring of how a cantilever on which the tip is 

mounted, deforms due to these inter-atomic forces. The variation of these force 

with the tip-specimen distance is shown in figure 1.2.1. The regime under which an 

AFM operates, i.e. repulsive or attractive, depends on the scanning mode being 

used. More details on these operational modes will be given in section 1.2.3.  

 

Figure 1.2.1: Graph of atomic force vs distance 

An AFM instrument consists of three main components. These three components are 

force sensing, actuation and feedback control. Each component will now be 

discussed in turn.  

Force sensing: this component of the AFM is directly involved in recording the 

surface topography. The force sensing itself consists of two key elements. These are 

the AFM probe and the instrumentation used to monitor and detect any deformation 

of the probe. The probe is made up of a tip, a cantilever and a chip, see figure 

1.2.2. The tip is commonly pyramidal in shape and micro-fabricated to be ultra-

sharp at its end. The tip is typically made of silicon or silicon nitride, however tips 

can be made of other materials such as tungsten, diamond, iron, cobalt-samarium, 

permanent magnets. A tip can also be coated with polycrystalline diamond in order 

to make it tougher and more resistant to wear [57]. The tip is mounted on the end 

of a cantilever. The cantilever is also usually made of silicon or silicon nitride and 

can be triangular/V-shaped or rectangular. The cantilever is then attached to a 

much larger chip simply to make manual mounting of the tip and cantilever into the 

AFM much easier. The cantilever possesses a very low spring constant, 𝑘 which 

allows it to bend and deform easily. This is key to how an AFM measures the 
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interaction force with a surface [58]. This low spring constant allows the cantilever 

to detect forces as low as ~10−9N [59].  

 

Figure 1.2.2: Schematics of an AFM probe 

In most AFM systems, the optical lever method is used to detect the deflection of 

the cantilever and hence, the force acting between the tip and the surface of a 

sample. This method involves pointing a laser beam onto the cantilever. The laser 

then reflects off the cantilever onto a photodetector. An example of this is shown in 

figure 1.2.3. In order to increase the intensity of the laser light reaching the 

photodetector, the back side of the cantilever is usually coated with a thin layer of 

highly reflective metal such gold or aluminium. The photodetector can be 

considered a position sensitive photodiode (PSPD). PSPDs are semiconductors devices 

that convert the laser beam intensity into a voltage signal. In order to accurately 

monitor the deflection of the cantilever, the PSPD is usually split into four quadrants 

labelled A, B, C and D, as demonstrated in figure 1.2.3. This enables both the 

vertical and torsional deflections of the cantilever to be monitored by calculating 

the difference in voltage outputs between the relevant pairs of quadrants. More 

specifically, (A+B)-(C+D) is used for the vertical deflection whist (A+C)-(B+D) is used 

to monitor the torsional deflection. The vertical deflection signal is employed to 

monitor the height of the surface topography, whilst the torsional deflection signal 

is normally analysed to study friction between the surface and the tip. The latter is 

typically referred to as friction force microscopy (FFM) [60]–[62]. Figure 1.2.4 shows 

the difference between vertical and torsional deflection.  



28 
 

 

Figure 1.2.3: Schematic of an AFM system 

 

 

Figure 1.2.4: Schematics showing beam positioning for various cantilever deflections  

The second main component of an AFM system is the actuation. The actuators are 

responsible for the movement between the tip and the surface. These actuators are 

most commonly made of piezoelectric materials. Piezoelectric materials change 

dimensions with the introduction of an applied voltage. This enables them to expand 

or contract depending on the input signal. The movement on the X-Y plane is 
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controlled by an “X-Y scanner” and can either consist of a single piezoelectric tube, 

or two separate linear actuators, each acting in one dimension. The vertical 

displacement of the probe is always controlled by a separate independent actuator 

known as the “Z-scanner”. The Z-scanner is normally integrated into the head of the 

AFM system as shown in figure 1.2.3.  

The third and final main component of an AFM is the feedback control. This element 

combines the two previously discussed components. Feedback control consists of a 

software as opposed to a piece of hardware within the set-up. It is needed to control 

and maintain a set value for the interaction force between the tip and the sample as 

it scans along a surface. The feedback control relies on a control loop algorithm 

within which the signal from the PSPD is used to determine how the Z-scanner 

should alter the height of the probe as it traverses the surface of a sample. In other 

words, the signal from the PSPD dictates the applied voltage needed to actuate the 

Z-scanner in order to modify the height of the tip.  

 AFM modes of operation 

In order to obtain surface topography data, an AFM can operate under three 

different basic modes of operation. Each of these modes involves the atomic 

interaction force being utilised in a different way.  

 

Figure 1.2.5: Demonstrating repulsive and attractive regimes 

The three modes of operation are known as contact mode, non-contact mode and 

tapping mode. Each of these will be briefly discussed in turn. The provision of 

elaborated details on these modes are beyond the scope of this thesis. Further in-
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depth discussions can be found in a number of state-of-the-art reviews such as [63]–

[66].  

The first mode that will be discussed is contact mode as it was the first method 

invented. As the name suggests, in contact mode the tip is brought into close 

contact with the surface. Due to the extremely small distance between the tip and 

the sample surface, the AFM operates into the repulsive regime in this case. In 

contact mode, the cantilever deflection can be said to be quasi-static in the sense 

that it is not subjected to dynamic excitation. There are two ways in which contact 

mode may be implemented – constant-height mode or constant-force mode. In 

constant height mode, the feedback loop is turned off and so the height of the Z-

scanner does not change. This means the system only detects a change in the 

cantilever deflection and so topography is measured using the PSPD readout. This 

mode is useful for small area, high-speed scans with atomic resolution. The 

drawback to this method however is that there is a relatively large risk of damaging 

the tip due to the interaction force between the tip and the surface not being 

constant. The alternative approach is constant-force mode. As the name implies, it 

is effectively the reverse of constant-height mode in that the force is monitored so 

it remains constant. To achieve this, the feedback loop is used to alter the height of 

the Z-scanner in order to keep the interaction force between the tip and surface 

constant. The topography is then recorded using the changing height of the Z-

scanner as opposed to the PSPD signal. This method does allow for higher resolution 

but it is limited by the response time of the feedback loop of the system. The 

system detector signals for both of these methods are demonstrated in figure 1.2.6 

to help with clarity. The constant-force mode was the original mode developed for 

AFM operations.  

The non-contact mode was invented in 1987 by Martin and colleagues [67] and, as 

suggested, operates with the tip a set distance from the surface. The tip is placed 

30-150 Å above the surface [67] such that it is within the attractive atomic force 

regime. At this distance, the Van der Waals forces interact with the tip. Non-contact 

mode is a dynamics process for which the tip is oscillated at its resonant frequency. 

The action of the attractive forces affect the oscillations by altering both the 

amplitude or phase of the vibrations. This can be used in two ways. Amplitude 

modulation AFM, known as (AM-AFM), oscillates the cantilever at a frequency slightly 

off resonance. Force interactions with the surface causes a change in frequency 

resulting in a change in amplitude. These changes in amplitude are used in feedback 
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loop. The alternative approach is to keep only the amplitude fixed and vary the 

frequency, known as frequency modulation AFM (FM-AFM). AM-AFM can provide near 

atomic resolution whilst FM-AFM is able to provide atomic resolution [57]. Non-

contact AFM provides unique advantages over other AFM and STM techniques. It 

allows soft samples to be scanned as the repulsive force is absent whereas very 

strong repulsive force would appear during contact between tip and sample. It also 

still does not require a conducting surface as STM does.  

 

 

Figure 1.2.6: Demonstration of differences between constant force and height 

modes 
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Zhong and co-workers proposed the third mode of operation in 1993 [68]. This was 

suggested in an attempt to overcome issues occurring in contact and non-contact 

modes where the tip may stick to the surface. This may occur is the Z-scanner does 

not perform to a high enough standard and so causes the feedback loop to move the 

tip further from the surface to compensate. This leads to a significant reduction in 

lateral resolution. Other issues that may occur involve resulting friction, adhesion 

and electrostatic forces as the tip moves along the surface. The proposed mode was 

named “Tapping mode”. Tapping mode is also a dynamic mode where the tip is 

oscillated with a large amplitude. This is done further away from the surface. The 

tip is then lowered and brought gradually towards the sample until the tip lightly 

touches or taps the surface. When the tip comes into contact with the surface, 

energy is lost and so the oscillations must be decreased. This is used to characterise 

the features of the surface. Tapping the surface in this way reduces the chances of 

the tip sticking to the surface. The resolution of tapping mode is limited only by the 

size of the tip being used. One drawback of this method compared with non-contact 

mode is accelerated wear of the tip due to the tip touching the surface with every 

oscillation.  

1.2.4 Introduction to AFM tip-based nano-machining 

Not long after the AFM was invented, researchers began testing if they could modify 

the surface of a substrates using the probe tip. It was found that by purposely 

increasing the applied load through the tip whist moving along the surface, the force 

became large enough to deform the surface permanently. When this occurs, the tip 

effectively cuts into the surface and removes or displaces material resulting in a 

groove. An example of such operation is shown in figure 1.2.7. Throughout the 

literature this process is referred to by a number of names including scribing, 

scratching and machining. Reports emerged in the early 1990s showing researchers 

implementing such AFM tip-based nanomachining operations [69]–[71]. Many studies 

have been published since which involve the implementation and application of this 

process.  
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Figure 1.2.7: Schematic of AFM cutting into a sample creating grooves 

An overview of AFM tip-based nano-machining and its potential applications will be 

discussed further in chapter 2.2 as this forms a vital portion of this thesis.   
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2. Literature Review 

2.1 Domain Wall pinning 

In section 1.1.10, the applications of magnetic domain walls were briefly discussed. 

In order to utilise this phenomenon there is a need to be able to reliably and 

accurately control the motion of DWs. Over the last few decades there have been 

many studies focused on this area. Most of which involve creating a site at which 

DWs would be attracted to or pinned at. This would make it easier to know where 

DWs are likely to be given environmental conditions. Creating multiple of these sites 

would give the ability to move such DWs between various points within the devices, 

giving further control over DW motion. This chapter will discuss the various methods 

researched have used to pin DWs.  

2.1.1 Nanowire Design 

The most basic method that can be used to create or pin a DW at a specified 

location in the overall nanowire design. For example, creating a nanowire that 

contains a significant curve or sharp change of direction [72]–[75], such as in figure 

2.1.1. Features such as these in a nanowire provide prime locations for DW creation. 

Applying an external magnetic field at an angle into the corner or curve of a 

uniformly magnetised nanowire will create a DW at the centre of the curve or at the 

corner. Whilst this method of pinning DWs is a simple one, it is not often used as the 

primary technique for pinning DWs and controlling their motion. Rather it is often 

used as a method of creating DWs in a specified place to then move for researching 

other methods of DW pinning or measuring propagation speeds [75]–[79].  

 

Figure 2.1.1: Figure displaying an example of using a curved nanowire in order to 

create and pin DWs at the corners. Taken from [74]. 
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Studies have found that nanowires can also be designed such that the DW 

propagation will have a favoured direction. Allwood and co-workers in 2004 designed 

a so-called DW diode [80]. A nanowire was designed such that the width of it 

changed halfway through it’s length. An additional feature was also added at the 

change in width such that there was a localised triangular shape as shown in figure 

2.1.2. The device was named a diode as this design allowed DWs to propagate much 

easier in one direction than the other. Thus, representing a possible design to ensure 

DWs only propagate in one desired direction within a system.  

 

Figure 2.1.2: (a) Schematic diagram, (b) Secondary electron images by focused-ion-

beam irradiation of a DW diode structure. Taken from [80]. 

 Utilising a similar methodology, other studies have designed nanowires with a 

succession of “asymmetric notches” along the side of the wire [81], [82]. Resulting 

in a so-called Christmas-tree like structure [83]. An example of these structures is 

shown in figure 2.1.3. As similar to the Allwood and co-workers study in 2004, the 

resulting designs allow DWs to propagate through the nanowires in one direction 

much easier than the other, providing direction dependent devices.  

 

Figure 2.1.3: Schematic of the Christmas-tree-like spin Hall magnetometer. Taken 

from [83] 
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2.1.2 Non-topographical methods 

Methods have been found to pin DWs that do not involve physically altering the 

shape or design of magnetic nanowires. Some of which involve locally changing the 

magnetic properties via ion implantation, other methods pin or distort DWs by 

utilising stray fields produced by nearby unconnected nanowires.  

In the early 2000s, ion implantation to alter properties of magnetic films and 

multilayers had become of increased interest with the potential applications in small 

magnetic devices. Two papers published in 2002 focused on effecting such magnetic 

properties within permalloy thin films. Ozkaya and co-workers [84] implanted 10 μm 

x 10 μm squares with Ga+ ions into a 30 nm thick permalloy film. The Ga+ ions had the 

effect of locally increasing the coercivity of the material. This resulted in the 

irradiated areas requiring larger applied fields to reverse the magnetisation. It was 

shown that DW pinning was the major mechanism for the increased coercivity. 

Another study in 2002 by Woods and co-workers [85] used Ar+ ion implantation on 5 

nm thick permalloy thin films whilst applying a saturating magnetic field. This was 

shown to be a method of altering the local direction and angular anisotropy in soft 

magnetic films.   

Since these initial reports, there have been further studies employing this method to 

create pinning sites within nanowires as opposed to thin films. Implanting different 

ions can have different effects on the magnetic material. Vogel and co-workers use 

chromium ions in permalloy nanowires in order to locally reduce the saturation 

magnetisation, creating a pinning site [86], [87]. Ga+ ions were again used on 

another study [37], where the multilayer structure Cr/Py/Cr was used to study the 

influence of ion dose on the pinning strength of the pinning site. It was seen that the 

pinning strength increased with the ion dose used.      

In 2011 Basith and co-workers conducted a study on permalloy nanowires with 

lateral anti-notches[88]. The nanowires were created using electron beam 

lithography (EBL) and focused ion beam milling (FIB) to compare the two methods in 

order to find any differences between them. The devices created were nominally 

identical with only the method of creation varying between them. DW pinning via 

lateral notches and anti-notches will be discussed further later in this chapter. In 

this study DWs were pinned in the anti-notches of both sets of devices, however the 

pinning strength of the devices created using FIB were lower than those fabricated 

using EBL. Simulation investigations indicated that this difference in the pinning 

strengths could be due to ion implantation in the remaining material causing a 
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reduction in saturation magnetisation. This could create problems for potential 

memory or logic devices created using FIB. This also could indicate potential 

problems of unreliability of any pinning sites created using ion implantation as they 

may prove to be more unpredictable in pinning strength when compared to other 

methods of DW pinning.  

Another method of pinning and influencing DWs involves the near-field interaction of 

close-by nanowires [89]–[92]. Another nanowire, which can be extremely short, can 

be placed perpendicularly near the main device. The stray field produced by this 

smaller piece of magnetic material interacts with the close-by section of the main 

nanowire such that it can pin DWs. It was also shown that a DW passing by a near 

perpendicular nanowire can reverse the magnetisation of it [92]. This induced 

switching could potentially be used for magnetic random access memory 

applications. Another study showed that multiple small ferromagnetic strips placed 

adjacently to a nanowire may be used to tune the pinning strength of such features, 

as shown in figure 2.1.4 [91]. 

 

Figure 2.1.4: Schematic of device implementing multiple stray field strips to pin 

DWs. Taken from [91]. 

2.1.3 Lateral Changes to magnetic nanowires 

The most common method used to pin DWs involves locally changing the lateral or 

planar dimensions of a nanowire, i.e. changing its width by narrowing it using a 

notch or widening it using a so-called anti-notch. There have been many studies 

investigating this area, some of which will be discussed as follows.  

The more extreme case of effectively using an anti-notch to pin DWs is the presence 

of a T-junction between two straight nanowires [75], [93]. A study conducted by 

Petit and co-workers [75] investigated the potential energy profiles and pinning 

strength of such a set-up, shown in figure 2.1.5. Only transverse DWs were 

investigated in this study and it was found that the chirality of the DW effected 

both. More specifically, it was found that higher switching fields occurred when the 
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DW core was anti-parallel with the magnetisation of the arm. These results had good 

agreement both experimentally and computationally.  

 

Figure 2.1.5: Electron image by FIB irradiation of a 200 nm wide Permalloy structure 

with a T-shaped trap at its middle. Taken from [75]. 

Many studies have investigated pinning DWs using a single notch cut out of the side 

of a nanowire [35], [36], [94]–[100]. Some studies have focused on the relationship 

by the feature size and its pinning strength. Faulkner et al. [94] created permalloy 

nanowires with a triangular notch, demonstrated in figure 2.1.6. The dimensions of 

the notch, i.e. the width and depth, were increased and the resulting depinning 

fields were measured, these are presented in figure 2.1.6. It was seen that the 

depinning field did increase with the trap depth. A similar experiment was also 

conducted by Im et al. [101]. However, in these studies, both the depth and width 

of the triangular notch was changed at every iteration, keeping the same overall 

triangular shape. This does mean that although the depth was increased, so was the 

width and so the plot presenting a comparison of depth versus depinning field is not 

a completely true comparison as it would be expected that the width increasing 

would also have an effect on the depinning field even if the depth was kept 

constant. Despite this, the general relationship that the overall size of the notch 

increasing gives a stronger pinning site is still valid.  

Another key area of study focuses on the effects of DW chirality on a site’s pinning 

strength [35], [95], [96], [98], [102]. Atkinson and co-workers [96] conducted 

computational and experimental studies investigating how the spin direction within 

a DW structure can affect the pinning strength of lateral notches. Observing 

transverse DWs, it was found that the pinning strength was higher when the 

magnetisation of the central spine of the TDW was pointing towards the notch. 

Experimental and computational results had good agreement. This result provides 

another degree of freedom to consider when pinning DWs.  

 



39 
 

 

Figure 2.1.6: a) FIB image of triangular notch in a permalloy nanowire. b) Triangular 

notch schematic. c) Propagation data ( ) and depinning data (○) for three sets of 

structures with five different trap sizes. Taken from [94] 

The way in which DWs interact with pinning sites can be described by the potential 

energy profile due to the site. Petit and co-workers conducted experimental and 

computational studies in order to understand further the potential energy profiles 

produced by round notches and anti-notches for TDWs [35] and ATDWs [98]. It was 

found that the potential energy profile depended on whether the pinning site was a 

notch or an anti-notch, but also on the relative chirality of the interacting DW. Data 

from the TDW study can be seen in figure 2.1.7, along with visual representation of 

the potential energy profiles found. In summary, If the TDW core magnetisation was 

pointing towards the notch, the potential energy was found to be a simple singular 

barrier. In both cases of the TDW core aiming away from the notch and towards an 

anti-notch, the profiled proved to give a potential well with small potential energy 

barriers situated either side of the well. The data presented for the case where the 

TDW core aimed away from an anti-notch did not give a clear indication as to how 

the potential energy profile would form. As such, no obvious conclusion could be 

made for this case.  In a similar study, Zeng et al. [102] found that the probability of 

DW depinning depended on the DW configuration on approach to the pinning site.  

a) 

b) 

c) 

a) 
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Figure 2.1.7: a) Switching fields of nanowires containing notches and anti-notches. 

Squares: nucleation fields 𝐻𝑁, triangles: propagation field 𝐻𝑃, and open circles: 

transmission field 𝐻𝑇. I DW facing away from notch, II DW points towards notch, III 

DW points away from anti-notch, and IV DW points towards anti-notch. b) Potential 

energy profile measurements where 𝐻𝑝𝑢𝑙𝑙 is the field required to pull a DW back 

from a trap and 𝐻𝑝𝑢𝑠ℎ  is the field required to initially propagate the DW to the trap. 

Inserts show schematics of nanowire and resulting potential energy landscape. 

Images taken from [35] 

The most common lateral notch shapes that have been studied are 

square/rectangular and triangular. Bogart et al. [36] investigated DWs may interact 

with each of these notch geometries differently. The study included both 

computational and experimental work and found that the depinning were relatively 

insensitive to the difference in notch geometry. However, it was found that the 

depinning fields were highly sensitive to the DW type and chirality. Both variations 

of pinning site present interactions indicating they act as a potential well or a 

barrier depending on the micromagnetic structure of the DW.     

Whilst discussing the effects of chirality on DW pinning, it is worth discussing how 

these compare with the effects of the nanowires structures. Other studies [103], 

[104] compared the size of the injection fields for various width nanowires and 

compared them with depinning fields for a lateral notch. Injection fields were taken 

to be the required applied magnetic field to propagate a DW from a nucleation pad 

into the nanowire. It was observed that decreasing the wire width, especially below 

400 nm, had a large influence over the size of the injection fields[103], [104]. This is 

demonstrated in figure 2.1.8. This is an important aspect to consider when it comes 

to practical applications. Both studies show the overall nanowire size has a larger 

influence over injection and resulting depinning fields when compared with notch 

b) 
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size. They also show the geometrical shapes of the notches to not have as 

significance of an influence over depinning fields as the chirality of the incoming 

DW. It was found that chirality dependence occurs for both vortex [103] and 

transverse [104] DWs. Further to the nanowire width, where an inverse relationship 

was observed between the width and injection fields, it was found that increasing 

the thickness for the same nanowire width had the effect of increasing the injection 

fields[104]. It was also found that the injection fields resulting from the nanowire 

width were chirality independent, this is due to the symmetry within the structure 

observed by the DW [103]–[105]. 

 

Figure 2.1.8: Switching field as a function of wire width of a 5 nm thick Permalloy 

nanowire. (◆) represents magnetization reversal of the nucleation pad,(■) 
represents domain wall injection from the nucleation pad into the wire, and (●) 

represents domain wall depinning from a triangular notch patterned along one side 
of the nanowire. Taken from [103]. 

 The work by Goolaup and co-workers [105] focused on the influence of the DW spin 

structure and notch geometry on the depinning field. Their numerical study used 

lateral notches of varying sizes and shapes, the effects of both, along with chirality 

were observed. Nanowire dimensions were used such that transverse DWs were the 

subject of the study. The first part of the study utilised triangular lateral notches 

placed on the top, bottom and both edges of the nanowire. For all three of these 

cases, transverse DWs of various chiralites were tested altering the HtH and TtT 

configurations along with “up” and “down” chirality. As in previous studies, the up 

and down chirality were shown to significantly affect the depinning field from the 

notch. The case of the double notch, creating a central neck, showed no chirality 
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dependence on depinning field, will all cases depinning at the same applied field. 

These results are shown in figure 2.1.9(a). This was attributed to the symmetrical 

nature of the pinning site, as the DW in that instance does not face a spatially 

asymmetric obstacle in the x-y plane and so it does not affect the potential energy 

landscape observed for different chiralities.  

The second part of the study focused on varying the notch geometry to observe any 

effects on the depinning field. The notch geometries used were trapezoidal, 

rectangular, semi-circular and a triangular. The depth of the notch along with the 

width as the nanowire edge were kept the same for all cases for comparison. It was 

found that the geometries did have a significant influence over the pinning strength. 

The trapezoidal the weakest site, with a depinning field of 212.5 Oe, whilst the 

triangular case proved to pin the strongest with a depinning field of 228 Oe[105]. 

 

Figure 2.1.9: a) Four types of transverse domain walls. b) Depinning field strength 
for different notch configurations and domain walls. Domain walls that passed 

through the notch were assigned a value of (-)100 Oe which equals to the nucleation 
field of the domain wall. c) and d) Depinning field strength for a Tail-to-Tail 
“Down” chirality DW for different notch geometries as a function of; c) notch 

height whilst the notch width is kept fixed, d) Notch width whilst the notch height 
is kept fixed. Taken from [105]. 

The final part of the study focused on varying the size of the various notch 

geometries and observing the effects on the depinning fields. The results of this 

study can be seen in figure 2.1.9(b). Plots are shown for depinning field against the 

notch height for fixed widths and against notch width for fixed heights. It was found 

that the depinning fields initially grew before saturating when increasing the height 
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of the notches. However, when increasing the notch width, the initial increase in 

the depinning fields was followed by a fall inn field values as the widths grew. This 

was observed in all notch geometries apart from the rectangular case, where the 

depinning fields saturated as in the notch height case[105]. This was explained by 

considering the potential energy landscape along the nanowire. All of the notch 

geometries considered, apart from the rectangular case, the edges of the notch 

were at an angle. As the height of the notch remains the same, increasing the width 

creates a shallower angle of the notch along the nanowire. In the narrow notch 

cases, the potential energy barrier is also narrower and so provides a sharper. More 

abrupt change in energies. As the width increases, the depth of the barrier remains 

the same whilst the change in energies changes more gradually over space. This 

provides a smoother change in energies along the nanowire, which is easier for the 

DW to overcome. The exception in this study was the rectangular case. The 

depinning field values remain constant as the width increases. This matches the 

explanation given as the angle made by the notch walls remains the same, providing 

a sharp energetic transition at the edges of the notch regardless of how wide it 

is[105].  

 

Figure 2.1.10: (a) Schematic illustration of the permalloy nanowire with asymmetric 

notch. (b) SEM image of the fabricated permalloy nanowire with d = 500 nm and the 

enlarged view around the notch. Taken from [100]. 

In an attempt to add a further complexity to a pinning site, Gao et al. [100] studied 

the effects of a so-called asymmetric notch. In this case, a triangular notch is placed 

in the plane of the wire, however the wire is narrower on one side of the notch than 

the other, as shown in figure 2.1.10. The study reported that as DWs propagated 

through this feature they had the potential to change their chirality whilst moving 
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through the notch. This led to there being two possible depinning fields, each having 

the opposite nanowire width dependencies.  

Stochasticity of DW interactions presents a potentially big problem for practical 

applications. Gao and co-workers researched further complex notch shapes in an 

attempt to supress DW depinning stochasticity [106], [107]. Experimental methods to 

do so were focused magneto-optical Kerr effect (FMOKE) magnetometer and MFM 

[106] and later longitudinal magnetoresistance (LMR)[107]. Following from the 

previous idea of using asymmetric notches, these studies researched up to six notch 

geometries located at a transition in wire width. Each of these are shown in figure 

2.1.11. Three of the features studied involved one notch whilst the other three had 

the same features but placed on both sides of the wire. It was found that the 

singular larger features provided better reproducibility than the smaller but double 

sites. In terms of notch shape, there was little difference between the triangular 

and square notches, as seen previously in the Bogart et al. study [36]. It was 

observed that the DWs increased in size with a reduction in the asymmetry of the 

notches. This also corresponded to a reduction in DW depinning stochasticity. From 

the notch shapes studied, it was concluded that using a single triangular notch or a 

singular trapezoidal notch supressed the stochasticity the most and so would be the 

best choice for use in devices.   

 

Figure 2.1.11: SEM images of (a) Entire permalloy nanowire with one triangular 

inward notch, and (b) enlarged six types of notch structures. Taken from [106]. 

Extending the application of single lateral notches, there have been studies 

employing a series of notches in order to affect DW motion over a larger range of a 

nanowire [108], [109]. Kunz and Priem [108] conducted a computational study 

researching the effects of a series of alternating notches and anti-notches. 

Comparisons were made of the pinning strengths of both features relative to the 

chirality for dynamic and static fields. It was observed that if the DWs passed by a 

pinning site, it did so without any change to its structure. However if a DW was 
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pinned at the site, the applied field would cause the DW to stretch and grow in size 

before suddenly shrinking back to the site. It was also observed that notch site 

pinned DWs stronger than anti-notches for all chirality cases for the equivalent 

feature size. Another application of series of notches was explored by Chen and co-

workers [109]. Computational and experimental work was conducted on nanowires 

with a series of notches, it was found that in these scenarios DWs do not always form 

at the ends of a nanowire and can be created at a notch. Symmetrical dumbbell 

nanowires were created with a series of notches along the central wire with the 

intention of propagating a DW from either end such that they would meet in the 

middle to form a 360° DW.   

Another popular method for creating pinning sites involves the application of a notch 

on both sides of the nanowire to create a central constriction, also known as a neck 

[82], [110]–[116]. The reverse can also be done by adding two anti-notches at the 

same point of a wire to create a DW pinning site [76], [102]. An example of each of 

these is shown in figure 2.1.12. It has been found that such “necks” can pin DWs and 

the strength of the required depinning field increased with a reduced size of the 

constriction [110], [112]. Other studies have involved propagating DWs using current 

pulses and observing the corresponding current densities relative to the neck size 

[115]. Another study in this area propagated DWs initially using an external field to 

find that the depinning was largely stochastic [116]. The stochasticity had two peaks 

corresponding to two types of DWs but also had a spread that was too large for any 

practical applications, as shown in figure 2.1.12. In an attempt to supress the 

stochasticity, the DW injection was done using a local pulsed Oersted field, this 

allowed a reduced injection field. With these lower injection fields, the pinning rate 

increased to 100%. However the depinning fields decreased with an increased 

amplitude in the pulse voltage.    

In the case of utilising a symmetrical protrusion, it has been seen that DWs can be 

pinned in front of, partially within or completely inside such a trap depended on the 

geometry of the protrusions and the chirality of the DW [76]. In the case of 

transverse DWs, it has been shown that the potential energy profile of such a pinning 

site acts as a potential well that has small energy barriers on either side [102].  
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Figure 2.1.12: Graph of the depinning fields from the constriction, as a function of 
the pulse amplitude. Each red dot correspond to one half-loop field measurement, 

for a total of 150 loops. Half-loops during which no pinning occurred are not re- 
presented. For a given pulse value, the distribution of depinning field is split in two 

sub-distributions corresponding to two different micromagnetic configurations of 
the DW. Taken from [116]. 

 

 

 

Figure 2.1.13: a) An example of a nanowire constriction/neck. Taken from [115]. b) 

An example of a set of symmetrical protrusions/anti-notches. Taken from [76]. 

As done with individual notches, researchers have studied the potential use of a 

series of constrictions. A series of constrictions was put along a nanowire in an 

attempt to replicate conditions required for a racetrack memory scenario 

computationally [113] and experimentally [114]. The study concentrated on varying 

the distance between constrictions in order to find the optimal separation for 

information storage.    

As discussed in chapter 1.1, magnetisation switching and so DW pinning and 

depinning can be thermally activated processes. It is important to study how these 

thermal processes can effect the strength of pinning sites at various temperature 

a) b) 
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ranges in order to create reliable devices. The stochasticity of DW pinning and 

depinning at temperatures in the 5 – 50 K range was the focus of an experimental 

study conducted by Wuth and co-workers [117]. Within this temperature range it was 

found that the stochasticity reduced with an increase in temperature. At the higher 

temperatures there were distinct peaks of pinning and depinning fields with a 

reduced spread. As the temperature was reduced, the spread increased across a 

wider range of values and the size of any peaks reduced until no distinct peaks could 

be observed. A computational study conducted by Hayward [118] also focused on the 

stochastic nature of DW pinning in nanowires. The conducted simulations indicated 

that stochastic pinning is an intrinsic feature of DW behaviour at finite 

temperatures. Such features originate from the delicate interplay between thermal 

perturbations and the complex magnetisation dynamics exhibited by DWs. These 

results imply that any stochastic effects in DW devices would not be suppressed even 

if initial DW states and operating parameters could be perfectly defined.  

Other studies conducted by Himeno and co-workers have focused on the effects of 

temperature on DW propagation velocity [111] and the magnitude of DW depinning 

fields [119]. The DW propagation velocity was investigated over a temperature range 

of 4.2 to 200 K and was found not to change across this range of temperatures. The 

velocities also stayed constant over a distance of 2 mm [111]. Studying the 

temperature dependence on depinning fields found that the required fields reduced 

as the temperature increased. It was reported that the depinning field values 

reduced by 40-60% as the temperature increased from 4.2 K to 300K [119].  

2.1.4 Vertical modifications to nanowires 

The final method of pinning DWs to be discussed in this chapter involved variations 

in the thickness of thin films and nanowires. This is an area of DW pinning that has 

not been previously researched in detail and so has not produced much published 

work. This method of DW pinning is the most relevant technique studied as the main 

subject of this thesis.  

Initial works in this area were conducted by Asada and co-workers [120], [121]. 

These works were computational studies focused on the use of step changes in the 

thickness of thin films to pin DWs. The first of these studies [120] studied the effects 

of a single step change in thickness within an infinite thin film, with the applied 

boundary conditions. The step change was made such that the thickness changed 

whilst moving along one direction, as demonstrated in figure 2.1.14. The films used 

in this study are still relatively thick as the larger section of the film ranged from 
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0.15 to 0.5 μm, however results are quoted as ratio step changes as opposed to 

absolute step changes. Before introducing a step change, the DW energy was studied 

as a function of film thickness. It was seen that the wall energy increased as the 

thickness decreased, where the exchange energy takes over and becomes dominant. 

With the introduction of a thickness step change, the total energy increased as the 

ratio of thickness change increased. This is attributed to an increase in 

demagnetisation energy with the presence of a step. As the thickness ratio increased 

it was observed that the required depinning fields also increased. An additional 

feature was found regarding the DW depinning relative to field direction, shown in 

figure 2.1.15. It was found that larger depinning fields were required to propagate 

DWs with negative field values. This is explained by the wall energy per unit length 

being larger within the thinner region of the film. Finally the the depinning field 

strength as a function of film thickness was studied. As the film thickness increased, 

the depinning field sizes decreased. These fields decrease such that they become 

less than 0.4 Oe when the film thickness is increased to 0.5 μm. This trend is similar 

to that shown with the exchange energy and can be seen in figure 2.1.15.     

 

Figure 2.1.14: Schematic of step-like thickness change in a thin film. Take from 

[120]. 

Following the previous work, Asada and co-workers investigated the presence of a 

vertical groove placed within a thin film[121]. The computational model was 

constructed such that the groove would be placed along the entire y-direction and 

the thickness change occurred in the x direction, demonstrated in figure 2.1.16. 

Both directions have boundary conditions in place to assume an infinite film. Similar 

data sets were taken as done in the previous step change study. As before, it was 

found that the depinning fields reduces as the film thickness increased. The effects 

of the groove width on the depinning fields was studied. For a fixed thickness 

change ratio, the width of the groove was increased from around 100 Å to 1200 Å. It 

was found that the groove width did not have any influence on the depinning fields. 

This result indicates that the DW pinning is dominated by the magnetisation state in 
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the vicinity of the step change. However whilst the groove width was studied, the 

depth of the groove relative to the thickness was not as the thickness change ratio is 

kept at 0.2 for the whole study.   

 

Figure 2.1.15: Dependence of depinning fields for positive and negative magnetic 

fields, a) for a 0.15 μm thick thin film with varying thickness ratio. b) for varying 

thin film thicknesses with a thickness change ratio of 0.2. Taken from [120]. 

 

Figure 2.1.16: Schematic of a groove in a thin film. Taken from [121]. 

With the intention of creating vertical features within nanowires, Watanabe and co-

workers utilised an AFM oxidation technique in order to generate pinning sites [122]. 

NiFe oxide features were generated across the whole width along the top surface of 

NiFe nanowires using an AFM with an applied voltage to the cantilever. A schematic 

of this technique is shown in figure 2.1.17. The widths of these nanowires varied 

between 2-4 μm with the thickness of the films ranging from 15 nm to 30 nm. As 

shown in figure 2.1.17, the oxide features created penetrate the surface of the 

nanowire, whilst also creating a protrusion above the top surface. The depth of 

these features are “considered” to be equal to the size of the features above the 

surface, and so these heights are used to estimate the depths of the oxide sites. 

These oxide features were shown to pin DWs. The pinning strengths of these features 

were reported to pin stronger with a larger ratio of oxide depth. However, there is 

no replication of oxide depths for the same dimensions of nanowires. As discussed 

a) b) 
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previously, different dimensions of nanowires produce different switching fields and 

so distinct conclusions of oxide depths relative to pinning strength would need 

further research comparing at least similar dimension wires with varying feature 

sizes.       

 

Figure 2.1.17: a) Schematic of nano-oxidation technique using AFM. b) Schematic of 

cross-section of nanowire with oxide features. Taken from [122]. 

The final key study that will be discussed in this section is that of Narayanapillai and 

Yang [123]. This study focuses on vertically etched nanotrenches to pins DWs in 

nanowires. The majority of this study is computational with a small experimental 

example at the end. The computational part of the study consists of two nanowires 

of dimensions of widths and thicknesses of 100 x 10 nm and 200 x 40 nm. Each of 

these dimensions are chosen to study transverse and vortex DWs respectively. In 

each case, the dimensions of the vertical nanotrench is varied and the depinning 

fields are recorded. A schematic of the dimensions defined and examples of the DWs 

relative to the nanotrench are shown in figure 2.1.18. 

 

Figure 2.1.18: a) Schematics of a nanowire with a nanotrench. Simulated b) 

transverse and c) vortex DW at the nanotrench.Taken from [123]. 

The generated results from this computational study are shown in figure 2.1.19. To 

sum up the results, it can be seen on both the transverse and vortex DW cases that 

the quoted “length” of the notch is not as influential to the pinning strength of the 

a) 

b) 
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nanotrench. In both cases the depinning field increases up to a length of around 100 

nm, beyond which the trend flattens and increases only slightly as the length is 

increased further. The depth of the nanotrench however appears to be much more 

influential. In both cases the trend between depinning field and depth of notch 

increases approximately linearly in all cases and combinations of notch lengths. 

However it is key to point out that these trends only go as far as creating 

nanotrenches as deep as 60% of the nanowire thickness and so it is unclear as to 

whether or not these linear trends would continue as more of the nanowire is 

removed. Another note to be made on the absolute values of the depinning fields 

concerns the difference between the two nanowire sizes. The depinning fields 

quoted for the smaller nanowire, corresponding to the transverse DW, are 

approximately a factor of two larger than those of the vortex DW case.  

 

Figure 2.1.19: Dependence of depinning field with the depth (a) and the length (b) 

of nanotrench for a transverse wall. (c) and (d) show the dependence of depinning 

field for vortex walls. Taken from [123]. 

In order to further understand what the driving mechanism is behind these 

interactions, energy profiles are plotted with respect to DW position. These energy 

profiles are shown in figure 2.1.20. In all cases the total energy reduces as the DW is 

in the vicinity of the nanotrench. It is also shown that whilst the exchange energy 
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does change and reduce slightly, it is always the demagnetisation energy that 

dominates the change in energy at these scales. This agrees with what was discussed 

by Asada and co-workers [120], [121]. The DW type also makes a difference in the 

energy profiles. The transverse DWs interact with the nanotrench such that it 

creates a simple energy well. However whilst the vortex walls do provide a reduction 

in energy, there is a relative increase in energy that almost completely restores back 

to the highest value when the DW is positioned at the centre of the nanotrench. 

These energy profiles correspond to transverse DWs becoming stable and pinned at 

the centre of the nanotrench, whilst the larger vortex DW structures have a 

preference to place themselves at the edge of the nanotrench. This agreed with 

phenomena observed in other constriction type notches where vortex DWs need to 

realign their spin structures at the expense of increasing energy terms whilst passing 

through a notch [36].  

 

Figure 2.1.20: Energy profiles with respect to DW position for a transverse (a) and a 

vortex (b) wall. (c) and (d) show the total energy for transverse and vortex walls for 

various lengths of nanotrenches. The drop in the energy profile (ΔE_Tot) is plotted 

in the insets for respective DW types. Taken from [123]. 

In an attempt to experimentally demonstrate the results found in the computational 

part of the study, a nanowire was created consisting of a substrate/Ta (3 

nm)/Ni81Fe19 (30 nm)/Ta (3 nm)/Ru (2 nm) stack structure. The nanowire was 
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measured to have a width of 650nm and a length of 12 μm. A nanotrench was 

created in the centre of this nanowire using Ar ion milling, the dimensions of which 

are not stated in the publication. Anisotropic magnetoresistance (AMR) 

measurements are conducted to detect the presence of DWs and find the 

corresponding depinning fields. These results are shown in figure 2.1.21. A histogram 

of the DW resistance measurements show two distinct peaks with an additional 

smaller peak, indicating the presence of potentially three types of DW occurring 

within the wire. These are attributed to the presence of transverse, clockwise and 

anti-clockwise vortex DWs. There is a stochastic spread within the values of the 

depinning fields that appear to have multiple peaks, but the corresponding number 

of events do not appear to match the resistance data for reliable relationships to be 

made between the two. Whilst this experimental work provides an example that a 

vertically etched nanotrench has the potential to pin DWs, it does not show much 

further insight than that. The fact that no nanotrench dimensions are quoted within 

the publication fail to provide any indication as to how much magnetic material was 

removed and if the found depinning fields agree qualitatively at all. There also 

appears to be a lack of comparison made with measurements made before the 

nanotrench was created. Therefore DWs may be pinned at another pinning site 

generated by a fabrication impurity or nanowire imperfection rather than the 

nanotrench itself. This could also provide another explanation not considered by the 

authors for the various depinning fields found. It also does not provide any further 

insight based on the computational work carried out regarding how the feature size 

may influence the pinning sites strength. The experimental relationship may prove 

to differ from the computational results due to simulations being carried out at zero 

temperature as opposed to temperatures comparable to the experimental work.  
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Figure 2.1.21: (a) Scanning electron micrograph image of the device with the mea- 

surement schematics. (b) The histogram plot of the generated DW resistance. (c) A 

typical depinning profile of a DW from a pinning site. (d) The histogram plot of 

depinning fields. Taken from [123]. 

2.2 AFM tip-based nanomachining 

 AFM as a tool for nanofabrication 

As introduced in chapter 1.2.4, the tip of an AFM can be used as a nanomachining 

tool to cut into the surface of a sample. Since original experiments in the early 

1990s[69]–[71], there have been many studies testing how materials may be modified 

via AFM tip-based nanomachining. Such materials include various polymers [124]–

[128], silicon [129], [130], metals [131]–[134], oxides [135], semiconductors [136], 

[137] and biomaterials [138], [139]. Different tip materials have also been 

employed, including silicon tips [127], [140], [141] silicon nitride tips [56], [69] as 

well as diamond [142]and diamond-coated tips [143].  

As any features created using this process involves direct contact between the tip 

and the sample, it follows that the quality and accuracy of any machined grooves 

will depend on the geometry and durability of the tip. Due to these factors, both 

silicon and silicon nitride tips have limitations resulting from tip wear. Both 

materials have relatively quick wear rates and so leads to a decrease in quality of 

produced grooves. It also makes reproducibility very difficult as the wear on the tip 
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changes its geometry between machining cycles. This influences groove depths and 

shapes due to variations in stress distribution along the contact surface of the tip for 

the same given applied force [144], [145]. One possible solution to increase the tip 

lifespan is to coat these tips with hard materials such as diamond [136] or diamond-

like carbon [146].  

As a result of the numerous studies conducted over the last few decades in AFM tip-

based nanomachining, a few state-of-the-art reviews have been published recently 

[147]–[149]. Given that the main focus of this thesis is on the application of AFM tip-

based nanomachining and not of the process itself, it is not in the scope of this 

thesis to provide another such review.  

 Comparison with other nanofabrication techniques 

Since AFM tip-based nanomachining has gradually become more researched as a 

potential nanofabrication process in its own right, it is useful to see how this method 

compares with other nanolithographic techniques. Figure 2.2.1 provides such a 

comparison including traditional resist-based lithography methods. The figure 

illustrates differences in capital cost for the equipment required, minimum 

resolution and patterning speed. It is seen that AFM lithography is a relatively low-

cost process when compared to other methods. Its capital cost is in the region of 

$100,000 whilst many others including electron beam lithography (EBL) and other 

forms of UV lithography require equipment costing over $1,000,000. The cheaper 

cost of an AFM means that more organisations and smaller research groups are likely 

to be able to afford such equipment in order to conduct further research or make 

use of its potential nanofabrication applications.  

AFM lithography also compares extremely well to other techniques for the achieved 

resolution. As shown in figure 2.2.1, only STM provides a smaller resolution than 

AFM. AFM lithography actually provides better resolution than multiple techniques 

that are much more expensive. An increased resolution allows the creation of 

smaller features, down to the nanometre scale. AFM lithography can therefore be 

used when dealing with nanoscale components. This is ideal for research into 

potential downsizing of technology.  
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Figure 2.2.1: Equipment cost, patterning speed, and minimum resolution of AFM 

lithography compared with other methods for nanofabrication. (EUV = extreme UV 

lithography, DUV = deep UV lithography, EBL = electron-beam lithography, NIL = 

nanoimprint lithography, STM = scanning tunnelling microscopy). Taken from [150]. 

The final parameter used for benchmarking in figure 2.2.1 is patterning speed, 

measured in area per time. AFM lithography does compare rather poorly in this case 

as only STM is slower. However, this does not necessarily represent the time taken 

to complete a full process when fabricating a given feature. In particular, AFM 

lithography is a one-stage process, meaning that the lithography is done in one 

relatively simple step. In the case of nanomachining, the AFM tip is used to cut into 

the surface and directly create the desired topography and so does not require any 

prior surface preparation or subsequent development of the sample to obtain the 

final feature. However, a multi-step approach is found in resist-based lithography, 

where the design is first patterned onto a resist prior to subsequent developments 

through wet or dry etching. Thus, one should keep this in mind when considering the 

comparison of processes illustrated with figure 2.2.1. AFM machining can also be 

conducted on any material providing that the tip is hard enough to cut into it. The 

technique also has the ability to be performed in atmospheric conditions and so does 
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not need a vacuum environment, such as is the case for EBL for example. A 

combination of all of these advantages means that whilst the direct patterning speed 

may not be as high as other techniques, the overall lithography process speed is still 

competitive.  

It is worth noting that with respect to the relatively slow throughput, a number of 

researchers have tried to improve the patterning speed. Such methods typically 

involve retrofitting a piezoelectric actuators-based solution onto the stage of AFM 

systems such that the cutting velocity at the interface between the tip and a sample 

can be increased [128], [151], [152]. 

 Applications of AFM tip-based nanomachining 

A number of research investigations have been published in which AFM tip-based 

nanomachining was implemented as part of a semiconductor-based process chain to 

develop devices for specific applications. Of particular interest with such studies is 

the fact that nanoscale physical phenomena, associated with the features cut with 

an AFM tip, were also characterised. For example, the fabrication of a single 

electron transistor on a GaAs/AlGaAs layered structure and its transport properties 

have been reported by Schumacher and co-workers [153]. In another study, Cortes 

Rosa et al. fabricated an antidot array directly on InAs-AlSb surface quantum wells 

using an oscillating tip to observe the magnetoresistivity of such structures [154]. 

Wang et al. machined a nanochannel with an AFM tip to connect two microscale 

reservoirs for studying the flow of fluids and nanobeads through the channel [155].  

AFM nanolithography was used to manufacture a Ti nanowire by Hong and co-workers 

[156]. In this case, AFM tip-based nanomachining was not employed as a direct-write 

operation but rather as a patterning step prior to a lift-off process, which 

subsequently revealed the nanowire. Further fabrication and characterisation steps 

were conducted in this study to demonstrate the fabrication of a functional single 

titanium oxide nanodot for ultraviolet sensing. Finally, AFM nanolithography was 

implemented in a different way, compared to pure mechanical machining, i.e. with 

heated tips, by Vettiger et al. [157]. This study employed an array of such tips to 

modify the topography of various polymer substrates with a view of developing a 

high-density storage system, coined the “Millipede”. 
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Figure 2.2.2: Example of an application of AFM nanomachining. Periodic hole arrays 

with a period of 55 nm in an InAs–AlSb surface quantum well created by direct 

lithography of the InAs top layer. Taken from [154]. 

 AFM nanolithography of ferromagnetic thin films 

Any application of AFM tip-based nanomachining would require reliable control of 

the created features. This means that relationships between applied tip loads and 

size of generated nanogrooves should be established first. Among others, Tseng has 

conducted a number of studies into this area. The work of Tseng has an increased 

relevance to this thesis as the primary material used in his experiments was 

permalloy. Permalloy (NiFe) is a ferromagnetic material consisting of approximately 

80% nickel and 20% iron, and as will be explained in the next chapter, it will be the 

material of choice for the studies in this thesis.  

In the first study from Tseng that is summarised here, the relationship between the 

applied load and the groove dimensions was studied for both silicon and permalloy 

thin films [158]. Scratches were performed varying the applied load from 1 to 9 µN. 

An image and examples of the cross-sectional scan of a produced groove can be seen 

in figure 2.2.3. It was found that both the depth and width of the resulting grooves 

had a logarithmic correlation with the normal force applied. This was the case for 

both silicon and permalloy. However, grooves machined in permalloy were 
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approximately seven times deeper and twice as wide than those obtained in silicon. 

The plot of the resulting data is shown in figure 2.2.4. 

 

Figure 2.2.3: AFM scratched groove on NiFe thin film surface using 9 µN applied 

force: (a) AFM image of groove along scan direction and (b) cross-sectional profiles 

at ten different groove locations. Taken from [158]. 

 

Figure 2.2.4: Correlation of depth (d) and width (wf) of scratched groove with 

normal applied force Fn for NiFe thin film. Taken from [158]. 

The effects of the tip speed during machining was also investigated. The tip speed 

was varied from 10 to 10,000 nm/s using a constant force of 9 µN. It was found that 

the size of the resulting nano-grooves did not vary significantly and no distinct trend 

could be identified. Therefore, any changes due to the scratching speed can be 

neglected.  

The final part of this particular study involved an attempted application of the AFM 

nano-machining process. A permalloy nanowire was fabricated and then, an AFM tip 
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was used to scratch away a portion of the nanowire. The vast majority of the wire 

was removed during this scratch leaving very little material as shown in figure 2.2.5. 

This was used as a nanoconstriction for potential utilisation for devices to control 

extremely small currents on the fA scale. It is worth noting that, despite working 

with NiFe, Tseng did not attempt to study nanomagnetic phenomena within the 

machined nanowire.   

 

Figure 2.2.5: a) and b) AFM images, c) and d) Geometric profiles of NiFe nanowires 

before (a and c) and after (b and d) the creation of the nanoconstriction. Images 

taken from [158] 

The second study from Tseng which is discussed here focused on the relationship 

between the dimensions of a nano-groove and the number of repeated AFM tip 

scratches used to create it [159]. The applied force was kept constant at 9 µN during 

all scratches, while the number of scratches was changed from 1 to 9 in increments 

of 2. A power law was also found to fit the data well in this case as shown in figure 

2.2.6.    

The third and final study of Tseng that is reported here focused on the influence of 

the cutting direction relative to the tip shape. The experiments were conducted 

using permalloy thin films with a nominal thickness of 30 nm deposited onto a 

SiO2/Si substrate.  Athree-sided diamond-coated pyramidal tip was used to perform 

the scratches [160]. As a result, there were three main distinct directions in the tip 

could be oriented when cutting into the surface, each of these presenting a 

a) 

b) 

c) 

d) 
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different contact face, also known as the rake face in conventional machining. 

These directions are illustrated in figure 2.2.7. It should be noted that the figure 

shows four directions for the tip motion, rather than three. However, the “upward” 

and “downward” directions are simply mirror images of one another for the purpose 

of machining.  

 

Figure 2.2.6: Correlation of depth (d) and width (wf) of groove machined on NiFe 

surface with number of machining cycle (N0). Image taken from [159]. 

 

 

Figure 2.2.7: Si probe with diamond-coated pyramidal tip: (a) schematic of 

rectangular microcantilever with triangular pyramid tip, (b) SEM image of tip top 

view, (c) SEM image of tip side view. Taken from [160] 
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AFM images and the resulting line scans of each nano-groove are shown in figures 

2.2.8 and 2.2.9 respectively. Whilst the shape of the nano-groove itself did not 

change vastly, there was a noticeable difference in the amount of material piled up 

at the sides of the groove. The “upward” and “downward” directions resulted in the 

same groove and pile-up dimensions, with the only difference being that the pile-up 

was on the opposite side to one another. In each case, pile-up is seen only on one 

side of the groove. The height of the pile-up is significant and measures at a height 

comparable to the depth of the groove. Pile-up on one side is expected as the tip-

face cutting into the material is at an angle to the direction of motion. The sharpest 

point is at one edge of the face which will be the primary point where cutting 

occurs. The sloped face then channels the material across to the opposite side, 

hence the pile-up only occurring on that side. In the so-called “forward” direction, 

the dimensions of the groove are still comparable to those generated during the 

“upward” and “downward” directions. However, there is significant pile-up 

occurring on both sides of the generated groove, albeit that both are not as high as 

in the other two cases. This is due to the sharpest cutting point of this direction 

being in the centre of the tip. This cuts into the material and then moves an equal 

amount of material either side of this point, thus creating two pile-ups rather than 

just one. As approximately the same amount of material is still being removed, the 

resulting pile-up on each side is smaller than for the other two cases where only 

one-sided pile-up occurred. The final direction studied was the so-called “backward” 

direction. It differs from the other three cases as it does not result in sharp edge 

along the cutting face. Therefore, there is effectively a single rake face used to cut 

into the material as opposed to a sharp edge slicing into the material. In this case, 

the overall size of the groove, both depth and width, is smaller than in the other 

three cases. However, whilst there is still pile-up occurring on both sides of the 

groove, it is vastly reduced in size. The scaling of the pile-up dimensions does not 

appear to be equal to the relative loss in groove dimensions, and so this direction 

produces a relatively smoother feature in the thin film.  
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Figure 2.2.8: AFM image of grooves scratched by a normal force of 9 µN on Ni80Fe20 

surfaces at four directions: (a) upward, (b) forward, (c) downward, (d) backward. 

Taken from [160] 

 

Figure 2.2.9: AFM-measured cross-sectional profiles of four grooves scratched by a 

normal force of 9 µN on 30 nm thick Ni80Fe20 thin films on a SiO2/Si substrate at 10 

different groove locations along: (a) upward direction, (b) forward direction, (c) 

downward direction, (d) backward direction. Taken from [160] 
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 Using AFM tip-based nanomachining to pin Domain Walls 

As discussed in section 2.2.3, the development of AFM tip-based nanomachining has 

led to research into different possible applications of this method. So far, it is fair to 

say that there has not been many such applications reported, with the relatively few 

exceptions briefly discussed in section 2.2.3. Importantly, there has yet to be any 

detailed investigations into the potential application of AFM tip-based 

nanomachining for in the study of nanomagnetic devices. Such devices have a vast 

range of possible applications, some of which have been discussed in section 1.1.10. 

These devices would require control of magnetic DW motion. Various methods 

studied to pin DWs have been discussed in section 2.1, with many of them involving 

changing the local dimensions of a nanodevice. In this PhD research, it is identified 

that AFM tip-based nanomachining represents a potentially attractive solutions to 

create such constrictions that could pin DWs.  

To the best knowledge of the author, there have been two studies published in 2001 

and 2002, by the same research group, who had the idea to pin DWs using AFM 

nanomachining [161], [162]. In both studies, Pt/Co/Pt ultrathin film devices were 

used. The outer layers of Pt are quoted to be 3.4 nm and 4.5 nm with the central 

magnetic Co layer measuring between 0.5 and 1 nm in thickness, referred to as tCo in 

figures 2.2.10 and 2.2.11 captions. It is also worth noting that the magnetisation of 

these thin films was out-of-plane.  

In the first study [161] Schumacher and co-workers created two devices, a long 

nanostrip with a width of 4 µm and a cross junction of nanostrips where the central 

square measured 2 µm x 2 µm. These are shown in figure 2.2.10. In the cross-

junction case, a single nano-indent was created with the AFM tip in the centre of the 

square. As the magnetic domains propagate through the strips, the DW reaches the 

central square and interacts with the created indent. The resulting hysteresis loop 

and Kerr images of this experiment can be found in figure 2.2.11.  

The magnetisation switching within the cross junction containing a nanoindentation 

can be seen in figure 2.2.11. Image i shows a DW entering the structure from the 

bottom nanostrip. As the applied field is increased, the DW enters the central 

junction and interacts with the nanoindentation. This is shown in image ii as the DW 

is angled across the junction as opposed to filling the whole region. Image iii shows 

more of the material switching magnetisation whilst the region on the other side of 

the nanoindentation remains unswitched. Finally image iv shows the magnetisation 

completely switching along the side nanostrips, but not yet along the top nanostrip. 
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This series demonstrates the nanoindentation interacting and affecting the DW 

propagation within the magnetic material.   

In the wide nanostrip case, a single groove measuring 100 nm wide and 5 nm deep 

was fabricated along the width of the nanostrip. The depth of the groove indicates 

that the magnetic Co layer was completely cut through. When reversing the 

externally applied magnetic field, figure 2.2.11 shows that the left side of the 

nanostrip reverses magnetisation but then stops at the fabricated groove. This 

indicates that magnetic DWs can be pinned at features created using AFM 

nanomachining. However, there is an important caveat to this statement as 

explained below. Figure 2.2.11 shows the series of images representing the magnetic 

domains during the reversal process. Image b in the right half of figure 2.2.11 shows 

that the wire to the left of the groove has reversed its magnetisation, with the DW 

at the groove. Image c then shows the nanowire reversing its magnetisation from the 

right, leaving a section unchanged between the notch and the newly reversed 

region. This indicates that the DW still remains at the groove and therefore does not 

propagate beyond the machined constriction. This can be explained by the fact that 

the entire thickness of magnetic layer has been cut, leaving no magnetic material 

underneath the pinning site that the DW would be able to move through. Due to this 

key difference, control of DW motion is not achieved in the strict sense of the term 

and thus, the method reported in this paper cannot necessarily be compared to 

other methods of DW pinning discussed in section 2.1.     

 

Figure 2.2.10: AFM fabricated nanostructures: (a) hole in the centre of Hall cross 

(tCo = 0:5 nm). Applied force: Fapp = 14 µN. (b) Groove across a wire (tCo = 1 nm), Fapp 

= 30 µN. Taken from [161] 
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Figure 2.2.11: A) Magnetization reversal process in Pt/Co/Pt Hall crosses (tCo = 0.5 

nm). (a) EHE voltage as a function of time, curve 1: defect-free cross; curve 2: 

device having an AFM machined hole in the cross centre. i)–iv) Kerr images of the 

DW propagation in the cross with the centre defect. B) Inhibited DW propagation in 

a Pt/Co/Pt wire (tCo = 1 nm) by an AFM fabricated groove. First reversed domain 

(dark gray) coming from the upper left. Images taken from [162]. 

The second of these two studies [162] replicated the work done in the first one, with 

some extra features added. The cross-junction work was very similar and as such 

provides results agreeing with what was previously found. An alteration was made to 

the single groove experiment as this time, the new groove was created at an angle 

along the width of the nanostrip as opposed to perpendicularly across. This resulted 

had a very similar effect as in the previous study although with the small difference 

that the DW positions itself along the diagonal groove. Figure 2.2.12 demonstrates 

these results.  

The main difference to this study compared to the first one is that AFM 

nanomachining was also employed to cut a series of connected grooves to create a 

rectangular shape into the side of the nanostrip as shown in Figure 2.2.13. These 

grooves measure 100 nm wide and 6 nm deep, indicating that the magnetic Co layer 

is completely cut through. Therefore, the generated grooves acted to isolate the 

rectangular section of the magnetic layer of the nanostrip measuring at 1 µm x 2 

µm. Figure 2.2.13 shows that this is the case as the rest of the nanostrip switches 

A) B) 
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magnetisation whilst the isolated section remains magnetised in the same direction 

and so does not switch as easily.  

 

Figure 2.2.12: Pinning and depinning of a DW at a shallow inclined trench (at dashed 

line in (a)). Applied field is 46 Oe. Total time of field application is marked. Taken 

from [162]. 

 

Figure 2.2.13: Creation of artificial domains by AFM lithography. DW propagation 

into the area defined by the AFM fabricated groove (black line in (a)) is inhibited. 

Applied field is 66 Oe. Taken from [162]. 

These studies show that magnetic DWs can potentially be controlled using vertical 

features created using AFM tip-based nanomachining. However in these two studies, 

as previously alluded to, using the definition of pinning DWs may not be strictly 

accurate. This is due to the fact that all of the magnetic material was cut through 

and so this did not leave any material left for the DW to propagate through. With the 

whole thickness of the magnetic material removed, the DW did not become pinned 

as such. Instead it simply reached the end of the connected nanowire. Even if this 
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method is to be considered pinning a DW, whilst the principle may have been 

demonstrated, there has not been any characterisation work conducted to 

investigate how the size of these AFM-machined vertical features influence their 

interaction with DWs. In particular, it is still unclear whether the DW pinning 

strength of such features varies with their size or shape. In addition, none of the 

experimental studies reported above considered the size of the nanowire as a 

variable parameter when investigating the pinning of DWs although it is known that 

the type of DWs (i.e. transverse, vortex or Landau) depends on the dimension of the 

nanowire along which it travels. In particular, it could be reasonably expected that 

features (i.e. pinning sites), created using AFM tip-based nanomachining, may 

interact with various types of DWs in different ways. However, this is not a question 

that has been the focus of previous studies where pinning sites are machined 

vertically across the width of a nanowire. Besides, in practice, it is likely that any 

possible devices that would implement such DW pinning phenomena would use 

nanowires with sub-micron width. These are also likely to be unstacked nanowires 

using a single material with thicknesses larger than 1 nm. This opens the door to 

research investigations that explore how the removal of a given percentage (or 

proportion) of the nanowire material may affect the interaction of the pinning site 

with the DWs rather than a scenario in which the whole magnetic layer is removed at 

once as is the case in the studies from Schumacher and co-workers. 

The creation of devices that implement technology such as racetrack memory 

requires all of these issues to be investigated and characterised in order to 

accurately and reliably control the motion of magnetic DWs.  

2.3 Knowledge gaps 

As discussed in section 1.1.10, there are a number of potentially important 

applications that depend on DW motion. These applications rely on the ability to 

accurately and reliably control the positioning and movement of DWs. There have 

been many studies based on pinning DWs as discussed in section 2.1, however some 

research gaps still remain. These gaps primarily concern the use of vertical 

constrictions in magnetic nanowires as opposed to lateral constrictions. Sections 1.2 

and 2.2 discussed the advancement and implementation of AFM tip-based 

nanomachining. Whilst the technique itself has become well established, practical 

applications of this methodology have so far been limited, particularly in the area of 

nanomagnetism, as discussed in section 2.2.3. With this in mind, the specific 
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knowledge gaps that have been identified in the context of this research are as 

follows: 

• Investigation on the interaction between different types of DWs and the 

specific geometry of vertical nanotrenches. Features created using AFM tip-

based nanomachining have a tendency to be triangular in shape. This is due 

the tip being pyramidal in shape. As all previous studies have assumed 

rectangularly shaped nanotrenches, the influence of nanotrench shape on 

pinning strength must also be considered. A computational study comparing 

the DW interactions with rectangular and triangular nanotrenches forms the 

key focus of chapter 4.  

• Demonstration that AFM-tip based nanomachining can be used to created 

artificial pinning sites for DWs. The type of features that can be created 

using AFM tip-based nanomachining are such that the techniques appears to 

be an ideal candidate technology to create the vertical nanotrenches 

discussed in the previous knowledge gap. This presents an opportunity to 

investigate a new application for AFM tip-based nanomachining that has 

previously not been considered. This is the technique that has been 

implemented for creating nanotrenches in magnetic nanowires in chapter 5.  

• Experimental confirmation that vertical features can be used to pin DWs and 

in particular, that the pinning strength increases with the depth of such 

features. Whilst lateral constrictions in nanowires to pin DWs has been 

studied extensively, there has been very little research into the potential use 

of vertical features to control DW motion. The limited number of studies 

conducted in this area so far have consisted almost entirely of computational 

models as opposed to experimental trials. This leaves the gap for 

experimental confirmation of pinning DWs using a vertically placed 

nanotrench. Experimental work pinning DWs by creating vertical nanotrench 

within a magnetic nanowire will be discussed in chapter 5. 
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3. Methodology 

This chapter covers all of the techniques that have been used in this study. Section 

3.1 will focus on the methods used during the fabrication process of the nanowires 

created and used for experimental work during the study. Section 3.2 takes a look at 

all of the experimental techniques used to characterise these fabricated samples. 

Finally 3.3 goes into further details of the computational model used for the 

micromagnetic simulations conducted in this thesis.  

3.1 Sample Fabrication 

This section focuses on the processes utilised for the creation of samples for the 

experimental portion of this thesis. The first two sections of this chapter contain 

discussions of the key techniques used during the fabrication process. These 

techniques are electron beam lithography (EBL) for the pattern design and thermal 

evaporation is used for material deposition. The third section of this chapter will 

explain the specific details of how vertical nanotrenches are created within 

nanowires using AFM tip-based nanolithography. The final section addresses how all 

of these techniques are implemented as part of a process chain to fabricate 

samples.  

 Electron Beam Lithography 

There are numerous methods that can be used for creating patterns for micron to 

nano scale devices. Many involve exposing a material, usually some form of polymer, 

in order to alter its properties such that it can be later processed further. Examples 

of such techniques include Photolithography, focused ion beam lithography (FIB) and 

electron beam lithography (EBL). Each method has its own advantages and 

disadvantages.  

Photolithography exposes a photosensitive resits to light produce 

micro/nanostructures. It is the standard technique used in industry due to its ability 

to expose multiple structures in parallel, reducing time and costs. It is also a 

relatively cheap method that does not require vacuum conditions. The resolution of 

photolithography is governed by the wavelength of the light used in exposure. Due to 

the diffractive nature of light, there is a limit as to how small features can be 

created. With the wavelength reduction to deep UV light and using advanced optics 

in the system, it is possible to achieve resolution down to 32nm [163]. More recently 

a method utilising shorter wavelength UV light known as extreme ultraviolet (EUV) 

lithography has been shown to achieve resolutions sub 8 nm [164]. 
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FIB is another method used to create micro/nanoscale devices however it is an 

inherently destructive technique. Here the surface is directly bombarded with an 

incident ion beam in order to remove sections of the material leaving the required 

design. It typically is not able to achieve the same resolution as EBL whilst it can 

often take longer to write the pattern due to longer exposure time that may be 

needed. Also ions can be left implanted in the remaining material which can cause 

the material properties to change, as demonstrated by Basith and co-workers [88]. 

In this thesis EBL is used to fabricate the nanodevices to be experimented on. In this 

study a Raith e-Line system is used during the fabrication process. EBL can produce 

features in the order of 10 nm whilst causing minimal damage to the substrate [165]. 

However, the limitation of resolution to 10 nm is due to the resist rather than the 

electron optics system used, which is capable of reaching 0.1 nm resolution [166]. 

This will be discussed further shortly. The narrowest nanowire used in this study is in 

the region of 100 nm and so the resist limitations have not been an issue to consider 

further.  

In this method, a focussed beam of electrons is accelerated towards a resist material 

in order to alter the material properties for further development. Resists used are 

known as positive or negative depending on how they interact with the incident 

electrons. Within a positive resist, the electrons interact and break up the polymer 

chains within the material. This has the effect of making it more soluble and so 

when chemically processed, only the “exposed” pattern will be removed. This leaves 

gaps in the resist where material can be deposited into thus creating the nanoscale 

structure. In a negative resist, the opposite happens. Interactions between the 

electrons and the polymer chains result in cross-linking and a decrease in solubility. 

Meaning that only the designed pattern remains whilst all other resist material has 

been removed when the resist is chemically developed. A schematic of the 

patterning process is shown in figure 3.1.1. 

The achievable resolution depends not only on the instrumentation of the EBL 

system, but on the properties of the resist. This is attributed to the scatter of 

electrons within the material. As the incident electrons hit the resist, they are 

elastically and inelastically scattered whilst moving through the material and into 

the substrate. This scattering generates low-energy secondary electrons (shown in 

figure 3.1.1). It is these secondary electrons that interact with the resist altering the 

solubility. The range over which the secondary electrons scatter effects the 

resolution that can be achieved. Another effect that needs to be accounted for is 
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that of backscattered electrons. These are electrons that have travelled through the 

resist into the substrate, causing large angle scattering back into the resist (shown in 

figure 3.1.1). This results in a low but constant dose into the base of the resist that 

can be several microns away from the incident beam. This is known as the proximity 

effect [167]. Secondary electron scattering (also known as forward scattering) and 

backscattering can both be affected by the energy of the incident beam with higher 

energy beams produce a smaller spread on the forward scattering electrons. 

 

 

Figure 3.1.1: Schematic of interaction between electron beam and an electrically 

sensitive resist. 

The resist material used is commonly a polymer of some kind. In this thesis, the 

commonly used polymer poly-methyl-methacrylate (PMMA) has been utilised as the 

resist material. PMMA is a positive resist material that is capable of resolutions less 

than 10 nm [168]. As it is a positive resist, the designed pattern will be left as gaps 

in the material. These need to be filled with the desired material to be used for the 

nanodevices. The technique used to do this will be discussed in the following 

section.   

 Thin Film Deposition 

Once a pattern has been created within a resist, there are numerous techniques that 

can be utilised for thin film deposition. Such methods can be broadly classified into 
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chemical or physical deposition. Chemical deposition techniques rely on chemical 

reactions at the substrate surface causing the material to adsorb onto it. Whilst 

physical deposition methods do not involve chemical reactions. Generally such 

techniques expose substrates to low-pressure gases of the film material where the 

gas adsorbs onto the substrate surface. This is known as physical vapour deposition. 

Other methods create the vapour using intense laser pulses (pulsed laser deposition) 

or ablation of a solid target using a plasma (sputtering). One of the most simple 

methods is to heat the material until it evaporates, known as thermal evaporation. 

Different techniques have various positives and negatives as they result in varying 

crystallinity, porosity, adhesion, grain size, composition amongst other 

variables[169]. The method chosen is a balance of cost effectiveness against the 

desired film requirements. In this thesis, thermal evaporation is the deposition 

method of choice.   

As alluded to earlier, thermal evaporation is a simple method of heating a material 

until it begins to evaporate. The setup used in this thesis was a custom homemade 

thermal evaporation chamber the schematics of which are  shown in figure 3.1.2. 

The material is placed in a crucible towards the bottom of an evaporation chamber 

with the substrate suspended some distance above it. The chamber is pumped down 

to a vacuum of ~10-8 mbar before the evaporation process starts. The high vacuum is 

required to avoid contamination of the film as is it deposited and due to the mean 

free path of the evaporated material needing to be large enough to reach the 

target. This is necessary as the sample is placed approximately 0.5m above the 

crucible and it is desired that the evaporated material reaches the target whilst 

minimising interactions with the nitrogen and oxygen molecules along the journey. 

The crucible is heated by applying a current, this allows control of the deposition 

rate once the material begins to evaporate. A quartz crystal monitor is used near the 

target substrate to track the film thickness and the deposition rate during the 

process. A shutter is used between the substrate and the evaporation source so that 

the amount of deposited material on the substrate can be accurately controlled. 

Whilst the shutter is open, the deposition rate is kept steady while the material is 

deposited onto the substrate. The shutter is then closed when the desired film 

thickness is achieved. The typical deposition rate is approximately 0.2 Å/s at a 

pressure of approximately 10-6 mbar. This low rate combined with the low base 

pressure results in the ability to deposit good quality films [170]. 
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Figure 3.1.2: Schematic of an evaporation chamber 

The low pressure in the chamber allows the material to move with almost no 

collisions and so it can travel in straight lines directly away from the source. This 

means that this method is extremely directionally dependent. The direction not 

being perfectly aligned with the substrate can lead to shadowing effects in the 

resulting sample. These can cause problems during any subsequent phases to remove 

the remaining resist.   

 AFM nanomachining 

Once the nanowires are created, nanotrenches are created using AFM tip-based 

nanolithography. All AFM operations in this thesis were conducted using the XE-100 

AFM model from Park Systems. The AFM instrumentation can be seen in figure 3.1.3. 

As part of the setup, the AFM itself is situated on top of an active anti-vibration 

table (model TS 150 from Table Stable Ltd) whilst the whole system is located inside 

a full acoustic enclosure. This AFM system contains three piezoelectric actuators. 

Individual X and Y actuators control the sample stage to a submicron resolution in 

the x-y plane, whilst a Z actuators is used to define the vertical displacement of the 

AFM probe along the z axis. To control the system, the Park Systems XEP software is 
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used for general scanning and characterisation using the AFM, whilst the XEL 

software is utilised for machining operations.  

 

Figure 3.1.3: Photo of the AFM system used in this study. 

The details as to how AFM tip-based nanomachining works has been discussed in 

sections 1.2 and 2.2. In order to vary the size of the desired features, a knowledge 

of the applied load and to ability to change its magnitude is required. In order to 

accurately monitor the interaction force between the tip and the sample, 

calibration of both the optical lever sensitivity and the cantilever’s spring constant is 

required. The spring constant is determined using the Sader method [171]. The 

normal sensitivity calibration is done by fitting a slope to the force-distance curve 

obtained whilst pressing the probe tip against a hard surface. The hard surface in 

this case being fused silica. This calibration is based on Hooke’s law. Figure 3.1.4 

shows a schematic of the optical lever technique for detecting deformations of the 

AFM cantilever. A laser spot is focused onto the free end of the cantilever and 

reflects to the PSPD. The vertical position of the reflected laser spot is monitored 
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and maintained by the feedback loop producing an output commonly referred to as 

the 𝑉𝐴−𝐵 signal.  

 

Figure 3.1.4: Schematic of optical lever technique for detecting deformation of the 

AFM cantilever 

Pressing the tip onto a surface generates a normal force, 𝐹𝑛. This force depends on 

the normal spring constant, 𝑘 of the cantilever and is related by Hooke’s law [60]: 

 𝐹𝑛 = 𝑘. 𝛿𝑛 (3.1) 

Where 𝛿𝑛 is the vertical deflection at the free end of the cantilever. It follows that 

if the vertical deflection can be assessed, then the normal force can be established. 

This is the method generally employed in practice to evaluate the deflection and 

depends on the knowledge that the output, 𝑉𝐴−𝐵 and the normal sensitivity of the 

PSPD, 𝑆𝑛 are related by: 

 𝐹𝑛 = 𝑘. 𝑆𝑛 . 𝑉𝐴−𝐵 (3.2) 

It is equation 4.2 that is used to calculate 𝑆𝑛 when fitting a slope to the force-

distance curve as the linear function 𝛿𝑛 = 𝑓(𝑉𝐴−𝐵). 

 It is worth noting that whilst these calibrations provide values for 𝐹𝑛 that are 

defined and implemented using the software, it is very difficult to know the exact 

force being applied. This is due to the lack of knowledge of the exact amount of 

contact between the tip and the surface. Sharper tips will have smaller contact 

areas when compared to tips with wider radii. However, during use the tips will 
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wear and so the contact area changes. With this in mind, the numbers provided by 

the software from the resulting calibration still have value. They are useful when 

applying relative forces as well as for giving a reference point as to the magnitude 

scales of such forces.   

Machining in earlier experiments in this study were conducted using a three-sided 

pyramidal diamond tip (model ND-DTIRS) with a nominal spring constant of 35 N/m. 

Later experiments employed a four-sided pyramidal diamond tip (model ND-DYCRS 

from Advanced Diamond Technologies) with a nominal spring constant of 35 N/m. 

Initial trial and error experiments revealed that a minimum load of 1 µN was 

required to initiate the formation of a trench.  

In practice the general procedure of generating nanotrenches is as follows. An initial 

scan of the region is conducted in contact mode using the XEP software. Without 

moving the sample, the resulting image is uploaded to the XEL software. XEL allows 

the user to draw the desired scratches on top of the image to allow for high 

accuracy of nanotrench placement. Each scratch is defined using a number of 

parameters including applied force and scratch speed. Once the pattern is designed, 

the software is allowed to run and the scratches are conducted.  

In order to obtain accurate images of the generated nanotrenches, different types of 

probes were used. Throughout this study the created nanotrenches have been 

scanned using non-contact mode probes (model NSG30 from NT-MDT) and contact 

mode probes (model CSG30 from NT-MDT). 

 Fabrication process chain 

The overall fabrication process will be described in this section. A schematic 

outlining the key steps is shown in figure 3.1.5. Initially a polished SiO2 coated 

silicon substrate is cleaned with solvents. The SiO2 layer is a deliberate oxide 

measuring approximately 100 nm thick. The substrate is then spin-coated with 950k 

PMMA accelerating up to 3000 RPM. Once this is completed, it is immediately baked 

at 180°C on a hot plate to smoothen the resist and to drive off the solvent.  

At this stage the sample is loaded into the EBL system to apply the desired pattern 

via exposure. Once exposed, the sample is placed in a 3:1 solution of IPA:MIBK to 

develop the exposed regions. It is then rinsed in isopropanol to remove any 

remaining resist within the desired pattern and any developer. The pattern is now 

exposed within the resist at this point. To aid material adhesion to the substrate 

surface, a further cleaning stage of plasma ashing is conducted. A plasma of oxygen 
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is applied to the surface. Within this process the O2 reacts with any remaining 

organic compounds within the resist converting them into water vapour and carbon 

oxide gases. This procedure is conducted in a 10W powered plasma for 3 minutes in 

a pressure measuring 0.6 mbar.  

Next, the permalloy is deposited onto the sample via thermal evaporation, as 

discussed in section 3.1.2. The permalloy used in this study was a 99.99% pure 

sample of Ni81Fe19 with pieces measuring 3-6 mm placed into the crucible. The 

pressure within the evaporation chamber is initially reduced to 10-8 mbar and the 

material is deposited onto the surface at an approximate rate of 0.2 Å/s at 10-6 

mbar. Once the deposition is conducted, the sample is allowed to cool then removed 

from the evaporation chamber and placed in Acetone for 12 hours in order to 

remove the remaining resist. Finally the sample is placed in an ultra-sonic bath,  

combining this with multiple Acetone rinses to remove all remaining resist and 

unwanted materials. The sample is now ready to be measured and machined.  
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Figure 3.1.5: Schematic of process chain used in sample fabrication 
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 Permalloy 

Permalloy is a ferromagnetic alloy made up of nickel and iron, typically in a ratio of 

approximate 80-20. It is chosen for this study due to some of the properties it 

possesses. It has a very high magnetic permeability, a low coercivity and near zero 

magnetostriction.[172] Magnetostriction can cause problems at such small scales due 

to the material dimensions varying depending on its magnetic structure. Permalloy 

also possesses negligible magneto-crystalline anisotropy and so the magnetisation is 

unlikely to be affected by the crystalline structure. Finally permalloy has a 

significant response to anisotropic magnetoresistance, allowing larger and clearer 

signals to be observed during AMR measurements[173].  

 

3.2 Sample Characterisation 

This section consists of discussions focused on each of the experimental techniques 

used for sample characterisation. Scanning electron microscopy is used along with 

AFM for imaging the nanowires. Anisotropic magnetoresistance (AMR) measurements 

have been used to detect the presence and propagation of DWs. During numerous 

trips to the Advanced Light Source (ALS) facility in Berkeley, California, full-field 

soft x-ray microscopy was utilised to image the DW pinning and propagation within 

machined nanowires.  

 Scanning Electron Microscopy 

Along with AFM, Scanning electron microscopy (SEM) has been used in this thesis to 

image the fabricated samples. SEM is a high-resolution imaging technique that is 

capable of resolutions in the order of nanometres. In this method electrons 

accelerated towards and focused at the surface of a sample. The electrons interact 

with the sample causing them to scatter elastically, resulting in high energy back 

scattered electrons, or inelastically giving low energy secondary electrons [174]. 

Electrons can be identified by their energy. Secondary electrons are considered 

those with energies ≤ 50 eV whilst back-scattered electrons will have energies more 

than 50 % of the incident beam energy [175]. Either of these sets of electrons can be 

used for imaging purposes, each having their own characteristics and advantages.  

Back-scattered electrons have higher energy, they are able to escape the sample 

from much further depths, in the order of microns. This enables the observer to 

probe the sample significantly below the surface. The back-scattering probability 

also depends on the atomic number and so effects the contrast of the images. This 
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gives a degree of chemical contrast giving information on the atomic density of the 

sample.   

Secondary electrons are the source of the most common imaging method within SEM 

systems. Contrasting to the high energy back-scattered electrons, secondary 

electrons are only able to penetrate shallow distances into the sample surface 

(typically 2-10 nm for metals [175]). Secondary electrons can be created either as 

the incident electrons enter the surface, or as back-scattered electrons are leaving 

the surface. These are defined as two separate groups of secondary electrons, SE1 

and SE2 respectively. SE1 electrons are emitted within a narrow area around the 

incident beam, providing a high-resolution surface-sensitive signal. SE2 electrons are 

the result of back-scattering electrons attempting to leave the surface and so are 

emitted from a much wider region of the surface. This leads to a lower resolution 

signal.  

The SEM system used in this thesis is the XB 1540 model from Carl Zeiss, an image of 

which is shown in figure3.2.1. This system has the ability to image samples using an 

inLens detector and a SE2 detector. The inLens detector is the most common 

method used to detect secondary electrons and is placed within the line of the 

incident beam. With its positioning it detects the higher energy secondary electrons 

and so usually produces better images. The SE2 detector is situated on the wall of 

the SEM chamber at an angle with the sample. Due to this positioning, it is less 

efficient in its collection of the secondary electrons.  

 

Figure 3.2.1: Photo of SEM system used in this thesis 
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 Magneto-transport measurements 

In this thesis, anisotropic magnetoresistance (AMR) measurement is one of two key 

methods used to detect the presence of DWs and find the corresponding depinning 

fields. AMR is an interesting property of ferromagnetic materials where the 

electrical resistance of the material has a dependence on the relative angle between 

its magnetisation direction and the direction of the current flowing through it. The 

phenomenon was discovered by Lord Kelvin in a paper published in 1856 focused on 

nickel and iron [176].  

AMR is caused by a combination of the magnetisation interactions with the electron  

orbits. If the magnetisation becomes aligned with the current path, the probability 

of current-carrying electrons being scattered increases. This acts to obstruct the 

current flow. This then causes the resistance of the material to vary such that it is a 

maximum when the magnetisation vector is parallel with the current vector.  

In general, the resistance of a sample depends on the material resistivity along with 

its geometry. The equation to calculate the resistance of a sample is given by: 

 
𝑅 =

𝜌𝐿

𝐴
 (4.1) 

Here 𝜌 is the material resistivity while 𝐿 is the length of the current path and 𝐴 is 

the cross-sectional area the current passes through. It is the resistivity that is 

affected by AMR. It has been found that the resistivity has a cos2 dependence on the 

relative angle. The relationship is given by: 

 𝜌(𝜃) = 𝜌𝑝𝑎𝑟𝑎 + 𝛿𝜌 cos2 𝜃 (4.2) 

Where 𝜌𝑝𝑎𝑟𝑎 is the resistivity when the magnetisation and current vectors are 

parallel, 𝛿𝜌 is the maximum change in resistance that is observe when the two are 

perpendicular to one another, and 𝜃 is the relative angle between the two. 𝜃 is 

more clearly defined in figure 4.2.2. As the relationship is cos2 in nature, it is seen 

that the material resistivity is the same when the magnetisation and current is 

aligned parallel and anti-parallel with one another.  

Following on from this relationship, an example of experimental data taken from a  

20 nm thick permalloy thin film can be seen in figure 3.2.3. A bell-shaped curve can 

be seen where the magnetisation coherently rotates as the applied field increases in 

magnitude. The coercive field of the sample is taken to be at the peak of the curve. 

Note that two distinct curves are seen. Each of these correspond to the thin film 

reversing magnetisation in one of two directions, i.e. the blue curve corresponds to 
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the applied field increased from the negative direction through to the positive whist 

the red curve shows the applied field going in the opposite direction. The coercive 

field for this film thickness is shown to be approximately 5 Oe.  

 

Figure 3.2.2: Diagram displaying defining the relative angle between the 

magnetisation and current vectors, θ 

 

Figure 3.2.3: AMR data for 20 nm thick permalloy thin film. Blue curve shows data 

from negative to positive fields, red shows the reverse procedure.Blue and red 

arrows help guide the eye of the direction the magnetisation is changing. Insert 

demonstrates the thin film with the directions of current and magnetisation. 

In the case of nanowires, the same theory is applied, however the data will look 

different. These differences are attributed to the reversal process varying between a 

thin film and a nanowire of reduced dimensions. The competition between energy 

terms (as discusses in section 1.1.4) means that the magnetisation is not able to 

coherently rotate as it does in a thin film. The competing energies lead to shape 
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anisotropy in the nanowire. This leads to the magnetic easy axis pointing along the 

length of the nanowire. Due to the inability for the magnetisation to coherently 

rotate, magnetisation switching may only occur via domain growth. An example of 

AMR data for a 20 nm thick, 200 nm wide permalloy nanowire is shown in figure 

3.2.4. This data is taken by setting a small fixed current through the nanowire and 

applying the external magnetic field along the same axis as the current direction. It 

is seen that the resistance is the same value when then nanowire is magnetised 

parallel or anti-parallel to the current. During the reversal process, the resistance is 

seen to reduce with the presence of a DW that causes a magnetisation configuration 

such that there are some areas of the nanowire where the current is not parallel or 

antiparallel to the magnetisation direction. If the DW becomes trapped at some 

pinning site the magnetisation will remain reduced. The DW then propagates over a 

very small applied field window and very short time scales (approximately 

nanoseconds). This gives a sharp increase in resistance in the AMR data. This is the 

field that is taken to be the depinning field.  

 

Figure 3.2.4: AMR data for a 20 nm thick, 200 nm wide permalloy nanowire. Blue 

curve shows data from negative to positive fields, red shows the reverse procedure. 

Blue and red arrows help guide the eye of the direction the magnetisation is 

changing. Insert demonstrates the nanowire with the directions of current and 

magnetisation. 

In order to make these measurements, the sample needed to be designed such that 

a current could be passed through the nanowire and such that the resistance of the 
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wire alone could be measured. Figure 3.2.5 shows an example of a device used in 

this study. It is designed such that the ends of the central nanowire are connected to 

much wider channels of permalloy known as “pads”. These pads extend out towards 

the edge of the silicon wafer piece (known as the chip) and increase in size in order 

to make wiring up to the conventional macroscale gold wires easier to achieve. At 

the outer edges of these pads gold wires are attached to the pads using silver paint. 

The silver paint acts as a highly conductive bond between the permalloy and the 

gold wires. These wires are then connected to the measuring devices and provides a 

measurable path through the sample. These connections are tested using two and 

four terminal measurements. Assuming that the measured resistances are suitably 

low, the sample is placed at the centre of an electromagnet such that the applied 

field direction is parallel to the long axis of the nanowires.  

 

Figure 3.2.5: SEM images of an example device. Displaying the larger permalloy 

pads used to connect to gold wires via silver paint for electrical measurements. The 

sets of four terminals are shown with annotations of V+, V-, I+ and I-. Lighter grey 

regions represent permalloy structures. 
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Two and four terminal measurements refer to the physical number of connections 

used to measure to the sample. Two terminal measurements use a single pair of 

wires to carry the current through the sample whilst simultaneously detecting the 

voltage. During two terminal measurements, the resistance is measured over the 

entire current pathway including the gold wires, silver paint, pads and the nanowire 

itself.  

In order to localise the voltage and therefore the resistance measurements, four 

terminal measurements are utilised. When using four terminal measurements, one 

pair of wires is used to pass the current whilst the other pair detect a voltage. The 

pathways connected to the wires used to detect the voltage are often known as the 

“voltage probes”. The placement of these probes allows the resistance to be 

measured only between their connections. Leading to more localised data relating to 

the nanowire as opposed to the whole current path as done with two terminal 

measurements. Figure 3.2.6 shows an SEM image of a fabricated nanowire with the 

location of the voltage probes. Positioning the probes as such allows data to be 

taken of the nanowire with little to no additional information coming from the pads 

or macroscale gold wires.  

The experimental set-up used in this study used a simple copper would 

electromagnet capable of fields up to 0.75T. This is powered by a DC electrical 

supply that is used to control the field values. A Lakeshore AC 370 resistance bridge 

was used to conduct sensitive magneto-transport measurements [177]. For these 

measurements a low excitation frequency of 13.7 Hz is used in order to avoid the 

mains frequency and capacitive effects. To measure the applied magnetic field 

during experiments, a three axis Lakeshore Hall probe is used. The probe is 

positioned as close to the sample as possible between the poles of the 

electromagnet to measure the applied field as accurately as possible.  

 

 

Figure 3.2.6: SEM image of a permalloy nanowire found in figure 3.2.5, 

demonstrating the four terminal set-up used for AMR measurements 
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 Full-Field Soft X-ray Microscopy 

As part of this study, a new set of samples were fabricated and taken to the 

Advanced Light Source (ALS) facility in Berkeley, California. The experiments were 

conducted using beamline 6.1.2 which utilises magnetic full-field transmission soft x-

ray microscopy (MTXM). MTXM is a technique in which x-ray radiation is passed 

through a ferromagnetic sample in order to image the magnetisation direction 

capable of spatial resolutions better than 10 nm [178].  

The phenomena that are utilised in this technique are various dichroism effects 

[179]. In this incidence, the primary phenomenon used for ferromagnetic materials 

is x-ray magnetic circular dichroism (XMCD) [180]. XMCD can in a way be considered 

as the x-ray counterpart to the magneto-optical Kerr and Faraday effects, although 

the mechanism for contrast is of course quite different. In this instance, circularly 

polarised x-rays interact with the magnetic moments of the material causing a 

helicity dependent absorption of the x-rays. This originates from the absorption 

cross-section of the material having a dependence on the relative orientations of the 

x-ray helicity projection onto the magnetisation direction.  

The XMCD effect occurs predominantly in the vicinity of the L2 and L3 absorption 

edges in 3d transition metals such as Fe, Co and Ni when using soft x-rays. The 

magneto-dichroic signals at each of these edges are approximately the same in 

magnitude, however they have the opposite signs. It is seen that the size of the 

effect is proportional to the direction of the magnetisation. Experimentally, XMCD 

contrast can be achieved by three methods. First of which focuses on modulating the 

circular polarisation of the x-rays (left and right) whilst keeping the magnetisation 

constant. Alternatively, the polarisation remains fixed whilst reversing the 

magnetisation direction via the application of an external field. Finally the reverse 

spin-orbit coupling of the L2 and L3 absorption lines can be utilised for fixed 

polarisation and magnetisation. Using the second of these methods, images can be 

taken of the sample with a varying external magnetic field, then compared to one 

another in order to observe any magnetic switching behaviour [179], [181].  

Despite x-rays being discovered in 1885, true x-ray microscopy was not possible until 

the mid-1980s due to the lack of appropriate x-ray optics. X-rays interact weakly 

with matter and so refractive indices relating to soft x-rays are extremely close to 1, 

conventional lenses or mirrors cannot be used in an x-ray microscope. It was found 

in the 1980s that Fresnel zone plates (FZP) could be used as diffractive optics to 

build such a microscope[179]. An FZP is a circular grating with a radially increasing 
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line density. Using FZPs to create an x-ray microscope enables the beam to be 

focused such that spatial resolutions better than 10 nm can be achieved [178].  

The Center of X-ray Optics (CXRO) has operated the full-field, soft transmission x-ray 

microscope XM-1 at the ALS since 1994. It consists of an optical design similar to that 

of a conventional microscope that utilises visible light, with a few modifications for 

handling x-rays. A full schematic of the set-up is shown in figure 3.2.9 with full 

details of the instrumentation found at [182].  

 

Figure 3.2.6: Schematics of the optical setup of the full field soft X-ray 

transmission microscope XM-1 located at beamline 6.1.2 at the ALS. Taken from 

[183]. 

The key components of the system are as follows. The light source of the system is 

the third generation x-ray synchrotron found at the ALS. The beam is then 

redirected using a plane mirror towards the first of two FZPs used in the set-up. The 

first acts as a condenser lens and combined monochromator and illuminating optic, 

this is known as the CZP. This is combined with a pinhole close to the specimen, 

within which an aperture is used in order to select the x-ray polarisation. An 

external electromagnet is positioned around the sample in order to externally apply 

magnetic fields in situ. A second FZP is placed near the focal length downstream 

from the sample. This acts as the high resolution objective lens and is known as the 

micro zone plate (MZP). Finally a two-dimensional x-ray sensitive charge coupled 

device (CCD) is positioned such that is can detect the transmitted x-rays.  

In order to use this experimental set-up, the samples must be placed on a x-ray 

transparent substrate. This method requires magnetisation along the plane of the 

beam. As permalloy nanowires possess in-plane magnetisation, the sample is 

mounted at an angle of approximately 30° to provide a magnetic component along 
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the plane of the beam. In this study, the samples were created on a Si3N4 membrane 

approximately 100 nm in thickness.  

During hysteresis loops, images were obtained at each applied field. In order to 

observe magnetisation switching and the presence of DWs clearly further image 

processing was needed. Within the images, changes in intensity represent changes in 

magnetisation. To enhance the contrast between images, one image would be 

divided by another using imaging software. This division of images gave a baseline 

background colour with changes in magnetisation highlighted by bright or dark 

regions, depending on the direction of magnetisation switching. These divided 

images are used to observe DW structures by studying the edges of the regions 

where the magnetisation had switched.  

3.3 Micromagnetic Simulations 

Throughout this thesis a number of micromagnetic simulations have been conducted. 

Some of these investigations have been self-contained pieces of work whilst others 

have been done to support and explains experimental observations. All of the 

simulations conducted in this thesis have been done so using the Object Orientated 

MicroMagnetic Framework (OOMMF) software package (V 1.2b0)[184]. OOMMF is a 

freely available micromagnetic software package where 3-dimensional 

micromagnetic problems are broken down into parallelepiped cells of equal size. 

The size of the cells is defined by the user and are usually very small. In this thesis 

the largest allocated cell size is chosen to be 5 x 5 x 5 nm3, due to the exchange 

length. Keeping the cell size smaller than this ensures that the interactions are 

exchange dominated within the volume, leading to uniform magnetisation. Each cell 

possesses a uniform magnetisation that is equal to the saturation magnetisation, 𝑀𝑆 

of the material.  

The OOMMF package numerically solves the Landau-Lifshitz (LL) equation, see 

equation 1.26, for the system of interacting cells. In this context, each cell is 

considered to be a uniformly magnetised “macrospin”. Within the LL equation, the 

effective field, 𝐻𝑒𝑓𝑓  experienced by each cell is calculated using 𝜕𝜀/𝜕𝑴, here the 𝜀 

in this case is analogous to equation 1.10. In these calculations, the exchange energy 

is only considered between a cell and its six nearest neighbours. The demagnetising 

energy is found using equation 1.16 where the uniform cell magnetisation interacts 

with a demagnetising field created by diverging magnetisation resulting from the 

overall geometry. As the LL equation is an ordinary differential equation, it may be 

solved using either an Euler or Runge-Kutta method. As the computational methods 
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used contains a means of error determination, there is no perceptible discrepancy in 

accuracy between the two methods. All simulations carried out within this thesis 

utilise the Euler method.  

Using the Euler method means that a time evolving solution is used to calculate the 

end states of the micromagnetic configurations. Such a method is important when a 

particular minimisation path, such as under the stimulus of an applied field, directly 

influences the end configuration. In the cases presented in this thesis, only the 

quasi-static energy minimum is required. The energy minimum is found when 𝜕𝑀/𝜕𝑡 

reduced below a predetermined threshold, set to 0.01 degrees per nanosecond in 

this study. In order to speed up simulation time for these studies, the damping is 

increased to an artificially high value of 0.5. Due to this, whilst the energy minimum 

is found, the path calculated to achieve the final configuration cannot be trusted as 

an accurate description of the system evolution.  

The material of focus in this thesis is permalloy. The material parameters used for 

all simulations can be found in table 3.1. 

Table 3.1: Material parameters of permalloy used in OOMMF simulations 

Parameter Value 

Saturation Magnetisation (𝑀𝑠) 8 × 105 𝐴/𝑚 

Exchange Constant (𝐴) 1.3 × 10−11  𝐽/𝑚 

Anisotropy Constant (𝐾) 0  𝐽/𝑚3 
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4. Computational Study of the shape influence on pinning 

strength of vertical nanotrenches 

This chapter presents the computational portion of the study. First the initial 

simulations conducted will be discussed. These involved setting up an artificial DW 

in the centre of an unmodified nanowire and allowing it to relax in order to observe 

the resulting DW structure. The results of this procedure allow a phase diagram to 

be created and compared to previous literature.  

Following this, vertical nanotrenches are introduced to the structure for first time. 

Initial simulations are conducted to compare to previous literature in order to gain 

confidence that the created model is a reliable one.  

Once these results are established, the main computational study is discussed. This 

focuses on testing the effects of the nanotrench size and shape on the pinning 

strength of the site. This is inspired by the potential use of AFM tip-based 

nanomachining to create vertical pinning sites in magnetic nanowires. Due to the 

shape of the AFM tip, the generated pinning sites will be nanotrenches that are 

triangular in shape. Therefore it is necessary to understand the effects that the 

shape of the nanotrench will have on the way it interacts with DWs. The 

Investigations carried out include how DWs of varying chirality and form interact 

with various nanotrenches. In particular how varying the depth and length of the 

nanotrench affect it’s pinning strength.  These comparisons are made between 

square, triangular and trapezoidal nanotrenches.   

4.1 Initial prototype model – Phase diagram 

The first steps for this section of the study was to build the computational model. 

The software package used to do this is OOMMF as discussed in section 3.3. Once the 

software package had been chosen, a suitable approach needed to be decided upon. 

In previous literature, a phase diagram has been created to observe when particular 

DW structure occur for which nanowire dimensions [24], this was discussed in further 

detail in section 1.1.7. In order to test out model, a corresponding phase diagram 

was created in order to test if it compared. Producing similar results gives an 

increased confidence that the model has been constructed correctly.  

In order to test the model against the phase diagram produced by Nakatani and co-

workers [24] the same parameters had to be used. These are listed in table 3.1 with 

α set to 0.02. The nanowires are created such that the length was at least 10 times 
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longer than their width. This is done so in order to avoid any edge effects from the 

wire ends influencing the DW as it relaxes. The system is initially set up such that 

there are two domains orientated head-to-head with the boundary in the centre 

along the length of the wire. This boundary represents a complete 180° spin rotation 

between neighbouring cells. This means that initially there is no region between the 

two domains where the magnetisation is orientated away from the positive or 

negative x-axis. This is demonstrated in figure 4.1.1.    

 

Figure 4.1.1: Initial magnetic state of nanowire before relaxation for creation of 

phase diagram 

This initial state is allowed to relax. This means that the system is allowed to 

progress in time using an Euler method as discussed in chapter 3.3 without the 

influence of an external magnetic field. The simulations stop running once a 

particular threshold is met. In this case, the relaxation stops once 𝑑𝑀/𝑑𝑡 drops 

below 0.001 degrees per nanosecond. Once the DW is relaxed and stops progressing, 

the DW type was noted and plotted against the nanowire width and thickness. This 

plot is shown in figure 4.1.2. 

 

Figure 4.1.2: Phase diagram of domain wall type for varying nanowire dimensions. 

Blue line is to help guide the eye to the approximate boundary between transverse 

and asymmetric-transverse DWs. Black line is to help guide the eye to the 

approximate boundary between asymmetric-transverse and vortex DWs. 



93 
 

Comparing figure 4.1.2 with the plot found in the study by Nakatani and co-

workers[24] in figure 1.1.11, it can be seen that the dimensions where transverse 

DWs occur generally agree with one another. It is also seen that at larger dimensions 

vortex DWs occur with the overall boundary between the two appears to be 

decreasing by smaller amounts as the width increases. The key difference between 

this created phase diagram and the one produced by Nakatani et al. found in[24] is 

the boundary between these two regions. There is a region in both phase diagrams 

where asymmetric transverse DWs occur, however this region is much wider in the 

figure produced as part of this study. The boundary between transverse and 

asymmetric transverse DWs compares well with the previous study. Whilst the upper 

boundary is found to be at larger wire thicknesses.  

There are some possible explanations for these differences. These regard the 

specific simulation procedures in order to create the data points. One difference 

could be the initial magnetic state of the simulation. In the paper by Nakatani et al., 

all three DW structures were placed within each nanowire size and the energies of 

each configuration compared. This was very different to the procedure in this thesis. 

In this study, the initial configuration consists of two opposing domains are 

artificially placed with a straight boundary between them. The system was left to 

relax under zero applied field to form the DW structure. This procedure requires the 

artificial DW to undergo phase transitions as the magnetic configuration changed to 

relax into a particular shape. This provides a possible explanation as to why the 

ATDW region is larger in this study, existing within thicker nanowires. As discussed in 

section 1.1.7, the first and second order phase transitions allow TDWs to occur as 

metastable states in the VDW region[23], [24].   

Another explanation could regard the region of the nanowire considered in the 

simulation. In the previous study, it is described that the simulations are conducted 

as a moving calculation centred on the DW as it is allowed to move, with the 

calculation width limited to 2 μm. This means that the nanowire effectively has no 

ends to it as the appropriately boundary conditions are utilised. The DW motion may  

influence the DW configuration as it allows metastable configurations to relax. This 

differs from the simulations in this study as a fixed size nanowire, with the length 

chosen such that the edge effects from the nanowire ends should not interfere with 

the DW formation. The DWs in these simulations also naturally do not move any 

significant distance as the initial magnetic configuration is set such that one side is 

not stronger than the other, pushing the DW towards one end. Note the cell sizes 
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used during the production of the phase diagram were set to match those used in 

the Nakatani et al. study[24], i.e. 4 x 4 x h nm3 where h in this instance is the 

thickness of the nanowire.    

These differences in comparison should not provide any significant issues when 

performing other simulations. This phase diagram is only to provide some guidance 

as to which DW types to expect for given nanowire dimensions. The simulations in 

this study are used for qualitative comparison and so the exact values found are not 

so important, only the relative values to other results. Regarding the computational 

model used to produce this phase diagram, there will also be another key difference 

to other simulations conducted. In this case, the damping coefficient was set to 

match the material parameters of permalloy (α=0.02). All simulations conducted 

beyond this point are done so with α=0.5 as is commonly done to quicken 

computation speeds.  

4.2 Inserting nanotrench into computational model 

Once the simple magnetic nanowire model was verified comparing it to previous 

literature, the next step was to create an artificial pinning site. This was done by 

setting a volume of the simulation space with the material parameters of a vacuum. 

For the purposes of this study, this is placed across the width of the nanowire and 

cuts into the material such that it reduces the thickness. This feature is located in 

the centre along the nanowire’s length. This is done as reported by [123] and is 

shown in figure 4.2.1. The nanowire used in this study was 100 nm wide, 10 nm thick 

and 2 µm long. The schematics of the square nanotrench are shown in figure 4.2.1. 

 

Figure 4.2.1: Cross-sectional view of a square nanotrench used in simulations. 

The magnetisation within the material is initially set similarly to the plain nanowire 

case, as in figure 4.2.2. With the nanotrench in place, the head-to-head DW is 

artificially created such that it will form beneath the nanotrench. This is done so 

simply to reduce simulation time while the DW would form and then move into the 

nanotrench. This is a similar approach to that done by Narayanapillai and Yang 
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[123]. As done previously, the system is allowed to relax in order to allow either a 

transverse or vortex DW to form. Once the system reaches equilibrium, an external 

magnetic field is applied along the length of the wire. As the field increases, the DW 

is pushed away from the nanotrench. Once the field becomes strong enough, the DW 

will “depin” and move away from the nanotrench, propagating along the length of 

the nanowire until the wire is uniformly magnetised in the direction of the applied 

field. The field at which this propagation occurs is noted and called the depinning 

field.  

 

Figure 4.2.2: Initial simulation set-up for nanotrench 

In order to test the computational model that has been created, data was taken 

using a nanowire size and nanotrench dimensions matching those used in study 

conducted by Narayanapillai and Yang[123] . These results were used to verify the 

validity of the created model before moving on to further experiments. The results 

of this test are shown in figure 4.2.3.  

The results shown in figure 4.2.3 are very close to those produced by Narayanapillai 

and Yang [123]. The trends in all cases appear to match with the values also 

appearing to be very close. This gives increased confidence in the results created by 

the computational model.  
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Figure 4.2.3: Results of 100 nm wide 10 nm thick nanowire with a cell size of 5 nm x 

5 nm x 2 nm. a) Depinning field against depth of nanotrench for various nantrench 

lengths. b) Depinning field against length of nanotrench for various nanotrench 

depths. Lines are to guide the eye. 

4.3 Pinning domain walls with square and triangular vertical 

nanotrenches 

Once it was demonstrated that the computational model created provided results 

that agreed with previous studies, it was time to move on to further investigations. 

First square nanotrenches were created and studied before moving onto triangular 

nanotrenches. Triangular nanotrenches were chosen to approximate those that 

would be created in practice via AFM tip-based nanomachining.  

 Square Nanotrench 

In this study, nanotrenches are studied for three different size nanowires. A 

nanowire measuring 100 nm wide and 25 nm thick was investigated. This size 

nanowire was found to produce transverse DWs. In these simulations, the cell size 

used was 5 x 5 x 2.5 nm3. The z dimension of the cell was chosen to be 2.5 nm as it 

is 10% of the nanowire thickness. This allows us to probe the nanotrench depth from 

10% through to 90% of the nanowire thickness. This allows a relatively large range of 

depths to be studied without compromising computational time greatly by creating 

many vertical rows and so many more cells.  

Simulations were conducted with nanotrenches ranging in size from 2.5 to 22.5 nm 

in depth and 10 to 200 nm in length. The depinning field was noted and all results 

are plotted in figures 4.3.1 and 4.3.2.  

a) b) 
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Figure 4.3.1: Square nanotrenches in 100 nm wide, 25 nm thick nanowire – Plot of 

depinning field against nanotrench length (nm) for various nanotrench depths. 

 

Figure 4.3.2: Square nanotrenches in 100 nm wide, 25 nm thick nanowire – Plot of 

depinning field against nanotrench depth (nm) for various nanotrench lengths. Lines 

are to guide the eye. 

Figure 4.3.1 shows the depinning strength as it varies with the length of the 

nanotrench. As seen previously the trends show an initial increase in depinning 

strength before saturating between 100 and 150 nm. Then further increase in 

nanotrench length appears to have relatively little effect in the sites pinning 

strength. Figure 4.3.2 demonstrates the same data set but now comparing the 

depinning field against nanotrench depth. Again the trends agree with what have 

been observed previously, that the nanotrench depth appears to have a much 

100x25 

100x25 
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greater influence over the site’s pinning strength. This relationship appears to be 

approximately linear in all cases. As the effects are greater, it is easier to compare 

the range in which the nanotrench’s pinning strength varies with size. For this size 

nanowire, we see a depinning field range of 25 to 753 Oe.  

To further understand the depinning process, observations of the nanowire energy 

were made. Figure 4.3.3a shows the total energy of the nanowire along with the 

individual energy contributions from the exchange, demagnetisation, anisotropy and 

Zeeman effects. Figure 4.3.3b shows the approximate position of the DW for 

reference. It is seen in figure 4.3.3a that as the applied field increases, this has the 

effect of increasing the Zeeman energy contribution, this becomes the dominant 

contribution influencing the total energy. It is shown that the anisotropy energy is 

always 0 J, this is expected as permalloy has negligible anisotropy effects. Therefore 

the key energy contributions that will be focused on throughout this chapter are the 

exchange and demagnetisation energies.  

 

Figure 4.3.3: a) Plot of energy contributions over simulated time, b) Plot of 
approximate DW position for reference with plot in a). Blue shaded region 

represents the location of the nanotrench. Plots made for a 100 nm wide, 25 nm 
thick nanowire containing a 20 nm deep, 200 nm long square nanotrench. The figure 

focuses on the simulated time over which the DW depins and propagates through 
the nanowire. 

a) 

b) 
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Figure 4.3.4: Energy plot of the exchange and demagnetisation energies for a 100 
nm wide, 25 nm thick nanowire containing a 20 nm deep, 200 nm long square 
nanotrench. The red shaded region represents the location of the nanotrench. 

Whilst the dimensions of this nanowire are located within the transverse DW region 

of the phase diagram, it is closer to the boundary. The next nanowire to be studied 

was 50 nm wide and 10 nm thick. This smaller nanowire allows the study of the 

effects of the relative size of the pinning site on the resulting pinning strength. The 

nanotrench was varied in size from 10 to 190 nm in length in steps of 20 nm, and 1 

to 9 nm in depth in steps of 2 nm. The results of these can be found in figures 4.3.5 

and 4.3.6. 

 

Figure 4.3.5: Square nanotrenches in 50 nm wide, 10 nm thick nanowire – Plot of 

depinning field against nanotrench width (nm) for various nanotrench depths. 
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Figure 4.3.6: Square nanotrenches in 50 nm wide, 10 nm thick nanowire – Plot of 

depinning field against nanotrench depth (nm) for various nanotrench widths. Lines 

are to guide the eye. 

As seen in figure 4.3.5, the overall trends of depinning field against nanotrench 

length are very similar to that of the 100 nm x 25 nm nanowire. The only difference 

between the two shows that there is a larger variation in the pinning strengths. All 

depths show saturation between 100 and 150 nm once again, however there are 

larger gaps between each series of data points. This is reinforced when observing 

the results against nanotrench depth in figure 4.3.6. Once again, all the trends agree 

with those found in the 100 nm x 25 nm nanowire with them all being approximately 

linear. The smallest nanotrench size requires a larger applied field in order to depin 

the DW when compared with the smallest nanotrench simulated in the 100 nm x 25 

nm nanowire. The relative change in depinning fields with respect to nanotrench 

depth appears to be similar in both nanowire cases with the absolute values being 

higher in the smaller wire with a range spanning 31 to 832 Oe.  

As done with the 100 nm wide, 25 nm thick nanowire case, energy plots are shown in 

figure 4.3.7. It is clear to see the energy profiles are similar to those found in the 

100 nm wide, 25 nm thick nanowire case. The nanotrench is shown to act as a 

potential well, with the transverse DW remaining at the same energy within the 

nanotrench as it moves towards the edge. This is the case regardless of how long the 

nanotrench is. Once exiting the nanotrench, the DW energies increase to a set value, 

before the energies reduce on DW annihilation at the end of the nanowire. This is in 

agreement with the results found by Goolaup et al.[105] where the rectangular 

notch maintained its pinning strength with increased width.  

50x10 
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Figure 4.3.7: Energy plots showing exchange and demagnetisation energy against 
DW position. Plots for a 50 nm wide, 10 nm thick nanowire containing; a) 9 nm 

deep, 200 nm long square nanotrench. b) 9 nm deep, 500 nm long square 
nanotrench. c) 9 nm deep, 1000 nm long square nanotrench. and d) 9 nm deep, 2150 
nm long square nanotrench. Red shaded regioned represent location of nanotrench. 

The final size nanowire that will be used in this study measures 200 nm wide and 50 

nm thick. This was chosen to be much larger than the other two as at this size 

vortex DWs are stable in an unpatterned wire. This provides the opportunity to 

observe how vortex DWs interact with the vertically placed nanotrench. The variety 

allows a comparison of the trends relating to the interactions of the nanotrench with 

both transverse and vortex DWs. Again the nanotrench was varied in length from 10 

to 200 nm whilst the depth of the nanotrench varied from 5 to 45 nm in steps of 10 

nm. The results of these simulations are shown in figures 4.3.8 and 4.3.9.  
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Figure 4.3.8: Square nanotrenches in 200 nm wide, 50 nm thick nanowire – Plot of 

depinning field against nanotrench width (nm) for various nanotrench depths. 

 

Figure 4.3.9: Square nanotrenches in 200 nm wide, 50 nm thick nanowire – Plot of 

depinning field against nanotrench depth (nm) for various nanotrench lengths. Lines 

are to guide the eye. 

Figure 4.3.8 shows the plot of depinning field against the length of the nanotrench. 

Any missing points correspond to simulations where metastable DWs occurred 

resulting in an artificially high depinning field when compared with the transverse 

DW results. Similar to the previous cases, the trends appear to show saturation by 

around 100 nm with the depinning field not increasing much further with further 

increase in nanotrench length. It is also key to note that there is a much narrower 

range of depinning fields as the DWs are pinned much more weakly with the 

200x50 

200x50 
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strongest field required to depin the DW being 240 Oe. The relationship between 

depinning field and depth of nanotrench however does differ slightly from the 

previous two cases. In the previous cases with transverse DWs, there was an 

approximately linear relationship between depinning field and the depth of the 

nanotrench. In the case of vortex DWs in the larger nanowire, the depinning fields 

do not continue to increase at a linear rate. These curved trends become more 

apparent the longer the nanotrench becomes. The trend takes the appearance that 

the pinning strength goes towards saturation at a shallower depth of the nanotrench.  

A possible explanation for the reduction in depinning fields may not be related to 

the nanotrench itself, but more to do with the nanowire structure. Previous studies 

discussed in section 2.1.3 discovered that the size of the nanowire often held more 

influence over depinning fields than any pinning sites[36], [103], [104]. In particular, 

the change in injection/depinning fields varied over a large range once the nanowire 

width was reduced below 400 nm. This is relevant to the study in this thesis. The 

widths of the three nanowires studied are 50 nm, 100 nm and 200 nm, all of which 

are below the 400 nm threshold. Therefore it is likely that the depinning field 

strength differences between nanowires are influenced heavily by the change in 

nanowire dimensions as opposed to only the DW structures.  

 

Figure 4.3.10: Energy plot of the exchange and demagnetisation energies for a 200 
nm wide, 50 nm thick nanowire containing a 35 nm deep, 200 nm long square 
nanotrench. The red shaded region represents the location of the nanotrench. 

Figure 4.3.10 shows the energy plot for the 200 nm wide, 50 nm thick nanowire 

containing a 35 nm deep, 200 nm long nanotrench. The energy behaviour is different 

to those of the previous plots. In this case, the DW is shown to reduce its energy 

within the nanotrench as it moves toward the edge. This indicates the DW has a 
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preference to stay at the edge of the nanotrench as opposed to within it. This result 

suggests the vortex DW obtained in scenario interacts with the nanotrench such that 

its potential energy profile is that of a potential barrier. Again, this result is 

consistent to previous studies [123].  

This shows a clear difference in interactions with the vertical nanotrench for both 

DW types. One possible explanation of explaining this difference could relate to the 

magnetic structure of the DWs themselves. More specifically how the chirality of the 

DWs could provide an explanation. Within the transverse DW, the vast majority of 

the magnetization of the wall itself lies purely in the x-y plane of the nanowire. It is 

reasonable to assume that any geometrical variations in the nanowire relating to the 

x-y plane would have relatively larger interactions with the DW than variations in 

the z dimension. This is reinforced by the discovery in previous studies showing that 

a transverse DW depins from a lateral notch at different applied fields depending on 

its chirality i.e. whether its core points towards or away from the notch [35], [75], 

[96]–[98], [185]. Therefore a vertical nanotrench should theoretically eliminate this 

effect in the case of transverse DWs. However, when considering a vortex DW, there 

is a much more significant magnetic contribution in the z direction. This is where 

the core of the vortex DW points in the positive or negative z direction. This would 

respond to a change in the z geometry much more than any contributions found in a 

transverse DW.  

A further example of this comes simply by relaxing the DW beneath the nanotrench. 

When the DW relaxes and forms a transverse DW, the DW stays beneath the reduced 

region and moves towards the centre of the nanotrench. However, if a vortex DW is 

formed, it has a tendency to move toward the edge of the nanotrench such that the 

vortex core is in contact with the edge. This is where the DW remains until it is 

eventually depinned via the application of an external field. This is behaviour that 

was previously found and discussed by Narayanpillai and Yang [123]. With the DW 

already at the edge of the nanotrench before an external field is applied, it is 

understandable that the length of the nanotrench would have less of an impact on 

its pinning strength than the transverse case that prefers to remain beneath the 

nanotrench.  

The way in which each DW type interacts with the nanotrench can be thought of in 

terms of the potential energy profile produced by the pinning site. As seen in 

previous studies [35], [98] lateral notches can have the potential energy profile of a 

potential well, potential barrier or a combination of both. In the case of the 
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transverse DW, its tendency to remain beneath the nanotrench implies that the 

pinning site acts as a potential well. So the externally applied field is required to 

give the DW enough energy to escape the well and propagate through the rest of the 

nanowire. As the vortex DW pushes itself towards the edge of the nanotrench, this 

implies that the pinning site acts as a potential barrier. However, as the DW remains 

attached to the nanotrench until an appropriate applied field is reached, this could 

imply that either side of the potential energy barrier there are in fact smaller 

potential wells. This would be a case similar to that found in [35].  

A relatively simple way to test how the DW types interact differently with the 

nanotrench is to conduct the same simulation multiple times whilst only changing 

the DW chirality. In order to produce transverse DWs, the 50 nm wide, 10 nm thick 

nanowire was used with a 100 nm long, 5 nm deep nanotrench. The simulation was 

set-up such that the chirality of the resulting DW would be as desired. Transverse 

DW chirality was chosen by initially creating a small region between the opposing 

domains with the magnetisation in the positive or negative y direction as desired. 

For vortex walls, the boundary between domains was angled at 45 degrees beneath 

the nanotrench in order to create clockwise or anti-clockwise DWs. The in or out 

chirality was dictated by adding a positive or negative z component to the 

magnetisation beneath the nanotrench. There are four cases considered for the 

transverse DW, these are combinations of head-to-head (HtH) and tail-to-tail (TtT) 

DWs where in each case the core can point in the positive or negative y direction 

(known as “up” and “down” chiralities). Similarly, the 200 nm wide, 50 nm thick 

nanowire is used to produce vortex DWs with a 100 nm long, 25 nm deep 

nanotrench. There are eight chirailties tested in total for vortex DWs. These are 

made up of all the combinations of HtH or TtT, clockwise or anti-clockwise and if 

the core is facing in the positive or negative z direction (“in” or “out”). The results 

of this chirality test are found in table 4.1. All results shown are the results of single 

simulations for each scenario using a cell sizie of 5 x 5 x 1 nm3. 

 

 

 



106 
 

Table 4.1: Results of Chirality test for square nanotrench. Transverse DWs produced 
in 50 nm wide, 10 nm thick nanowire. Vortex DWs produced in 200 nm wide, 50 nm 

thick nanowire. Depinning fields given in Oe. 

 
Transverse 

Vortex 

 Clockwise Anti-clockwise 

 Up Down In Out In Out 

HtH 450 450 164 171 171 171 

TtT 450 450 171 171 171 164 

The results in table 4.1 show that there does not appear to be any chirality influence 

on the pinning strength of the transverse DW. The depinning field in all four cases is 

the same. This reinforced the idea that the lack of magnetic contribution in the z 

direction eliminates any bias in DW interactions depending on the chirality. The 

spatially symmetry on the potential landscape is an expected result when comparing 

to results of a symmetrical neck showing chirality independent results[105]. 

In the case of the vortex DW, there is a difference between particular chiralities. 

The difference found however is not completely as expected. Using the theory that 

the core direction could be the key component in how the DW interacts with a 

vertical pinning site, it would be expected that there would be a difference in 

depinning field when comparing the “in” and “out” pairs. This was expected as the 

asymmetry in the potential landscape comes in the z component in the case of a 

vertical nanotrench. The results show that it is not as simple as that as the TtT-

clockwise pair show the same depinning field, as does the HtH-anti-clockwise pair. 

Comparisons can be made between the sets of results where the HtH-clockwise-In 

combination shows the same lowered depinning field as the TtT-anti-clockwise-Out 

combination. This shows that the chirality of the vortex DW does have an influence 

over the pinning strength of the site, however much further investigations would be 

needed to fully understand these differences.  

 Triangular nanotrench 

In this section the study moves on from the more common square shaped 

nanotrenches by introducing a vertical triangular nanotrench. A schematic example 

of a triangular nanotrench is shown in figure 4.3.11. The depth of the nanotrench is 

defined as the deepest point into the nanowire. This is designed to be placed in the 

centre of the feature, such that along the x-axis the nanotrench is symmetrical. The 

length of the nanotrench refers to the distance where material is removed from the 

surface of the nanowire. The cross-section of the nanotrench has the appearance of 
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a isosceles triangle, with the deepest point in the centre of the length. This is 

displayed in figure 4.3.11. 

 

Figure 4.3.11: Cross-sectional schematic of a triangular nanotrench 

For this study triangular nanotrenches have been simulated in the three different 

size nanowires. The dimensions of each nanowire match those used in the previous 

section studying square nanotrenches (100 nm x 25 nm, 50 nm x 10 nm and 200 nm x 

50 nm). The size of the nanotrenches created are similar in size to the square ones 

studied in the previous section. This allows for direct comparison of pinning 

strengths and overall trends. The first results to be discussed relate to the 100 nm 

wide, 25 nm thick nanowire. The depth of the nanotrench is varied from 2.5 nm to 

22.5 nm in steps of 2.5 nm whilst the length at the surface is varied from 10 nm to 

200 nm in steps of 10 nm. These results are shown in figures 4.3.12 and 4.3.13. 

 

Figure 4.3.12: Triangular nanotrenches in 100 nm wide, 25 nm thick nanowire – Plot 

of depinning field against nanotrench length at the surface (nm) for various 

nanotrench depths. 

100x25 
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Figure 4.3.13: Triangular nanotrenches in 100 nm wide, 25 nm thick nanowire – Plot 

of depinning field against nanotrench depth (nm) for various nanotrench lengths. 

Lines are to guide the eye. 

Figure 4.3.12 contains the plot of depinning field against the length at the nanowire 

surface for triangular nanotrenches. The general trends are very similar to that 

found in the square nanotrench case. In all cases the depinning field increases and 

then saturates at around 100 nm in length. The same can be said when plotting 

against depth as found in figure 4.3.13. The trends are approximately linear at all 

depths, as found in the square nanotrench case.  

It is worth noting the volatility of the data, especially noticeable in figure 4.3.12. 

The noise in the curves are particularly noticeable in the region of shorter 

nanotrench lengths. This is most likely due to the finite cell nature of the 

simulations. The nanowire is split up into cuboidal cells, this makes it not possible to 

code the model such that the slopes of the nanotrench are perfectly straight. As 

such, the models tested here are an approximation of a triangular notch. How 

accurate these approximations are dependent on the size of the cells used. Smaller 

dimensions used allows a more accurate approximation of a triangular cross-section. 

Following this logic, theoretically, a smaller cell size should result in a smoother 

trend when plotting the data. In order to test this, a particularly noisy row of data 

was selected from figure 4.3.12. Further simulations were carried out on the same 

size nanotrenches, but using smaller cell sizes in the x and z dimensions. The y 

dimension was not adjusted as the nanotrench cross-section occurs in the x-z plane, 

therefore the y component of the cell size will not affect the shape of the 

100x25 



109 
 

nanotrench. Figure 4.3.14 shows the results for the x cell size fixed at 5 nm, 2.5 nm 

and 1 nm, whilst 4.3.15 compares the z dimension at 2.5 nm and 1 nm.  

 

Figure 4.3.14: Plot of depinning field against length at the surface for triangular 

nanotrenches for different x cell sizes. Results found for 10 nm deep nanotrench in 

a 100 nm wide, 25 nm thick nanowire. 

 

Figure 4.3.15: Plot of depinning field against length at the surface for triangular 

nanotrenches for different z cell sizes. Results found for 10 nm deep nanotrench in 

a 100 nm wide, 25 nm thick nanowire. 

In both figures it can be seen that the trend becomes smoother with a smaller cell 

size. This is the case when both the x and z dimensions are reduced. Ideally the 

smaller sizes would be used for all simulations. However, the reduction in cell size 

increases the number of cells in the model which causes the computational time to 

100x25 

100x25 
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increase significantly. For the purposes of this study, the overall trend is of 

importance whilst the exact values found are not.  

An energy plot for the 100 nm wide, 25 nm thick nanowire is shown in figure 4.3.16 

for the case of a 17.5 nm deep, 200 nm long triangular nanotrench. The general 

shape of the energies is similar to that of the square nanotrench case. However, it is 

seen that whilst in the square case the energies stayed constant whilst within the 

nanotrench, in the triangular case the energies steadily increase. The increase in 

energy is not a significant amount when compared to the following increase upon 

exiting the nanotrench, but it is more than in the square case.  

 

Figure 4.3.16: Energy plot of the exchange and demagnetisation energies for a 100 
nm wide, 25 nm thick nanowire containing a 17.5 nm deep, 200 nm long triangular 
nanotrench. The red shaded region represents the location of the nanotrench. 

Triangular nanotrenches were simulated in a 50 nm wide, 10 nm thick nanowire. The 

dimensions of the nanotrench were varied with depths of 1 nm to 9 nm in steps of 2 

nm, whilst the length at the surface was varies initially from 10 nm to 190 nm in 

steps of 20 nm. Due to the trend that started forming, the range of lengths was later 

extended to 10 nm to 490 nm in 20 nm steps. The results of these simulations are 

shown in figures 4.3.17 and 4.3.18. 
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Figure 4.3.17: Triangular nanotrenches in 50 nm wide, 10 nm thick nanowire – Plot 

of depinning field against nanotrench depth (nm) for various nanotrench lengths. 

Lines are to guide the eye. 

 

Figure 4.3.18: Triangular nanotrenches in 50 nm wide, 10 nm thick nanowire – Plot 

of depinning field against nanotrench length at the surface (nm) for various 

nanotrench depths. 

The relationship between the depinning field and nanotrench depth are shown in 

figure 4.3.17. These results show very similar approximately linear relationships for 

all nanotrench lengths. However, there appears to be very different results when 

considering depinning field against nanotrench length. Figure 4.3.18 shows the 

depinning field initially increases with nanotrench length, up until 100-150 nm. 

When the length increases beyond this range, the depinning field begins to reduce. 

50x10 

50x10 
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This reduction in depinning field continues up until the end of the range tested of 

490 nm.  

In an attempt to understand what occurs energetically during this increase and then 

decrease in pinning strength, energy plots were made for multiple nanotrench 

lengths for the same depth. Figure 4.3.19 contains plots for the 50 nm wide, 10 nm 

thick nanowire containing 9 nm deep triangular nanotrenches, with lengths of 50 

nm, 110 nm and 310 nm. These data points were chosen as they represent points of 

lengths less than the peak value, approximately at peak value and a wider value 

with a weaker depinning field. However, observing figure 4.3.19 shows little 

variation between the three cases. All show slight increases in energies whilst within 

the nanotrench, steadily increasing towards the edge. Then increasing significantly 

once propagating beyond the nanotrench. It is worth noting that the amount of 

energy increase from the centre to the edge of the nanotrench does increase as the 

nanotrench length increases.  

 

Figure 4.3.19: Energy plots of the exchange and demagnetisation energies for a 50 
nm wide, 10 nm thick nanowire containing; a) a 9 nm deep, 50 nm long triangular 
nanotrench. b) a 9 nm deep, 110 nm long triangular nanotrench. c) a 9 nm deep, 

310 nm long triangular nanotrench. The red shaded region represents the location 
of the nanotrench. 

a) 

b) 

c) 
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Figure 4.3.20: Results of 22.5 nm deep triangular nanotrenches in 100 nm wide, 25 

nm thick nanowire. 

The results found in figure 4.3.20 show the depinning field increasing until a length 

of approximately 300 nm. As the length is increased beyond this point, the depinning 

field starts decreasing. The field appears to continue to decrease quickly before 

settling at around 181 Oe for lengths larger than 3 μm.  

Again energy plots are made for nanotrench lengths corresponding to various points 

of the curve found in figure 4.3.20. These are shown in figure 4.3.21. In all four 

cases, the overall trends look similar to those in figure 4.3.19 for the 50 nm wide, 10 

nm thick nanowire case. The energies steadily increase towards the nanotrench 

edge, before increasing significantly upon propagation. In this instance, the two 

shortest nanotrenches, 100 nm and 300 nm long, show fluctuations in the energy as 

the DW leaves the nanotrench. Before reaching peak values, both cases reduce in 

energy after an initial increase. This is not the case in the 1000 nm and 4000 nm long 

nanotrenches where the depinning fields are weaker. It is unclear as to whether this 

feature in the energy plots is related to the pinning strength or not.  

100x25 
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Figure 4.3.21:Energy plots of the exchange and demagnetisation energies for a 100 
nm wide, 25 nm thick nanowire containing; a) a 22.5 nm deep, 100 nm long 

triangular nanotrench. b) a 22.5 nm deep, 300 nm long triangular nanotrench. c) a 
22.5 nm deep, 1000 nm long triangular nanotrench. d) a 22.5 nm deep, 4000 nm 
long triangular nanotrench. The red shaded region represents the location of the 

nanotrench. 

 

Figure 4.3.22: Triangular nanotrenches in 200 nm wide, 50 nm thick nanowire – Plot 

of depinning field against nanotrench depth (nm) for various nanotrench lengths. 

Lines are to guide the eye. 

a) 

b) 

c) 

d) 

200x50 
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As in the square nanotrench case, a larger 200 nm wide 50 nm thick wire was used to 

investigate the interactions between triangular nanotrenches with vortex DWs. The 

results for depinning field against nanotrench depth are shown in figure 4.3.22. Here 

it is seen that the general relationship between pinning strength and depth is 

approximately linear as found in previous cases. This relationship is found at least up 

to a nanotrench width of 200 nm at the surface.  

Figure 4.3.23 shows the results of the depinning field against the length of the 

nanotrench at the surface of the wire. It is clear that the trends in this plot are very 

different to those seen previously. At smaller lengths, the general trends are similar 

to the transverse wall cases, an initial increase followed by a saturation. Then at 

around 300-400 nm in length, the depinning field begins to increase significantly, 

before saturating once more. Then beyond a length of around 900 nm, the depinning 

fields begin to reduce and continue to do so up to the 5000 nm cut off point in the 

plot. This is a very unexpected trend that required further investigation. 

 

Figure 4.3.23: Triangular nanotrenches in 200 nm wide, 50 nm thick nanowire – Plot 

of depinning field against nanotrench length at the surface (nm) for various 

nanotrench depths. Data points within the blue circle indicate instances where 

metastable asymmetric transverse DWs are present. 

Within figure 4.3.23, it can be seen that these unusual trends only occur for the two 

largest nanotrench depths. It is worth noting that the shallowest nanotrench was not 

simulated for as many data points as deeper ones. This was due to a 5 nm deep 

nanotrench only being 1 cell deep. Therefore the actual simulated nanotrench was 

square. Increasing the nanotrench length further would not have provided any 

further information. The two shallowest depths continue to demonstrate a similar 

200x50 
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trend to the transverse wall case. The depinning field initially increases, then 

becomes saturated, before gradually decreasing in value as the length continues to 

increase. The 25 nm deep trend shows a trend that is almost a combination of both 

cases. The overall trend matches those of the two shallowest cases, whilst there are 

some data points amongst the trend that stand out. These are highlighted within the 

circle in figure 4.3.23.  

The answer to the differences in depinning field was found when observing the DW 

structure during the simulations. Whilst in most cases throughout the 25 nm trend 

vortex DWs formed, the simulations corresponding to the outliers showed a form of 

asymmetric transverse wall. This metastable asymmetric transverse wall is 

demonstrated in figure 4.3.24. In the instances where this DW occurs, the 

corresponding depinning field increases significantly. When assessing the simulated 

results for the 35 nm and 45 nm deep trends, it was found that similar DWs were 

forming early in the simulations. Thus causing the depinning fields to drastically 

increase.  

 

Figure 4.3.24: Example of asymmetric transverse DW occurring beneath a 45 nm 

deep, 700 nm long triangular nanotrench in a 200 nm wide, 50 nm thick nanowire. 

To give a possible explanation for this, it is required to reconsider the phase diagram 

produced and discussed in section 4.1. When material is removed from the nanowire 

via the introduction of a nanotrench, the effective size of the nanowire in that 

region is reduced. In this case the width of the wire remains the same and only the 

thickness is altered. Taking the 200 nm wide slice out of the phase diagram data, it 

is seen that transverse DWs occur for thicknesses below 7 nm, asymmetric transverse 

DWs occurs in the region 7-17 nm whilst vortex DWs occur for thicknesses of 20 nm 

or more. For the 25 nm deep nanotrench, the remaining thickness of material is also 

25 nm. Whilst this is in the phase diagram region for vortex DWs, it is starting to get 

close to the phase boundary between vortex and A-TW. This may explain why most 

cases do provide vortex DWs, but a few cases show this metastable DW instead.  

For the deepest two nanotrenches, 35 nm and 45 nm deep, this leaves only 15 nm 

and 5 nm of permalloy nanowire below the nanotrench respectively. These fall 
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below the boundary between asymmetric transverse and vortex DWs. This depth 

does only refer to the centre of the nanotrench, and so does not provide an 

extended region of the nanowire where there are reduced dimensions. This could 

provide an explanation as to why vortex DWs still occur for the smaller nanotrench 

lengths. Once the length of the nanotrench increases sufficiently enough, the 

gradient of the slope reduces, and so the region of effective reduced dimensions 

becomes extended. At a shallow enough gradient, the effective local region may 

become long enough such that the DW whilst forming “sees” a smaller nanowire, 

thus creating these metastable asymmetric transverse DWs. 

These metastable DWs cannot be used in analysis relating specifically to vortex DWs, 

but it is reasonable to still include the data points as they occur. However analysing 

the data in relation to vortex DWs cannot be done as vortex DWs have not occurred. 

The region of smaller lengths below 350 nm can be used in consideration of vortex 

DWs. As experimental nanotrenches generated in chapter 5 are generally smaller 

than this boundary, it is reasonable for any further analysis to focus on this region 

when considering the larger 200 nm wide, 50 nm thick nanowire.  

To investigate further, energy plots were made for various nanotrench lengths, 

corresponding to key portions of the trends found in figure 4.3.23. The nanotrenches 

included in this figure are all 35 nm deep and 200 nm, 700 nm and 2000 nm long. 

This corresponds to a vortex DW, a metastable DW at the peak of depinning fields, 

and a further metastable DW with a weaker depinning field. Clues about the DW 

structure are found in figure 4.3.23. Figure 4.3.23a shows energy plots very similar 

to what was observed in the square nanotrench case with a vortex DW. The energies 

decrease as the DW moves from the centre to the edge of the nanotrench, implying 

the pinning site acts as a potential energy barrier. However, in figure 4.3.23b the 

energy plot looks like a hybrid between the two DWs. Within the nanotrench the 

energy slightly increases as it moves toward the edge. However, upon exiting the 

nanotrench, the energy drops in value before steadily increasing whilst propagating 

through the nanowire. This feature is more consistent with a vortex DW. From 

observing the energy profile, it appears that a metastable DW state closer to a 

transverse DW is formed within the nanotrench and moves towards the edge. Then 

once the slope of the nanotrench reaches enough height, the DW changes its 

structure to transform into a vortex DW which is energetically favourable in a 

nanowire measuring 200 nm wide and 50 nm thick. As the nanotrench length is 

drastically increased to 2000 nm, the energy profile looks much closer to a 
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transverse DW case in figure 4.3.23c. There is a steady increase in energy as the DW 

moves towards the nanotrench edge. The only unusual feature found in this trend is 

that the DW appears to temporarily start moving back towards the centre of the 

nanotrench, before continuing to the edge. This apparent reversal in DW motion may 

be attributed to the DW changing its configuration whilst moving through the 

nanotrench, however the profile beyond that point does not resemble a vortex DW 

case.   

 

Figure 4.3.25: Energy plots of the exchange and demagnetisation energies for a 200 
nm wide, 50 nm thick nanowire containing; a) a 35 nm deep, 200 nm long triangular 
nanotrench. b) a 35 nm deep, 700 nm long triangular nanotrench. c) a 35 nm deep, 
2000 nm long triangular nanotrench. The red shaded region represents the location 

of the nanotrench. 

As done in the case of square nanotrenches, simulations were conducted to assess 

the effects of the DW chirality on the pinning strength. Again a 50 nm wide, 10 nm 

thick nanowire was used with a 5 nm deep, 100 nm long triangular nanotrench for 

transverse DWs. In the case for vortex DWs a 200 nm wide, 50 nm thick nanowire 

was used, however two nanotrenches were tested. Both cases have a depth of 25 
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nm, whilst the lengths used are 100 nm and 200 nm. The same chiralities were 

tested as in the previous square nanotrench case. The results of these simulations 

are shown in table 4.2.  

Table 4.2: Results of Chirality test for a triangular nanotrench. Transverse DWs 
produced in 50 nm wide, 10 nm thick nanowire. Vortex DWs produced in 200 nm 

wide, 50 nm thick nanowire. In the vortex cases, the first values correspond to the 
100 nm long nanotrench whilst the second are the results of the 200 nm long 

nanotrench. Depinning fields given in Oe. 

 
Transverse 

Vortex 

 Clockwise Anti-clockwise 

 Up Down In Out In Out 

HtH 327 327 99/115 99/115 98/109 98/108 

TtT 327 327 98/115 98/108 108/108 99/108 

The transverse DW cases show the same results as in the square case. Regardless of 

the chirality, the depinning field is the same for this nanotrench. This reinforces the 

theory that the pinning strengths of vertical nanotrenches are not chirality 

dependent regarding transverse DWs.  

The vortex DW cases is not what was expected. From the previous discussion 

regarding vortex DW chirality, it would be expected to see a form of dependency 

between the “in” and “out” cases. However, there is no perceivable trend that can 

be seen in the results. In order to check this, chiralities are tested for two 

nanotrench sizes. The shorter nanotrench case only provides a very small depinning 

field difference of 1 Oe in most cases whilst only one case gives a field 10 Oe more 

than the others. In the longer case a larger 7 Oe difference is observed, however all 

of the anti-clockwise cases are grouped close together. There is difference in field 

values for the clockwise cases, however only the “clockwise out” result is different 

and is similar in value to the anti-clockwise results. These results show no clear 

trends and so no definitive conclusions can be made for vortex DW chirality 

dependency on pinning strength.  

 Comparison between square and triangular nanotrenches 

The previous two sections have presented and discussed results concerning square 

and triangular nanotrenches separately. In this section all sets of results are directly 

compared for both cases and any key differences are discussed.  

Figure 4.3.26 shows the direct comparison for transverse DWs in a 100 nm wide 25 

nm thick nanowire. The overall trends per nanotrench depth are very similar in both 
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cases. In all trends, the depinning fields increase initially with nanotrench length up 

to around 100-150 nm. Beyond this point, the depinning fields continue to increase 

but by much smaller increments as the length increases. The key difference in this 

case regards the values of the depinning fields. The y-axis in both cases are fixed to 

the same range for easier comparison. It is clear to see that the square nanotrench 

cases provide stronger pinning sites when comparing nanotrenches of the same 

depth. In all cases, the square counterpart requires a larger field in order to depin 

the DW then the triangular nanotrench.   

 

Figure 4.3.26: Depinning field against length of nanotrench for various nanotrench 

depths for transverse DWs found in a 100 nm wide, 25 nm thick nanowire – Square 

markers indicate square nanotrench. Triangle markers indicate triangular 

nanotrench. Markers of the same colour represent nanotrenches of the same depth. 

Figure 4.3.27 shows the same comparison as in figure 4.3.26 but for the 50 nm wide, 

10 nm thick nanowire. At smaller nanotrench lengths a similar trend is found as in 

the previous case, the depinning field increases quickly with size before this rate 

decreases drastically by approximately 100 nm. However, whilst the square 

nanotrench depinning fields continue to increase very slowly with length, the 

triangular nanotrenches show a reduction in pinning strength as the nanotrench 

becomes longer. This shows a key difference in trends for the same nanotrench 

depth. This gives an initial indication that the shape of the nanotrench influences 

how DWs will interact with it. It is also worth noting that the triangular depinning 

fields are always smaller than the square counterparts as in the previous case.   

100x25 
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Figure 4.3.27: Depinning field against length of nanotrench for various nanotrench 

depths for transverse DWs found in a 50 nm wide, 10 nm thick nanowire – Square 

markers indicate square nanotrench. Triangle markers indicate triangular 

nanotrench. Markers of the same colour represent nanotrenches of the same depth. 

Finally figure 4.3.28 displays results regarding vortex DWs in a 200 nm wide, 50 nm 

thick nanowire. When considering the shorter lengths region in the triangular case, 

it is clear that the trends between the square and triangular cases are very similar. 

As in the other nanowires, the triangular nanotrenches do not pin as strongly as the 

square counterparts, but the overall shape of the trends match closely. This plot 

only shows the shortest nanotrench lengths. The datasets at larger lengths are 

effected by the presence of metastable DWs. However the 15 nm deep and 25 nm 

deep nanotrench sets do show depinning fields begin to gradually decrease with 

increased length.  

Whilst these comparisons give an indication of any differences in pinning strength 

between the square and triangular nanotrenches, it does not give a complete 

picture. Comparing the lengths of each nanotrench for a given depth is not an equal 

comparison to make. This concerns the fact that the length quoted for the 

triangular nanotrenches is the length at the nanowire surface. Therefore the total 

amount of material removed from the nanowire will be half of the volume of a 

square nanotrench of the same length. In order to probe this further, figures 

4.3.29, 4.3.30 and 4.3.31 show the depinning fields for all three nanowires plotted 

against the cross-sectional area of the nanotrench. This makes direct comparisons 

much easier with regards to removing the same amount of material to create a 

pinning site. 

50x10 
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Figure 4.3.28: Depinning field against length of nanotrench for various nanotrench 

depths for vortex DWs found in a 200 nm wide, 50 nm thick nanowire – Square 

markers indicate square nanotrench. Triangle markers indicate triangular 

nanotrench. Markers of the same colour represent nanotrenches of the same depth. 

 

Figure 4.3.29: Cross-sectional area comparison of nanotrenches in a 100 nm wide, 

25 nm thick nanowire. Square nanotrenches represented by □ with triangular 

nanotrenches are respresented by ∆. Trends of the same colour correspond to 

nanotrenches of the same depth. 

200x50 

100x25 
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Figure 4.3.30: Cross-sectional area comparison of nanotrenches in a 50 nm wide, 10 

nm thick nanowire. Square nanotrenches represented by □ with triangular 

nanotrenches are respresented by ∆. Trends of the same colour correspond to 

nanotrenches of the same depth. 

 

Figure 4.3.31: Cross-sectional area comparison of nanotrenches in a 200 nm wide, 

50 nm thick nanowire. Square nanotrenches represented by □ with triangular 

nanotrenches are respresented by ∆. Trends of the same colour correspond to 

nanotrenches of the same depth. 

The general trends shown in figures 4.3.29, 4.3.30 and 4.3.31 match those found 

when comparing depinning fields against the nanotrench length. In most cases it is 

shown that the depinning fields for triangular nanotrenches are lower than square 

nanotrenches of the same volume. The exceptions to this are found in figure 4.3.31 

50x10 
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were the asymmetric transverse DWs result in significantly higher depinning fields, 

leads to the false result that the triangular cases pin more strongly than the square 

counterparts. This is an unfair comparison due to the presence of different DW 

structures. Although, even with the presence of asymmetric transverse DWs, at 

larger nanotrench lengths and so larger cross-sectional areas, the depinning field 

still reduces below the those in the square case. These results indicate that the 

shape of the material removed has a larger influence on a site’s pinning strength 

than purely its volume.  

To assess the important factors of pinning site shape, it is key to consider the 

geometry of a nanowire from the point of view of a DW. As the DW propagates 

through the nanowire along the x-axis, variations in the y-z plane contribute to 

trapping a DW. In previously studied lateral notches, it is the y-dimension that is 

altered by either increasing or decreasing it. In this study, vertical nanotrenches are 

considered and so it is the z-dimension that it altered. In the case of a square 

nanotrench, as a DW moves along the wire, it experiences a sudden step-change in 

the z-dimension at a given x co-ordinate. In the case of a triangular nanotrench, 

there is not a sudden change, more that the z-dimension of the nanowire gradually 

decreases as the DW moves along the x-axis. This gradual change as opposed to a 

sudden step-change alters the potential energy landscape of the pinning site.  

 Angular dependence of triangular nanotrenches 

With the gradual change in the z-dimension, another variable that can be considered 

for analysis is the gradient of the nanotrench walls. This is not something that is a 

factor when considering a square nanotrench. In this section, the data previously 

presented will be re-assessed by plotting the depinning field against the angle 

between the nanotrench wall and the x-axis. This means that a vertical wall as in 

the square nanotrench case will be considered an angle of 90° whilst very wide 

relatively shallow nanotrenches will have walls with small angles. The schematic 

demonstrating this is shown in figure 4.3.11. 

The results for the three nanowires used in this study are shown in figures 4.3.32, 

4.3.33, 4.3.34, 4.3.35. It is worth noting that for that the trends found in these 

figures required data to be obtained for small angles. With the depths of the 

nanotrenches tested, the length at the surface of the nanowire had to be made 

relatively very large to probe angles below 10°. Whilst this does not represent any 

pinning site that would realistically be created in practice, it was important to 
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include these data points to fully understand the relationship between the wall 

gradient and the pinning strength.  

Figures 4.3.32 and 4.3.33 show data taken for the 100 nm wide, 25 nm thick 

nanowire plotted against angle. In this plot, nanotrenches were only simulated up to 

a surface length of 200 nm. This does not result in very small angles for the deepest 

nanotrenches as only half of this length contributes to the angle of the nanotrench 

wall. Only considering this data, it appears that the depinning field continues to 

increase as the angle of the nanotrench wall decreases. However, figure 4.3.32 

shows data for a 22.5 nm deep nanotrench, but for surface lengths up to an extreme 

value of 10 μm. This allows angles as small as 0.26° to be simulated. It is seen that 

the depinning field begins to fall quickly as the angle is decreased further. The field 

values drop from 587 Oe at 8.5° to 189 Oe by 1.0° and levelling at 181 Oe for smaller 

angles. This indicates that reducing the wire dimensions still acts as a pinning site 

despite the change in thickness being very small when compared with the 

nanotrench length. However, as the strength of the site is heavily reduced, in 

practice thermal fluctuations could overcome the pinning site rendering it not viable 

to act as an artificial pinning site. As discussed previously, this is not a realistic 

scenario to occur as the nanotrench length to reduce the angle sufficiently is at least 

2.5 μm whilst only reaching a depth of 45 nm at its centre.  

Due to the OOMMF software using cuboidal cells to construct the nanowire, the 

sloped sides of the nanotrench are in fact an approximation as discussed previously. 

As a test of the accuracy, the 8° case in figure 4.3.25 was considered. The cell size 

in these simulations was 5 x 5 x 2.5 nm3. The dimensions of the nanotrench in this 

instance was 300 nm long and 22.5 nm deep. When calculating the angle, only half 

of the length is used and so the effective length becomes 150 nm. In terms of cells, 

this makes the slope consist of 30 cells along the length and 9 cells deep. To assess 

the angle row to row, the number of cells creating the step change needs to be 

considered. The base of the nanotrench always consists of at least 1 cell either side 

of the centre. So over the top 8 rows, 29 cells need to be covered. This on average 

makes the average cells per row to be 3.625. As these cells cannot be split, it leaves 

the step change to be either 3 or 4 cells change per row. This gives the dimensions 

of the step change to be either 15 nm long and 2.5 nm deep, or 20 nm long and 2.5 

nm deep. These dimensions lead to angles of 9.46° and 7.12° respectively. This 

leads to a reasonably good approximation of the shape and angle in the triangular 

nanotrench case.  
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Figure 4.3.32: Triangular nanotrenches in 100 nm wide, 25 nm thick nanowire – Plot 

of depinning field against angle of nanotrench wall for various nanotrench depths. 

 

Figure 4.3.33: Plot of depinning field against nanotrench length at the surface (nm) 

for a 22.5 nm deep triangular nanotrench in a 100 nm wide, 25 nm thick nanowire. 

The trend found in figure 4.3.34 is replicated in the other two nanowires simulated. 

The smallest angles are not reached in these plots as in figure 4.2.33, but the overall 

trend is still shown. In the 50 nm wide, 10 nm thick nanowire the depinning field 

drops from 736 Oe at 9.3° to 362 Oe by 2.1° for the deepest 9 nm depth simulated.  

100x25 

100x25 
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Figure 4.3.34: Triangular nanotrenches in 50 nm wide, 10 nm thick nanowire – Plot 

of depinning field against angle of nanotrench wall for various nanotrench depths. 

 

Figure 4.3.35: Triangular nanotrenches in 200 nm wide, 50 nm thick nanowire – Plot 

of depinning field against angle of nanotrench wall for various nanotrench depths. 

The results are affected by the occurrence of the asymmetric transverse DWs 

discussed earlier in section 4.3.3. Due to this it is not possible to give an accurate 

angular dependence for vortex DWs. The shallower trends do show the depinning 

field to decrease at smaller angles, but the overall shape of the trend does appear 

to be different. For the deeper cases, the trends become similar to those observed 

in the transverse DW results at the smaller angles, corresponding to longer 

nanotrenches.    

50x10 

200x50 
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A possible explanation for the decrease in pinning strength regards how the wall 

gradient affects the potential energy profile of the nanotrench. As discussed 

previously, the section of the nanowire where the nanotrench is located can act as a 

potential well, barrier or a combination of the two [35], [98]. It is found, in this 

study and previous[123], that in the transverse DW case, the nanotrench acts as a 

well, whilst it is a barrier for vortex DWs. As the triangular nanotrench still pins 

DWs, it still acts as a well/barrier. Introducing gradual changes in the nanowire 

dimensions alters the shape of such wells or barriers. The depth or height reduction 

could be explained as there is less volume where the nanowire becomes its 

narrowest. A square nanotrench reduces the nanowire to the smallest size across its 

length, whereas a triangular nanotrench only cuts the material to that size at the 

centre. This would make it easier for a DW to escape the deepest part of the trap, 

implying a reduction in depth/height of the potential well/barrier. 

Such a theory would provide an explanation for the overall reduced pinning strength 

when compared with a square nanotrench, but it does not necessarily address the 

reducing depinning fields despite removing more material in the case of extremely 

long triangular nanotrenches. As the size of the nanowire changes gradually in these 

cases, the width of the potential well/barrier becomes much wider spatially. This 

would alter the spatial energy gradient such that it requires a smaller change in 

energy for the DW to move a larger distance further into or across the well/barrier. 

This would make it easier for the DW to propagate along the wire with a weaker 

applied field. This agrees with the relationship between force and potential energy. 

With potential energy varying spatially, the required force is 𝐹(𝑥) = −𝑑𝑈/𝑑𝑥 where 

𝑈 is the potential energy. This makes the required force equal to the spatial 

gradient of the potential energy. In the triangular nanotrench case, the 

depth/height of the potential well/barrier does not change as the physical depth is 

the same. However, widening the nanotrench increases the range of which such 

depth/heights vary, thus reducing the gradient. This corresponds to a reduction in 

the amount of force needed to move the DW by applying an external field. These 

results also show agreement with Goolaup et al.[105] despite that study focusing on 

lateral notches.     

To assess the data further, slices of the dataset can be taken for nanotrenches 

where the walls are at the same angle for different depths. This is comparable to 

plotting against length for various depths in the square case. Figure 4.3.36 shows the 

plotted data relating to the 100 nm wide, 25 nm thick nanowire.  
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Figure 4.3.36: Triangular nanotrenches in 100 nm wide, 25 nm thick nanowire – Plot 

of depinning field against depth of nanotrench wall for various nanotrench wall 

angles. Lines are to guide the eye. 

 

Figure 4.3.37: Triangular nanotrenches in 50 nm wide, 10 nm thick nanowire – Plot 

of depinning field against depth of nanotrench wall for various nanotrench wall 

angles. Lines are to guide the eye. 

When plotted in this way, the data more resembles the plots produced when 

comparing depinning fields to the depth for fixed lengths. In this case the fields 

increase with a reduction in angle. However, for this nanowire, the main dataset did 

not extend into the region where the depinning field began to reduce with an 

increase in length. Therefore the smaller angles in this case correspond to the larger 

nanotrenches and so the depinning field is likely to be larger purely due to more 

100x25 

50x10 
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material being removed. Figure 4.3.37 shows the same data plot for the 50 nm wide, 

10 nm thick nanowire.  

In this case the trends are still approximately linear and so are comparable to the 

depinning field against depth cases. In figure 4.3.37, it can be seen that the gradient 

of these trends reduce as the angle is decreased. At smaller nanotrench depths, 

there is little difference in the depinning fields. As the depth increases, this range 

grows and the smallest values are attributed to the smallest angles. This result gives 

a further indication that creating a triangular nanotrench with flatter gradient walls 

will pin DWs weaker than those with steeper walls.  

Figure 4.3.38 contains the results relating to vortex DWs in the 200 nm wide, 50 nm 

thick nanowire. In the case of the 27° gradient, the trend agrees with the previous 

results as it shows an approximately linear increase in depinning field with the depth 

of the nanotrench. The rate of increase is smaller than those found in the smaller 

nanowires, but this also agrees with the previous results when considering 

nanotrenches of the same length and varying the depth. For the shallower 14° 

dataset, the results are much more inconclusive. This is most likely affected by the 

issue regarding the presence of asymmetric transverse DWs.  

 

Figure 4.3.38: Triangular nanotrenches in 200 nm wide, 50 nm thick nanowire – Plot 

of depinning field against depth of nanotrench wall for various nanotrench wall 

angles. Lines are to guide the eye. 

 Trapezoidal nanotrench 

Trends observed so far when discussing wall angle have shown smaller depinning 

fields at larger angles, however this is not a true reflection of how larger wall angles 

200x50 
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affect a site’s pinning strength. This is due to the fact that these larger angles 

represent very narrow nanotrenches where there is only a small amount of material 

removed from the nanowire. In particular, it corresponds to the region where the 

nanotrench length is below 100 nm and so the depinning fields can change 

drastically with a change in size.  

In order to neutralise this issue and create a more representative trend for wall 

angles, a trapezoidal nanotrench was introduced. The basic idea is to start with a 

square nanotrench that is large enough that increasing its length will not cause a 

significant difference in the depinning field. From this starting point, the nanotrench 

will be expanded by only changing the angle of the sidewalls whilst keeping the 

same central region. As only increasing the amount of material removed as a square 

nanotrench does not make any significant changes to the depinning field, any 

changes observed should be a result of the angle of the sidewalls. A schematic of 

this is shown in figure 4.3.39. 

 

Figure 4.3.39: Schematic demonstrating dimensions associated with a trapezoidal 

nanotrench 

Simulations have been conducted for the 50 nm wide, 10 nm thick nanowire 

(corresponding to transverse DWs) and the 200 nm wide, 50 nm thick nanowire 

(corresponding to vortex DWs). In the transverse DW case, the initial nanotrench 

used a base length of 150 nm long and was 9 nm deep. The deepest possible case 

was used in order to allow data points corresponding to larger angles. The length of 

the nanotrench at the nanowire surface is increased in order to reduce the wall 

angle. As this involves removing more material from the nanowire, an equivalent 

dataset has been produced by using a square nanotrench and increasing the length 

such that approximately the same total material has been removed. This allows 

comparisons to be made on the shape of the nanotrench rather than any other 

factors. The results of this study are shown in figures 4.3.40 and 4.3.41. 
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Figure 4.3.40: Trapezoidal nanotrench in a 50 nm wide, 10 nm thick nanowire. 

Central section of the nanotrench measures 150 nm long, 9 nm deep. This is the 0 

nm length data point in both cases – Depinning field against length of nanotrench 

sidewall. Lines are to guide the eye. 

 

Figure 4.3.41: Trapezoidal nanotrench in a 50 nm wide, 10 nm thick nanowire. 

Central section of the nanotrench measures 150 nm long, 9 nm deep. This is the 0 

nm length data point in both cases – Depinning field against angle of nanotrench 

sidewall. 

As shown in figure 4.3.40, despite increasing the length of the square nanotrench, 

the depinning field does not increase much further. The case when introducing 

sloped sidewalls is very different. Interestingly the depinning field initially increases 

as the sloped walls are added to the central nanotrench. This peaks at a wall length 

50x10 

50x10 
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of 50 nm and an angle of 10°. The depinning fields then begin to quickly reduce as 

the length is increased, returning to the initial value somewhere between 70 and 80 

nm in length. The reduction in depinning field appears to follow a sharp decrease 

before settling at a value of around 200 Oe by 700 nm and an angle of 0.74°. The 

pinning strength does continue to decrease as the nanotrench in increased in size, 

but the change in depinning fields is relatively very small for a much larger change 

in length. Figure 4.3.41 demonstrated the relationship between the depinning fields 

and sidewall angle. This plot is in agreement with what was found in the initial 

triangular nanotrench case displayed in figure 4.3.33. The key angle for this size 

nanowire appears to be in the region of 10°. In both plots, this is the peak angle at 

which the nanotrench pins the DW strongest. Angles shallower than this create a 

weaker pinning site.  

Energy plots are made for the trapezoidal nanotrench, these are found in figure 

4.3.42. It is seen that the transverse DWs behave the same as beneath a regular 

square nanotrench whilst beneath the trapezoidal base. Once the DW leaves the 

base, the energies begin to increase throughout the slope of the trapezium. The 

trends shown are not distinctly different from those observed in the previous square 

and triangular nanotrench cases. As such, the plots do not provide any clear answer 

as to the explanation of why the depinning fields reduce with increased slope width.  

In order to test vortex DWs, a relatively longer but shallower initial nanotrench had 

to be used. This was to ensure that the DW initialising beneath the nanotrench 

would form a vortex DW and not a transverse DW. The starting nanotrench measured 

at 500 nm long, 30 nm deep in a 200 nm wide, 50 nm thick nanowire. The results are 

shown in figure 4.3.43. 
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Figure 4.3.42: Energy plots showing exchange and demagnetisation energies for DW 
position in a a 50 nm wide, 10 thick nanowire containing; a) trapezoidal 

nanotrench, 9 nm deep with a central length of 150 nm and a slope length of 50nm. 
b) trapezoidal nanotrench, 9 nm deep with a central length of 150 nm and a slope 

length of 200nm. c) trapezoidal nanotrench, 9 nm deep with a central length of 150 
nm and a slope length of 1000nm. Blue shaded regions represent location of 
trapezoidal base, whilst red regions represent location of trapezoidal slopes. 

 

Figure 4.3.43: Trapezoidal nanotrench in a 200 nm wide, 50 nm thick nanowire. 

Central section of the nanotrench measures 500 nm long, 30 nm deep. a) Depinning 

field against length of nanotrench sidewall. b) Depinning field against angle of 

nanotrench sidewall. 

a) 

b) 

c) 

a) 

b) 
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As opposed to the triangular nanotrench case, all of the data points presented in 

figure 4.3.43 are representative of vortex DWs. The trend found in the vortex case is 

very different to the transverse case. Initially there is a small increase in the 

depinning field, up to a sidewall length of 60 nm and an angle of 27°. This is a 

similar length but much larger angle than in the transverse case. Once the sidewall 

is extended beyond this point, the depinning field drops very suddenly by 

approximately 31%. Further increase in the sidewall length and reduction in the 

angle leads to a diminishing pinning strength, however the relationship is gradual 

and not extreme as in the transverse case. As the depinning fields reduce there is a 

slight increase and another peak between 9° and 6° before appearing to suddenly 

reduce at smaller angles. To achieve smaller angles, the length of the nanotrench 

must be increased significantly. This causes the simulation time to be increased 

significantly. Due to this, data points relating to smaller angles were not obtained.  

This difference in the two trends are possibly due to the fundamental differences in 

DW structure, in particular regarding the z component. The core of the vortex DW 

may interact with the gradual change in the z dimension of the nanowire, remaining 

pinned more strongly than a transverse DW with minimal contributions to the z 

direction. 

Finally energy plots were made for the vortex DW trapezoidal nanotrench case. 

These are shown in figure 4.3.44. The slope sizes were chosen to represent key 

features found in the trend. A 20 nm slope was chosen to represent a small slope 

case, the 60 nm slope is the final data point before the depinning field suddenly 

drops. The 70 nm slope is the first data point after the drop in depinning field, 

whilst 200 nm and 500 nm slopes are used to observe the continued reduction in 

depinning field. Unfortunately all of the energy plots found in figure 4.3.44 look very 

similar to one another. Therefore they do not provide any further information on 

why or how the sudden drop in depinning fields occurs and reduces with increased 

slope.  
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Figure 4.3.44: Energy plots showing exchange and demagnetisation energies for DW 
position in a a 200 nm wide, 50 thick nanowire containing; a) trapezoidal 

nanotrench, 30 nm deep with a central length of 500 nm and a slope length of 
20nm. b) trapezoidal nanotrench, 30 nm deep with a central length of 500 nm and a 
slope length of 60nm. c) trapezoidal nanotrench, 30 nm deep with a central length 
of 500 nm and a slope length of 70nm. d) trapezoidal nanotrench, 30 nm deep with 
a central length of 500 nm and a slope length of 200nm. e) trapezoidal nanotrench, 

30 nm deep with a central length of 500 nm and a slope length of 500nm. Blue 
shaded regions represent location of trapezoidal base, whilst red regions represent 

location of trapezoidal slopes. 

4.4 Summary 

To conclude this chapter, this section will provide a brief summary of the key results 

found in this part of the study.  

The first section consisted of building the computational model by starting with a 

standard nanowire with the material properties matching permalloy. A phase 

diagram was produced using this model in order to assess the expected DW structure 

for given nanowire dimensions.  

Following this, a vertical nanotrench was included within the wire. Data points were 

produced for depinning fields of a square nanotrench in a 100 nm wide and 10 nm 

thick nanowire and compared with [123]. The results were similar verifying the 

model created.  

a) 

b) 

c) 

d) 

e) 
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Once the computational model was established, a study was conducted comparing 

square nanotrenches with triangular nanotrenches of similar dimensions. Three 

nanowire sizes were used, two of which producing transverse DWs whilst a larger 

wire was utilised for vortex DWs. In all cases it was found that triangular 

nanotrenches pinned DWs weaker than square nanotrenches of similar dimensions. 

It was found that the pinning strength for transverse DWs were chirality independent 

for both square and triangular vertical nanotrenches. Results for vortex DWs 

indicated a chirality dependence, however no clear relationship could be concluded.  

In all cases, the pinning strength increased approximately linearly with nanotrench 

depth for constant lengths. There was a difference in results between square and 

triangular nanotrenches when varying the nanotrench length for fixed depths. For 

transverse DWs, square nanotrenches show an initial increase in depinning field 

before saturating and no longer increasing at the site length is increased. In the 

triangular nanotrench case it was found that the pinning strength weakens with 

increased length following an initial increase. Further analysis showed an apparent 

angular dependence where the pinning strength begins to significantly decrease 

when nanotrench walls for angles less than 10° to the x-y plane. This was also shown 

when a trapezoidal nanotrench was created. 

Results produced with the largest 200 nm wide, 50 nm thick nanowire were 

interrupted by the presence of asymmetric transverse DWs occurring in triangular 

nanotrench cases. Data points relating to vortex DWs indicate an increase followed 

by a reduction in pinning strength with nanotrench length, however the rate of 

reduction is much lower than the transverse DW case. The use of trapezoidal 

nanotrenches show an angular dependence where the pinning strength reduces 

sharply as the angle reduces below 30°.  
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5. Implementing AFM nano-machining for magnetic 

domain wall pinning 

In this chapter, the experimental aspects of the study are reported. First, initial 

experiments that focussed on modifying permalloy thin films using AFM 

nanomachining are presented. Next, attempts to machine vertical nanotrenches in 

permalloy nanowires via this process are described together with measurements 

conducted to assess how successful these were for pinning DWs. This particular work 

was completed to address the specific knowledge gap of whether AFM tip-based 

nanomachining could be used to produce vertical features for the pinning of DWs. An 

important experimental objective was to aim to vary the size of such nanotrenches 

in order to provide experimental confirmation that the pinning strength of such 

features increase with size. Finally, this chapter concludes by reporting the 

machining of more complex features in permalloy nanowires with the view of 

opening further explorations of AFM tip-based nanomachining to control the motion 

of DWs in magnetic nanowires. 

5.1 Initial experiments: AFM machining of a permalloy thin film 

The first step in the experimental part of the study was to conduct initial 

experiments on permalloy thin films which had similar thickness to the nanowires 

that were to be fabricated subsequently. This initial study was realised to gain the 

necessary practical experience in using the AFM system for tip-based nanomachining, 

along with the complementary objective of assessing which cutting direction would 

be most suitable for creating vertical nanotrenches. In particular, three cutting 

directions were considered namely up, down and horizontal as illustrated within 

figures 5.1.1, 5.1.2 and 5.1.3. These first set of experiments were implemented with 

a three-sided AFM tip as the nanoscale cutting tool. The thickness of the films was 

also chosen such that scratches could be conducted with varying values of the 

normal force. It was anticipated that the results obtained could act as a guide for 

controlling the nanotrench depths in the nanowires during subsequent experiments.  

In order to assess the optimal cutting direction for the three-sided AFM tip, 

scratches were machined along 10 μm straight lines. During this study, a 10 nm thick 

permalloy thin film deposited onto a SiO2 substrate was used. For each cutting 

direction, six grooves were created by increasing the number of consecutive 5 μN 

scratches for a groove, ranging from one to six. AFM images displaying 1 μm long 

sections of the resulting grooves are reported in figure 5.1.1, 5.1.2 and 5.1.3. 
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Assessing the error on the applied force values was difficult due to variations in the 

calibration process along with the tip wearing over time. This changes the amount of 

contact the tip makes with the surface. Throughout this study the error on the 

applied forces was estimated to be between 3% and 8%. 

Figure 5.1.1 shows the resulting grooves from cutting in the “backward” direction. In 

this configuration, the grooves are being ploughed using a flat surface in the 

scratching direction. The images show clean cuts in the grooves themselves with 

small variations along the depth and the sidewalls are smooth. Residual pile-ups are 

formed on both sides of the grooves. However, such pile-ups are considerably larger 

on one side compared to the other. As there is no clear reason as to why this would 

happen, these results imply that the flat cutting surface was not positioned at 

exactly 90° to the cutting direction. The small angle would provide a preferable 

direction for the removed material to move to, thus creating larger pile-up on one 

particular side.  

 

Figure 5.1.1: AFM images showing 1 μm long sections of grooves scratched in the 

"backward" direction implementing various quantities of 5 µN scratches on a 10 nm 

thick permalloy thin film.. 
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In figure 5.1.2, results from machining in the “forward” direction are considered. In 

this case, two faces of the tip are in continuous in contact with the material in the 

cutting direction with the edge between the two faces located in the centre of the 

groove. Studying the AFM images of the grooves showed that whilst some of the 

grooves generated in this way were observed to be smooth, others showed variations 

in the depth and considerable fluctuations along the walls. Overall, this direction 

proved to be of relatively lower quality cutting when compared with the “backward” 

direction. The formation of pile-up is also a more important issue in this case. This 

can be explained by the fact that, given the tip-material geometric configuration in 

this case, the tip pushes the material to either side of the groove and so only 

displaces much of the material via plastic deformation as opposed to cutting and 

completely removing material via the formation of a chip. This results in very large 

pile-ups on both sides of the grooves.  

 

Figure 5.1.2: AFM images showing 1 μm sections of grooves created scratching in the 

"forward" direction implementing various quantities of 5 µN scratches on a 10 nm 

thick permalloy thin film.. 

The final case considered was when cutting in the “upward” direction. The resulting 

grooves are found in figure 5.1.3. In this configuration, there is one primary side of 

the tip in contact with the material as it is cutting. However, in contrast to the 

“backward” case, this time this face is at an angle to the cutting direction. This 

creates a sharper focal point between two of the tip faces at one edge of the tip 

width relative to the cutting direction. This acts to cut into the material and so 
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removes much of it, then pushing and displacing the remaining material to the 

opposite side. The resulting grooves have smooth sidewalls, and in most cases, 

consistent depths. Pile-up still occurred but it was relatively small when compared 

to that in the “backward” case on one side, whilst creating little-to-no pile-up on 

the other side. The reduction in overall pile-up is due to the tip cutting into the 

material and removing it via chip formation as opposed plastically deforming the 

permalloy.  

 

Figure 5.1.3: AFM images showing 1 μm sections of grooves created scratching in the 

"upward" direction implementing various quantities of 5 µN scratches on a 10 nm 

thick permalloy thin film.. 

In order to compare directly the resulting pile-up for all cutting directions, figure 

5.1.4 displays plots for the average height of the material left on either side of the 

groove. The locations “right” and “left” correspond to the sides relative to the 

cutting direction. The observation of these plots confirms what has been previously 

described. The “forward” direction produced equal amounts of pile-up on both sides 

of the groove in the majority of cases. The height of these pile-ups is also larger 

than any values measured with the “backward” and “upward” directions. Some 

similarities are noted between the “backward” and “upward” directions in the sense 

that there is often significantly more pile-up on one side than the other. This is 

somewhat surprising in the case of the “backward” direction as there is no 
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immidiately distinctive reason why this should be the case given that the cutting 

face is flat. Indeed, this is expected if the cutting face is not completely 

perpendicular to the direction of motion as more material should be pushed towards 

one side compared to the other. It is also clear that the “upward” direction 

produces the least volume of pile-up. In particualr, there are very small amounts of 

pile-up found along the “left” side of the groove and whilst there is still pile-up on 

the “right” side, its height is less than for any other “forward” or “backward” cases. 

This indicates that the horizontal cutting direction produces the cleanest grooves by 

completely removing more of the material as opposed to plastically displacing it on 

the surface of the film.  

 

 

Figure 5.1.4: Plots displaying the height of pile-up formed on either side of the 

grooves generated using a) “backward”, b) “forward”  and c) “upward” cutting 

directions implementing various quantities of 5 µN scratches on a 10 nm thick 

permalloy thin film.Errorbars represent the standard deviation from multiple 

measurements. 

Another analysis that can be made when comparing the cutting directions is to 

assess the depth and width of the resulting grooves. These plots are found in figure 

5.1.5. It is worth remembering that the film thickness was approximately 10 nm and 

so any depth measured beyond this value implies that the tip started to cut into the 

substrate. This means that interpreting depths beyond 10 nm does not bare any 

relation to the behaviour of the permalloy properties when cutting it. This is not 
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considered an issue for this section of the study because the depth and width are 

considered to bear less significance in choosing which cutting direction should be 

used in comparison with the quality of the cut discussed earlier. Besides, once a 

cutting direction has been established, the size of the features can be controlled by 

varying the applied force. Figure 5.1.5 shows that, generally, the “upward” cutting 

direction provided the deepest and widest grooves. The “forward” direction resulted 

in grooves of size close to the horizontal case, whilst grooves cut along the 

“backward” direction were the shallowest and narrowest.  

 

Figure 5.1.5: Plots of average a) depth and b) width of the resulting grooves for 

“forward”, “backward” and “upward” cutting directions implementing various 

quantities of 5 µN scratches on a 10 nm thick permalloy thin film.  Errorbars 

represent the standard deviation from multiple measurements. 

Once the scratching direction was chosen, the next stage was to investigate the 

relationship between applied force and size of the resulting grooves. Figure 5.1.6 

shows an SEM images of grooves generated by 1, 2, 3 and 4 μN individual scratches. 

This image was annotated in an attempt to highlight the different grooves. However 

only the deepest two grooves are clearly visible. AFM scans were conducted on three 

sections of each groove in order to obtain average measurements of their depth and 

width; the results of which are shown in figure 5.1.7. 

a) 

b) 
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Figure 5.1.6: SEM image of area containing grooves generated by horizontal 

scratches of varying force. 

 

Figure 5.1.7: Plots of a) average depth and b) average width for scratches made in 

the “upward” direction with various applied forces. 

As seen in this figure, a clear relationship is found between the applied force and 

the depth of the groove. As expected, when the force is increased, the depth 

a) b) 
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increases. The relationship appears to be higher order than linear. However, the 

data point when scratching with an applied force of 4 µN, shows a depth close to 12 

nm. This indicates that the permalloy thin film had been completely cut through in 

this case and that the tip had been cutting into the substrate. Due to this, the data 

point cannot necessarily be used to deduce a relationship between the applied force 

and the depth of grooves created in permalloy. When considering the width, it is 

rather unclear as to whether there any relationship with the applied force can be 

formulated. The assumption could be made that the width would increase as the tip 

cuts deeper due to its pyramidal shape but this is not immediately supported by this 

particular data set.  

5.2 Pinning of DWs at a nanotrench on a thin permalloy nanowire 

Following the completion of the initial thin film experiments, the next of the study 

stage was to fabricate devices containing nanowires. These were created using 

permalloy and designed to probe the nanowires using AMR as discussed in section 

3.2.2. An example of the produced devices was shown earlier in figures 3.2.5 and 

3.2.6. The first nanowire used in this study measured approximately 685 nm wide 

and 11.5 nm thick. Figure 5.2.1 shows a line scan representing the average cross-

section of the nanowire. An inset image within this plot displays an AFM scan of the 

nanowire.  

 

Figure 5.2.1: Linescan of the 685 nm wide, 11.5 nm thick nanowire including an AFM 

image of the central 5 μm region. 
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Initial AMR data were taken for the nanowire before any subsequent modifications 

with AFM nanomachining. In this way, it could be possible to observe how artificially 

created pinning sites could affect the shape of the AMR data. Examples of this data 

are displayed in figure 5.2.2, whilst figure 5.2.3 focusses on the more specific 

regions of the data when the nanowire switches magnetisation. These plots show the 

resistance of the wire to be approximately 2.2 kΩ. Variations in the resistance is also 

noted due to changes in the ambient temperature where the experiment was 

conducted. Based on the analysis of these data, the switching field for the nanowire 

was found to be 19 ± 1 Oe where the error value was the standard error on the mean 

of the dataset. This switching field in the absence of a nanotrench can also be 

considered as the injection field. The injection field is the required magnetic field 

to create and inject a DW into the nanowire.  

 

Figure 5.2.2: Example of the raw AMR data for the 685 nm wide, 11.5 nm thick 

permalloy nanwire before AFM machining. This data contains two hysteresis loops 

starting in negative fields (shown in the black circle), increasing through 0 field to 

positive. Trends of different colours represent individual hysteresis loops. 

Once these initial measurements had been were performed and analysed, the next 

step was to attempt to create a pinning site using AFM tip-based nanomachining. A 

“horizontal” AFM scratch was machined across the width of the nanowire with an 

applied force of 2 μN. This did succeed in cutting into the nanowire creating a 

nanotrench across its width. An AFM image of the resulting nanowire is reported in 

figure 5.2.4. A corresponding linescan of the average profile along the wire is shown 

in figure 5.2.5 to provide a representation of the cross-sectional profile of the 

nanotrench.  
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Figure 5.2.3: Examples of the AMR data shown in figure 5.2.2 focusing on when the 

nanowire switches magnetisation. Left plots show the field transitioning from 

positive to negative fields. Right plots show the field transitioning from negative to 

positive fields.  

 

 

Figure 5.2.4: AFM image of the resulting nanotrench produced by a 2 μN scratch 

along the width of the 685 nm wide, 11.5 nm thick nanowire. 

Magnetisation switching 

Magnetisation switching 

Magnetisation switching Magnetisation switching 
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Figure 5.2.5: Average linescan of the profile of the nanotrench generated by a 2 μN 

scratch along the width of the 685 nm wide, 11.5 nm thick nanowire.  

This nanotrench measured had a depth of 3.9 ± 0.2 nm and a length of 

approximately 150 nm. It is also clear to see that material pile-up formed on one 

side of the nanotrench. This pile-up was approximately 100 nm in length at the 

surface of the nanowire with a maximum height of approximately 3.3 nm. Further 

AMR data were taken once the nanotrench was created, an example of which is 

displayed in figure 5.2.6. These data show an increase in the switching field. As the 

applied field transitions across 0 field, the resistance of the wire reduces. This 

represents the presence of a DW within the wire. When the field is increased and 

the resistance remains below the saturated value, this means that the DW is pinned 

at the nanotrench. As the field is increased further, the jump in resistance 

represents the DW being depinned and propagating along the remainder of the wire 

such that the it becomes uniformly magnetised. Following hysteresis loops providing 

20 data points, the switching field in this case is found to be 24.9 ± 0.7 Oe. This 

represents an increase in switching field of approximately 5.9 Oe. A statistical t test 

was performed on the two datasets to test whether their means are statistically 

different. The resulting p value was 0.007. This very small value supports the 

hypothesis that these means are different distinct values given the datasets.  
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Figure 5.2.6: Example hysteresis loop of AMR data taken for the 685 nm wide, 11.5 

nm thick nanowire with a 3.9 nm deep nanotrench. 

Once the AMR measurements were analysed for this first nanotrench, another 

scratch was attempted in the same location in an effort to change the size of the 

nanotrench and assess the effects on its pinning strength. This time the scratch was 

conducted with an applied force of 1 μN. This resulted in further modification of the 

geometry of the nanotrench. An AFM image of this is shown in figure 5.2.7 with the 

average linescan of the profile given in figure 5.2.8.  

 

Figure 5.2.7: AFM image of the nanotrench after the second 1 μN scratch along the 

width of the 685 nm wide, 11.5 nm thick nanowire. 
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Figure 5.2.8: Average linescan of the profile of the nanotrench after the second 1 

μN scratch along the width of the 685 nm wide, 11.5 nm thick nanowire. 

Following this additional 1 μN scratch, the nanotrench measured 4.5 ± 0.1 nm in 

depth deep whilst its length remained approximately 100 nm. It is observed from 

Figure 5.2.8 that some of the pile-up was removed during the second scratch as its 

length at the surface reduced to approximately 50 nm whilst its height was 2.5 nm. 

Again, AMR data were obtained at this stage. An example is shown in figure 5.2.9.  

The AMR data is very similar to the previous case. In this case 40 data points were 

collected and resulted in a slight increase in the switching field to 25.5 ± 0.4 Oe was 

measured. However, this is a small variation of 0.4 Oe which lies within the standard 

error of the measurements. While this slight increase in switching field does 

correspond to the relatively small change in the depth of the nanotrench, the small 

differences found between the two cases provide insufficient evidence to conclude 

that the pinning strength of the nanotrench increases with its size. To test this, 

again a t test was performed on the two datasets. The resulting p value from this 

test was 0.49. This was a very high p value and so the hypothesis that the means of 

the two datasets are the same cannot be rejected. This also provides insufficient 

evidence that the depinning field has increased due to the increase in nanotrench 

depth. 
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Figure 5.2.9: Example of AMR data taken for the 685 nm wide, 11.5 nm thick 

nanowire with a 4.46 nm deep nanotrench. 

In order to obtain more data points regarding the value of the switching field as a 

function of the depth of the pinning site, additional attempts were made to increase 

the size of the nanotrench. A series of scratches were performed in order to try and 

significantly change its depth. Initially two 1 μN scratches were carried out, followed 

by 2 μN, 1 μN, two 1.5 μN and another two 1.5 μN scratches. All of these scratches 

resulted in minimal change in the nanotrench dimensions. Thus, it became apparent 

that it is more difficult the deform the permalloy plastically as the material 

thickness between the substrate and the bottom of a nanotrench reduces. Although 

a different force increment was considered between the machining of the permalloy 

nanowire and the permalloy thin film, there seems to be difference in the behaviour 

of the material in both cases. It is outside the scope of this thesis to analyse this 

particular phenomenon. However, it is possible that residual compressive stress 

underneath a nanotrench resulting from a nanomachining operation leads to 

material hardening. In turn this would increase the range of applied normal force 

values for which the material only deforms elastically. In addition, numerous reports 

exist in the literature in which researchers observed an increase in the strength of a 

material with a decrease in sample size (see for example Greer et al. 2005 [186] for 

a discussion on the topic). In particular, the hypothesis formulated by Greer et al. 

relies on the concept of dislocation starvation. In the case of the nanowires 

considered in his research, this would mean that dislocations (which are responsible 

for plastic deformation) reach the nanowire surface before they have had the 

chance to multiply, hence leading to dislocation starvation and the need for higher 
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applied stress to nucleate new dislocations in the permalloy material. However, 

further research would be required to confirm the exact nature of the phenomenon 

associated with the behaviour of the permalloy material observed here. Indeed it is 

also possible that the state of initial stress in the permalloy material is quite 

different between a nanowire and a thin film as a result of the sample fabrication 

process. In particular, as the permalloy is deposited using thermal evaporation, the 

substrate and material becomes heated. Once the material is deposited and the 

process stops, the sample begins to cool down. As the substrate and the device 

consist of different materials and have different geometries, it is reasonable to 

assume that they may cool down at different rates which would result in residual 

thermally-induced stress between in the permalloy. 

A series of 3 μN scratches were performed subsequently. As these scratches were 

conducted, the nanowire ruptured. AFM and SEM images of the broken nanowire are 

reported in figures 5.2.10 and 5.2.11 respectively. This rupture caused a large 

section of wire, upwards of 1 μm, to be removed with a region of approximately 630 

nm where there is minimal material left on the substrate. At one end of this region, 

the break is clean and the nanowire remains intact. Beyond this, there is a large 

region where most of the nanowire material has been removed.  

This catastrophic rupture implies that fracture with very limited plastic deformation 

is the cause of the break, similar to the behaviour of brittle materials.  

 

Figure 5.2.10: AFM image of the remaining material from the 685 nm wide, 11.5 nm 

thick nanowire following rupture. 
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Figure 5.2.11: SEM image of the 685 nm wide, 11.5 nm thick nanowire following 

rupture. 

 

Figure 5.2.12: Examples of AMR data for each step relating to the 685 nm wide, 

11.5 nm thick nanowire. The resistance has been converted to arbitrary units, with 

each dataset offset in order to aid visual comparison. 

As the wire ruptured, it was no longer possible to obtain any further data points 

relating to that specific nanowire. Figure 5.2.12 shows a direct comparison of the 

AMR data relating to the nanowire at each nanotrench depth. This makes it easier to 



154 
 

clearly see the change in switching field from the initial nanowire to the creation of 

the nanotrench. There was little change in the AMR data when the nanotrench is 

deepened. The clear change in switching field once the nanotrench was created 

indicates that the DW did get pinned at this artificially-created site. This provides 

experimental evidence that DWs can be pinned at a vertically inserted nanotrench 

using AFM tip-based nanomachining.  

In order to clearly observe the evolution in the pinning strength of the site as a 

function of its size, a plot of the field at which the DW becomes depinned against 

the nanotrench depth is displayed in figure 5.2.13. Whilst this plot does show a 

sequential increase in the depinning field between the two nanotrench depths, this 

change is considered to be too small to draw a definite conclusion. Also, given that 

only two data points are available to study the strength of the depinning field 

against the nanotrench depth, it is not reasonable to infer whether any relationship 

exists. Thus more data points are required to investigate this aspect further. This 

particular objective is reported later in section 5.4.   

 

Figure 5.2.13: Plot of depinning field against nanotrench depth for the 685 nm 

wide, 11.5 nm thick nanowire. Errorbars in this plot represent the standard error on 

the mean. Data point at 0 nm is actually an injection field but included as a point 

of reference. 
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5.3 Pinning of DWs at nanotrenches on thick nanowires 

AMR measurements provide a very good indication as to the presence of a DW within 

the nanowire, but any structural or positional information cannot be obtained using 

this method. Thus, in an attempt to further confirm that AFM-fabricated 

nanotrenches are capable of pinning DWs, experiments were conducted at the 

Advanced Light Source (ALS) facility in Berkeley, California[187]. Magnetic full-field 

transmission soft x-ray microscopy (MTXM) was used to image the magnetic structure 

within magnetic nanowire. Nanowires were fabricated for this particular experiment 

and then nanotrenches were created using AFM tip-based nanomachining for use 

with the full field soft X-ray transmission microscope.  

Three similar sized nanowires were studied. To aid readability, these wires will be 

called ALS wires A, B and C from this point onwards. The measurements for each of 

these nanowires can be found in table 5.1. Each of these nanowires had a 

nanotrench machined on the top surface across their width similarly to the 

experiment reported in the previous section. The aim was to cut nanotrenches with 

different depths for each nanowire to try and compare pinning strengths for similar 

nanowire dimensions. Information of how the nanowires were created and their 

resulting depths can also be found in table 5.1AFM images of the three nanotrenches 

are shown in figure 5.3.1. 

Table 5.1.1: Details of experimental ALS nanowires A,  B and C 

ALS wire Nanowire 

width (nm) 

Nanowire 

thickness (nm) 

Scratches 

performed on 

nanowire 

Average depth 

of nanotrench 

(nm) 

A 435 44.7 2 x 4.5 µN 25 

B 444 42.4 2 x 3 µN 13 

C 427 43.2 2 x 3.5 µN 17 
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Figure 5.3.1: AFM images of the nanotrenches created in ALS wires A, B and C. 

During the experiment at the ALS facility, a magnetic field was applied and changed 

with images taken of the magnetic configuration at each field. In order to ease the 

observation of any changes in the magnetic configuration, adjacent images are 

aligned and divided. This gives a larger contrast in the resulting images where 

lighter or darker regions represent switches in magnetisation, depending on the 

direction of the direction change.  

The first wire tested was ALS wire A. Figure 5.3.2 contains images showing the 

nanowire switching magnetisation up to the position of the nanotrench. Note that 

the CCD camera at the facility contained a series of dead pixels. Whilst efforts were 

made to avoid this region when producing data, it was not always possible to do so 

and maintain the best quality. This region of dead pixels is highlighted in figure 

5.3.2. In these images, the lightest regions represent magnetisation different from 

the original configuration. It is also possible to see some of the DW structure in the 

top and bottom images within figure 5.3.2. Before or beyond the nanotrench a 

diagonal boundary can be seen between the lighter and background regions, 

indicating the presence of a vortex DW at the nanotrench. With the applied field 
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increased further in magnitude, the rest of the nanowire switches magnetisation as 

the DW propagates beyond the nanotrench. Images showing both halves of the 

nanowire switching magnetisation are shown in figure 5.3.3. Based on the images 

obtained for ALS wire A, it was assessed that the DW depinned at applied magnetic 

fields in the region of 118-136 Oe.  

 

Figure 5.3.2: Top down  M-TXM divided images taken at the ALS facility of DWs 

pinned at the fabricated nanotrench in ALS wire A. Each image shows the DW 

pinned during independent hysteresis loops. 

Similar images are shown in figures 5.3.4 and 5.3.5 for ALS wires B and C 

respectively. Wire B contains the 13 nm deep trench, the images in figure 5.3.4 

shows half of the nanowire switching, before the remainder of the nanowire 

switches by 110-115 Oe. Whilst less detail is visible regarding the DW structure for 

this nanowire, it is still clear to see that the DW is pinned at the nanotrench. Figure 

5.3.5 shows very similar images for the 17 nm deep nanotrench in ALS wire C. In this 

case the DW is depinned by magnetic fields in the range 153-171 Oe. Again, the DW 

structure is not visible, but it is still clear to see both halves of the nanowire 

switching at distinctly different applied fields. Overall, these data provide further 

evidence that the DWs are pinned at a nanotrench.  
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Figure 5.3.3: M-TXM images taken at the ALS facility of DWs pinning and depinning 

from the fabricated nanotrench in ALS wire A. a) raw unprocessed image to 

demonstrate nanotrench position. b), c) and d) divided images showing DW pinned 

and then propagated within a single hysteresis loop. e) and f) divided images 

showing DW pinned and propagated in a single hysteresis loop. 

 

Figure 5.3.4: M-TXM images taken at the ALS facility of DWs pinning and depinning 

from the fabricated nanotrench in ALS wire B. a) raw unprocessed image to 

demonstrate nanotrench position. b) and c) divided images showing DW pinned and 

then propagated within a single hysteresis loop. d) and e) divided images showing 

DW pinned and propagated in a single hysteresis loop. 



159 
 

 

Figure 5.3.5: M-TXM images taken at the ALS facility of DWs pinning and depinning 

from the fabricated nanotrench in ALS wire C. a) raw unprocessed image to 

demonstrate nanotrench position. b) and c) divided images showing DW pinned and 

then propagated within a single hysteresis loop. d) and e) divided images showing 

DW pinned and propagated in a single hysteresis loop. 

All three cases show clear experimental evidence supporting the proposed 

knowledge gap that DWs can be pinned by a vertically placed nanotrench and that 

AFM tip-based nanomachining can be used to pin and control the movement of 

magnetic DWs.  

The three wires used in this section of the study were similar in dimensions while 

they exhibited nanotrenches with different depth. However, it was not possible to 

obtain sufficient data with small enough field steps in order to provide accurate 

depinning fields for the nanotrenches. The images shown figures 5.3.3, 5.3.4 and 

5.3.4 show DWs depinning at 110-115 Oe, 153-171 Oe and 118-136 Oe for the 13 nm, 

17 nm and 25 nm deep nanotrenches respectively. Thus, this clearly provides 

insufficient evidence to assess any relationship between nanotrench size and the 

corresponding pinning strength.  

In chapter 4 an approximately linear relationship was found between the depinning 

field and the depth of the nanotrench. There are various reasons as to why these 

experimental results do not agree with the simulated results. A possible explanation 

relates to the nanowire dimensions. Whilst the dimensions are similar, they are not 

identical. As the simulations are carried out at zero temperature, it is unclear how 

relatively small variations in the nanowire size may affect the depinning fields of 

nanotrenches in different nanowires. Another possible explanation could relate to 

any imperfections in any of the nanowires. Whilst the nanowires are similar in size, 



160 
 

other conditions relating to the nanowires may not be. Variations in any possible 

imperfections may influence how the DW propagates through the wire and interacts 

with the nanotrench. Other factors relating to DW motion could include slight 

variations in the material properties, such as grain size, caused during the 

fabrication process.  

In order to accurately assess the relationship between nanotrench dimensions and 

the pinning strength, ideally multiple sizes would be measured within the same 

nanowire. This would ensure that all other properties relating to the wire would be 

the same and the only difference would be the nanotrench itself. This aspect is the 

focus of the work reported in the next section. 

5.4 Influence of the nanotrench depth on the DW pinning 

strength using thick nanowire 

A narrower but significantly thicker nanowire, compared to the experiment reported 

earlier in section 5.2, was fabricated in an attempt to further investigate the 

relationship between nanotrench depth and pinning strength. It was decided to 

increase the thickness significantly as it provided much more material to machine in 

smaller vertical intervals whilst reducing the risk of cutting completely through and 

breaking the nanowire. An AFM image of the nanowire are shown in figure 5.4.1. The 

nanowire measured approximately 320 nm in width and 56 nm in thickness. 

 

Figure 5.4.1: a) AFM image, b) Linescan showing the cross-section of 320 nm wide, 

56 nm thick nanowir.  
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Experiments were conducted on this nanowire with a similar method to that applied 

to the 685 nm wide, 11.5 nm thick nanowire presented in section 5.2. AFM images of 

the resulting nanotrench at each machining stage can be found in figure 5.4.2.  

The initial nanotrench was created by a series of scratches. A 4 μN scratch was first 

performed but resulted in minimal material being displaced. A further 4.5 μN scratch 

was carried out, but again with no significant nanotrench generated. Finally, three 

further 4 μN scratches were completed resulting in the first nanotrench found in 

figure 5.4.2 measuring 18 ± 1 nm deep.  

Once the AMR data were recorded, two further 4 μN scratches were subsequently 

machined. This deepened the nanotrench to a depth of 25 ± 2 nm. Again, once AMR 

measurements were taken for this depth, a further four 4 μN scratches were 

implemented along the trench, this time resulting in an average depth of 30 ± 2 nm. 

At this stage it is clear from fig 5.4.2, that the nanotrench started forming some 

asymmetry as some material was removed from the nanowire outside of the main 

nanotrench. This is a factor to consider and will be discussed shortly. It is this 

asymmetry that contributes to the relatively larger error in the nanotrench depth. 

The values used are the overall average depth, however is it seen that the 

nanotrench deepens towards both edges of the nanowire.  

At this stage, three further 4 μN scratches were conducted. These scratches were 

positioned to one edge of the nanotrench in an attempt to reduce the asymmetry 

created during the previous stage. This resulted in a nanotrench with an average 

depth of 34 ± 2 nm. However this failed to correct the asymmetry. In order to 

deepen the nanotrench at this stage, a total of seven 4 μN scratches were 

completed. This deepened the nanotrench to an average depth of 41 ± 1 nm. During 

this process, the affected region of the nanowire had also increased to 

approximately 550 nm in length.  

AMR data were also taken for the nanotrench at this higher depth. Unfortunately, 

the nanowire was destroyed whilst being connected to the AMR set-up at this stage. 

It is suspected that either a surge of high current or a build-up of static charge 

occurred causing the central region of the wire to break. An SEM image of the 

broken nanowire can be found in figure 5.4.3. It is observed that approximately 244 

nm of the nanowire, where the nanotrench was located, disappeared. This indicates 

that the material most likely vaporised due to a high current surge.   
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Figure 5.4.2: AFM images of the five distinct nanotrenches measured in the 320 nm 

wide, 56 nm thick permalloy nanowire. a) shows an 18 nm deep nanotrench 

resulting from a 4.5 µN and four 4 µN scratches. b) a 25 nm deep nanotrench from a 

further two 4 µN scratches. c) a 30 nm deep nanotrench from a further four 4 µN 

scratches. d) a 34 nm deep nanotrench from a further three 4 µN scratches. e) a 41 

nm deep nanotrench following a further seven 4 µN scratches. 

a) b) 

c) d) 

e) 
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Figure 5.4.3: SEM image of the broken 320 nm wide, 56 nm thick nanowire 

Example AMR data for various nanotrenches are shown in figure 5.4.4. These data 

are presented in arbitrary units and offset to aid visibility for comparison. This figure 

provides a clear indication that the size of the nanotrench does influence how DWs 

interact with the site.  

The bottom, blue colour, trend represents the nanowire before a nanotrench had 

been introduced. It is seen that the resistance drops in value at very small fields 

(around 6 Oe) and remains at a reduced value before jumping back to the uniform 

resistance value at around 50 Oe. This implies that a DW moved into the region of 

the nanowire and it pinned at some defect created in the nanowire during the 

fabrication process. The decrease in resistance is observed in every case, even with 

the presence of the nanotrench.  This indicates the value of the injection field for 

the nanowire is approximately 6 Oe. That was the value of the applied field that 

causes a DW to form and be injected into the nanowire. Commonly the resistance 

would increase around this field value. As the resistance remains reduced until 

approximately 50 Oe, it indicates the presence of an artefact pre-existing in the 

nanowire able to pin DWs that remained unaltered throughout the process.  



164 
 

With the introduction of a nanotrench, the AMR data shows a change in behaviour. 

At the field where the resistance originally increased, showing a total magnetisation 

switch in the nanowire, the resistance shows a further decrease. This implies that 

the DW remained within the nanowire, but propagated along it, causing more of the 

nanowire to become magnetised away from its long axis. At this point it is 

reasonable to assume that the DW was pinned at the nanotrench. The field at which 

the resistance suddenly increases in value is taken to be the depinning field. Figure 

5.4.4 shows that this jump occurred at increasingly larger fields as the nanotrench 

depth was increased.  

 

Figure 5.4.4: Examples of AMR data taken for the 320 nm wide, 56 nm thick 

nanowire for various nanotrench depths. 

A summary of the AMR data taken for this nanowire can be found in table 5.2. This 

table contains the number of data points taken at each nanotrench depth, along 

with the mean and standard error for the depinning fields.  
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Table 5.2: Summary of depinning field results for the 320 nm wide, 56 nm thick 
permalloy nanowire. 

Nanotrench 

depth (nm) 

Number of 

observations 

Mean 

depinning field 

(Oe) 

Standard error 

of the mean 

depinning field 

(Oe) 

T test p 

value to 

previous 

nanotrench 

0 15 51.8 1.7  

18 ± 1 9 87.7 1.6 2x10-12 

25 ± 2 2 90.4 9.0 0.86 

30 ± 2 406 94.1 0.4 0.82 

34 ± 2 160 98.5 0.4 1x10-11 

41 ± 1 172 113.2 0.2 2x10-78 

A plot of the depinning field against nanotrench depth is shown in figure 5.4.5. The 

simulations performed in chapter 4 suggested that the depth of a nanotrench has 

larger influence over the pinning strength than its length. Whilst the length of the 

nanotrench does change as the depth is increased, the depth is the focus of this 

study. It is seen in figure 5.4.5 that there is a significant increase in the depinning 

field with the introduction of the nanotrench. All of the subsequent data points show 

that the depinning field increases as the nanotrench depth does. The four data 

points found between 18 and 34 nm appear to show an approximately linear 

relationship. For the final data point (i.e, for the larger depth), the depinning field 

increased by a relatively larger amount. This could be due to the nanowire being 

altered beyond the initial nanotrench itself. As previously discussed, a larger 

asymmetry developed within the nanotrench as the depth increased. An AFM scan of 

that particular nanotrench also revealed that the nanowire had material removed 

across a 550 nm region. As this is relatively large compared with the original 

nanotrench length, it is likely that this relatively important geometric variation also 

influenced the site pinning strength when compared with previous nanotrench 

dimensions.   

In order to assess how these experimental results compare with the computational 

model created in chapter 4, simulations were carried out on a nanowire of similar 

dimensions. One set of simulations were completed with square approximations for 

the nanotrench geometry whilst another set used triangular simulations in an 

attempt to observe which would provide a closer match with the experimental 

results. All simulations were applied on a 320 nm wide, 55 nm thick nanowire with a 

5x5x5 nm3 cell size. Figure 5.4.6 contains the plot for all three datasets. As the 
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nanotrench depth is increased, there is no drastic change in its length. As this is the 

case, the following simulations were carried out using nanotrenches of constant 

length. The square nanotrench simulations were all conducted with a nanotrench 

length of 100 nm, in an attempt to approximately replicate the amount of material 

removed, whilst the triangular cases had a surface length of 160 nm, similar to the 

values of the experimental nanotrenches. 

 

Figure 5.4.5: Plot of depinning field against nanotrench depth for the 320 nm wide, 

56 nm thick nanowire. Error bars represent the standard error on the mean. Data 

point at 0 nm indicates the switching field before the presence of a nanotrench and 

is included as a reference. 

 

Figure 5.4.6: Experimental and computational results for the 320 nm wide, 56 nm 

thick nanowire.  
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The first observation to note from fig 5.4.6 is that the simulation results for both 

cases always predict lower depinning fields compared to these measured 

experimentally. It should be said that the experimental and simulated values were 

not expected to match due to the simulations being conducted at 0K temperature. 

However, it is normally expected that the values of the experimentally-measured 

depinning field should be lower that the simulated ones due to thermal fluctuations. 

The discrepancy observed here may be explained by the fact that the material 

parameters used in the simulations do not exactly match the actual physical values, 

and in particular, the damping parameter. In these simulations, a damping 

coefficient of 0.5 was used in order to speed up simulations whereas the damping 

coefficient to accurately simulate permalloy is 0.01-0.02 [24]. A previous study by 

Broomhall and Hayward [188] found that increasing Gilbert damping acted to reduce 

the stochasticity of DW pinning along. Increasing the damping also had the ability to 

reduce the strength of depinning fields. This could provide an explanation of how 

the simulated values for the depinning fields found in this study are lower than those 

found experimentally. Nevertheless, given that the simulation results are important 

to observed qualitative trends, the results presented here are still relevant for 

comparison.  

In terms of general trend, the data simulated using the computational models do 

produce similar results to the experimental dataset. However, whilst the triangular 

case is designed to more accurately match the experimental nanotrenches, the 

square simulations appear to produce a more matching trend. In addition, the 

difference between the simulated and experimental data in the triangular case 

tended to gradually reduce with the increase in the nanotrench depth to the point 

where this difference became smaller than that of the rectangular case. In fact, in 

the square case, the difference between experimental and computational remained 

approximately constant throughout.  

This general agreement observed in terms of trend between the computational 

model and the experimental data provides evidence to support the finding that 

deeper nanotrenches pin magnetic DWs more strongly. The experimental trend 

generally supports simulations suggesting that this relationship is approximately 

linear, however more datapoints are needed to confirm this.   

It is worth noting at this stage that all simulations conducted in this study do not 

account for the presence of any “pile-up”. This was done as the amount of pile-up 

that occurs during the creation of a nanotrench is unpredictable and not always 



168 
 

present. The previous study [123] and the computational and experimental results 

all indicate that the depth of a nanotrench into the nanowire is highly influential on 

the depinning fields. Therefore to save time on running multiple versions of 

simulations accounting for different sets of pile-up, it was decided to ignore the 

presence of pile-up computationally. The analysis of the effect of pile-up on the 

depinning strength is a subject worthy of study. 

5.5 Investigation of an alternative sample design for multiple 

parallel measurements  

With promising results using the 10 nm thick wire and the 56 nm thick nanowire, the 

study progressed with the aim of obtaining similar datasets for nanowires of varying 

dimensions in both width and thickness. In an attempt to speed up the experimental 

process, a new device layout was designed and created. An SEM image of this new 

design can be found in figure 5.5.1.  

 

Figure 5.5.1: SEM image of the newer device design. 

The motivation for the new design was to reduce the number of electrical contacts 

required to enable all four nanowires on the chip to be simultaneously connected for 

AMR measurements. This would need to be achieved whilst leaving enough space for 
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the AFM probe to reach access surface for machining without having to remove the 

wire contacts necessary for the AMR set-up. A key change was that, with previous 

experiments, only one wire at a time was wired and so could be measured in the 

AMR set-up. The new design would allow all four nanowires to be machined and then 

measured simultaneously, speeding up the overall experimental process. In order to 

save space, the device was designed such that there would be one common current 

input to all four nanowires. This would save three wires needing to be connected, 

freeing up the space along one edge of the chip. This would leave the space required 

for the AFM probe to approach and reach the surface. To control the current path 

through the required nanowire at each stage, three additional wires were designed 

and connected to each nanowire. These would provide the remaining current path 

along with the two voltage probes.  

The initial sample creation was successful providing a wider range of nanowire 

widths. SEM images of the four nanowires measured on one chip are shown in figure 

5.5.2. The thickness of these nanowires ranged between 53 and 59 nm.   

 

Figure 5.5.2: SEM images of the four nanowires within the new design. 

AMR measurements were successfully taken for each of these wires. However, the 

shape of the data in most cases was very different to previously measured 

nanowires. Examples of AMR data for each of these nanowires are shown in figures 

5.5.3-6.  
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Figure 5.5.3: Example of AMR data for wire A in the new device. a) shows the field 

passing from postive into negative field values, whilst b) shows the opposite. In 

both plots, the left y-axis represents the resistance before the introduction of a 

nanotrench, the right y-axis shows the resistance after. 

 

Figure 5.5.4: Example of AMR data for wire B in the new device. a) shows the field 

passing from postive into negative field values, whilst b) shows the opposite. In 

both plots, the left y-axis represents the resistance before the introduction of a 

nanotrench, the right y-axis shows the resistance after. 

Data for wire A is shown in figure 5.5.3 and displays a recognisable AMR trend when 

the field passing through the 0 point in the negative direction, decreasing in value 

before jumping back to the previous resistance. Whilst increasing it shows a shape 

very different. The resistance shows an initial drop at low fields before reducing 

a) b) 

a) b) 
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further. This gives an indication that the voltage probes are not ideally positioned or 

sized to detect the magnetisation just within the nanowire.  

Wire B data is shown in figure 5.5.4, it shows an AMR trend that is similar to what is 

expected for a nanowire, however it is relatively noisy. Thus, it is difficult to 

observe the presence of a DW within the nanowire.   

 

Figure 5.5.5: Example of AMR data for wire C in the new device. a) shows the field 

passing from postive into negative field values, whilst b) shows the opposite. In 

both plots, the left y-axis represents the resistance before the introduction of a 

nanotrench, the right y-axis shows the resistance after. 

AMR data relating to wire C is found in figure 5.5.5 and is similar to wire A such that 

one half of the trend is as expected. As the applied field increases, there is a clear 

decrease in resistance, followed by a sharp jump at a higher field. The trend beyond 

this point appears to show the resistance at a steady value. When decreasing the 

field however, there is a gradual decrease in the resistance which does not increase 

until the field is applied back in the positive direction.  

Finally figure 5.5.6 shows AMR data taken for wire D. This particular dataset is 

extremely noisy and much more volatile than any of the datasets taken for the other 

three nanowires. The current was increased for this nanowire in an attempt to 

reduce the noise, but this was the most it could be reduced by without applying a 

current that would risk melting the nanowire. Once again, despite the noise, the 

overall trend of the data is very different to what is expected as the resistance 

starts low and jumps in value as the field is reduced. In addition to this, the 

resistance does not return to the value corresponding to uniform magnetisation in 

a) b) 
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positive fields. When the field is increased, the resistance gradually reduces without 

increasing in value until passing back through 0 field as in wire C.  

 

Figure 5.5.6: Example of AMR data for wire D in the new device. a) shows the field 

passing from postive into negative field values, whilst b) shows the opposite. In 

both plots, the left y-axis represents the resistance before the introduction of a 

nanotrench, the right y-axis shows the resistance after. 

The overall AMR trends imply key differences within the device design making it 

more difficult to properly observe the magnetisation behaviour within a nanowire. 

One difference that may be key from previous devices is with regards the nanowire 

length. All previous nanowires measured approximately 10 μm or longer in length 

while the nanowires in this new device measured only 2 μm in between the voltage 

probes. As the nanowires in this case are relatively very thick, there is a possibility 

that any DWs occurring in these nanowires are the proposed Landau DWs presented 

by Nguyen and co-workers[28]. As these DWs are relatively very long, it is possible 

that they may occur but not be contained within the relatively short nanowire. This 

may affect the observed trends in the AMR data.  

Another possible factor may be the relatively large voltage probe pads. The pads in 

this instance are larger than those previously used. This factor combined with the 

decreased nanowire size may cause the voltage probes to act as a thin film within 

the measured region. As the probes themselves are comparable in size to the 

nanowires, they may affect the shape of the AMR data as the magnetisation reverses 

within them. This would make the observation of changes in magnetisation relating 

only to the nanowire difficult.  

a) b) 
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Another device was made simultaneously along with this one. The design was 

identical and located on the same wafer during the fabrication process. Leading to 

nanowires of similar thickness and widths ranging between 275 – 400 nm. These 

nanowires were also wired and measured in the AMR set-up. The resulting AMR 

trends were very similar, including the same equivalent wire D producing extremely 

noisy datasets. This provided further evidence that there are most likely issues with 

the new design itself.  

Despite these unusual AMR trends, nanotrenches were created in all 4 nanowires on 

the first chip, in an attempt to observe any differences they would generate in the 

AMR data. The resulting nanotrenches in each nanowire can be seen in figure 5.5.7. 

The average depths for the nanotrenches in wires A, B, C and D were approximately 

16 nm, 45 nm, 5.5 nm and 16 nm, respectively. The significantly deeper depth for 

the nanotrench in wire B was not intentional. During the machining process a error 

occurred within the AFM software. It is believed that this error caused a relative 

misalignment with the photo-sensitive photo diode (PSPD) within the AFM and so a 

much larger force was applied during the scratch than intended.  

 

Figure 5.5.7: AFM images of the generated nanotrenches in all four nanowires of 

the new sample design. 
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The data taken after these nanotrenches were created are shown in figures 5.5.3-6 

represented by the red data lines with the resistances given by the y-axis on the 

right. The effects of the introduction of a nanotrench varies for each nanowire. In 

some cases, the field at which some events occur increase in magnitude, as 

expected. In some cases however, the trend moves towards a smaller absolute field 

value.  

In order to continue the study and provide more data points, the nanotrenches were 

to be further machined as done previously. However, before this was possible the 

resistance readings related to wires B and D caused an error reading following a gap 

in measurements being taken. On further inspection with a microscope, it was found 

that the central region of wire B was missing, similar to the case with the 320 nm 

wide, 56 nm thick nanowire. Wire D had also broken but not within the nanowire 

itself. An AFM image showing wire D following this break is found in figure 5.5.8. It 

can be seen that the nanowire itself has become deformed whilst the extend region 

of the nanowire beyond the voltage probe has disappeared. This could have been the 

result of a static leading to a current surge. It is possible that there may have been 

some defect or issue with the device design that caused a weakness within this 

section of the nanowires. This defect may have been the cause of the original noise 

found in the AMR data for that specific nanowire.   

 

Figure 5.5.8: AFM image of nanowires D (left) and C (right) following wire D 

breaking. 
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Following this the nanotrenches in wires A and C were machined further in order to 

obtain a second data point for each of them. However, on reintroduction to the AMR 

set-up both remaining nanowires were destroyed. As the previous nanowire had gone 

through multiple cycles of machining and AMR measurements, it is likely that the 

relatively easy destruction of the remaining nanowires was related to the sample 

design.  

Along with this sample, a second device with an identical design was created on the 

same wafer leading to very similar thicknesses. The nanowire widths were patterned 

such that the widths were very similar to the first sample. The four nanowires on the 

second sample were measured in the AMR set-up. The resulting AMR trends were 

very similar to the nanowires on the first sample. Each of the four nanowires showed 

similar data sets to the counterparts from the first sample. These results support the 

theory that the differences observed in the AMR data are due to the sample design. 

These nanowires were scratched and following AMR measurements were made, with 

similar outcomes to the first instance. Unfortunately at this point the AFM system 

became faulty and a long delay occurred before it could be repaired. Due to the 

large time interval between the initial machining and the point at which the AFM 

was made operational again, it was decided that these nanowires could no longer be 

used. This was due to the possibility that any results may have been corrupted by 

any possible oxidation of the sample and accurate nanotrench measurements may no 

longer be possible. At this point, no further work was completed on this alternative 

device design.  

5.6 Additional AFM nanomachining experiments for the 

exploration of future studies 

In preparation for the experiments to be carried out at the Advanced Light Source 

facility, numerous nanowires were fabricated. The experiments discussed in section 

5.3 involved creating nanotrenches and observing DWs pinned at them. For practical 

reasons, it was not possible to conduct the ALS experiments with the objective of 

deepening the nanotrench on the same wire and to observe changes in depinning 

fields. However, in order to maximise the beamtime available at the ALS facility, 

AFM nanomachining was used to create more complex features within the nanowires. 

This was done in an attempt to observe how these features may influence the 

structure and motion of DWs.  
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The first of these structures considered related to computational cases where the 

length as well as the depth was varied. The intention was to create a nanotrench 

with an extended length. To create such a feature, a series of ten 4 μN scratches 

were conducted on a nanowire measuring approximately 445 nm wide and 42 nm 

thick. Each scratch was performed across the width of the nanowire, spaced 

approximately 50-60 nm apart such that the total length was approximately 500 nm. 

An AFM image of the resulting feature is shown in figure 5.6.1. The average linescan 

along the length of the nanowire is shown in figure 5.6.2.  

 

Figure 5.6.1: AFM image of extended nanotrench created in a 445 nm wide, 42 nm 

thick nanowire. 

It is seen that whilst the resulting nanotrench does not span the full 500 nm, its 

length is significantly larger than those created previously. The deepest region of 

the nanotrench measured approximately 13 nm below the surface of the nanowire. 

In previous cases the nanotrench floor was very small as the overall shape 

approximated a triangle. In this instance the nanotrench floor measured 

approximately 140 nm in length. As the sidewalls are angled, at the level of the 

surface of the nanowire, the total length reaches approximately 240 nm. From the 

AFM image and the average linescan, it is clear to see that there are very large 

amounts of pile-up located at each end of the extended nanotrench. This may be a 

factor in any DW interactions.  
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Figure 5.6.2: Average linescan of extended nanotrench created in a 445 nm wide, 42 

nm thick nanowire. 

 

Figure 5.6.3: M-TXM images taken at the ALS facility of DWs pinned at the 

fabricated extended nanotrench in a 445 nm wide, 42 nm thick nanowire. Each row 

of images are taken from separate hysteresis loops. a) raw unprocessed image to 

demonstrate nanotrench position. b) and c), d) and e), f) and g) are pairs of divided 

images showing DW pinned and then propagated within separate hysteresis loops.  

Figure 5.6.3 contains various images displaying DWs pinned at the extended 

nanotrench on the left and the corresponding images following the DW propagated 

on the right. In some of the images, it can be seen that the DW pinned at the 

extended nanotrench becomes extended over a relatively large length. Whilst some 

DW structure was observed in previous nanowires, the size of the DW appears to be 
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larger in these images. This gives an indication that this extended nanotrench may 

pin the DW over a larger range causing the DW itself to stretch across a longer 

section of the nanowire.  

The second experimental feature created was inspired by the resulting asymmetry in 

the nanotrench created within the 320 nm wide, 56 nm thick nanowire. The 

intention in this instance was to create an L shape feature imprinted onto the top 

surface of the nanowire. This  was done by creating an initial nanotrench, then 

removing some material across the nanowires  width for an extended region of the 

wire length from the location of the nanotrench. To generate this feature, an 

approximately 570 nm wide, 57 nm thick nanowire was used. Initially, four 5 μN 

scratches were performed to create a standard nanotrench approximately 17 nm 

deep. Once this was achieved, a series of three5 μN scratches were performed 

across the nanowire, from the centre of the nanowire out towards its edge. These 

sets of scratches were applied similarly to those in the extended nanotrench case. 

AFM images of the resulting feature can be seen in figure 5.6.4.  

 

Figure 5.6.4: AFM images a) side-view, b) top-down view of L-shaped feature 

created within a 570 nm wide, 57 nm thick nanowire. White outlines to guide the 

eye to the overall shape of the feature. 

As figure 5.6.4 shows, an L-shaped feature was achieved. Material was removed 

creating a lower levelled platform along the nanowire width. A linescan along this 

region is shown in figure 5.6.5. This platform occurs across approximately 200 nm of 

the nanowire surface and has a thickness approximately 17 nm less than the rest of 
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the nanowire. This region of the nanowire spans approximately 800 nm along the 

nanowire’s length.  

 

Figure 5.6.5: Plot of linescan across the width of the 570 nm wide, 57 nm thick 

nanowire displaying the thickness change across the L-shaped nanotrench. 

Images taken of the magnetisation of this nanowire at the ALS facility are displayed 

in figure 5.6.6. In all of the images shown in figure 5.6.6, it can be seen that the DW 

structure spans at least the length of the created pinning site. An approximate L-

shape can be observed at the boundary between the magnetisation directions. This 

give a possible indication of potential applications of AFM tip-based nanomachining 

for further control and manipulation of DW movement and structure.  

The final nanowire presented in this study does not feature any nanotrenches across 

the whole width of the nanowire as done previously. The possibility of controlling 

the DW movement along the nanowire was considered as opposed to only stopping 

the DW at one site. An idea was proposed that indentations could be created at the 

edges of the top surface to act as pinning sites along the nanowire length. For this 

case, an approximately 560 nm wide, 50 nm thick nanowire was used. The design 

intention was to create indentations on alternating edges of the nanowire spaced 

along its length. Attempting to achieve this, four sets of five 5 μN scratches were 

performed. Each set of scratches began in the centre of the nanowire and moved 

outwards, to not remove material along the entire width. This was done in four 

positions, in alternating directions, spaced approximately 500 nm between sets. 

Figure 5.6.7 shows AFM images of the results.  

 



180 
 

 

Figure 5.6.6: M-TXM images taken at the ALS facility of DWs pinned at the 

fabricated L-shaped nanotrench in a 570 nm wide, 57 nm thick nanowire. Each row 

of images are taken from separate hysteresis loops. a) raw unprocessed image to 

demonstrate nanotrench position. b) and c), d) and e), f) and g) are pairs of divided 

images showing DW pinned and then propagated within separate hysteresis loops.  

 

Figure 5.6.7: AFM images showing a) and b) side-views, c) top-down view of the 

alternating indentations created along a 560 nm wide, 50 nm thick nanowire. The 

green circles are to guide the eye to highlight the features. 
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Figure 5.6.7 displays a series of generated indentations along the length of the 

nanowire. Unfortunately, the resulting features did not match exactly what was 

intended. In particular, the aim was to create a set of indentations where the 

thickness would be explicitly reduced by some value as seen in the L-shaped 

nanotrench. The resulting features however show a more gradual change in thickness 

at the edge of the nanowire. Whilst this is not what was intended, the features 

should still act as pinning sites. The indentations varied in width across the wire, the 

largest feature spanned up to 350 nm of the nanowire width, whilst the others 

spanned 230 nm, 165 nm and 100 nm. Images were taken at the ALS facility and 

some of them are reported in figure 5.6.8. 

 

Figure 5.6.8: M-TXM divided images taken at the ALS facility of DWs moving 

between alternating indentations  a 560 nm wide, 50 nm thick nanowire. a), b) and 

c), d), e) and f) are sets of Images showing DW pinned and then propagated within 

separate hysteresis loops.  

The top row of images shows the presence of a DW at the first indentation. The 

boundary between magnetisations is angled showing some DW structure. As it is not 

possible to see the exact location of the indentations in these images, it may be that 

this boundary is diagonal from the first indentation to the next located on the 

opposite side of the nanowire.  

As the applied field is increased from 55 Oe to 62 Oe, some contrast in the images 

can be noted. A triangular region of the nanowire switches magnetisation from the 

previous location of the DW. This indicates that the DW has moved along the 

nanowire but is still trapped and unable to propagate through to the end. This 
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movement occurs between the same field steps for multiple hysteresis loops with 

figure 5.6.8 only demonstrating two examples.  

As the applied field is further increased to 70 Oe, the rest of the nanowire switches, 

indicating the DW has escaped the pinning sites, propagating through to the end. 

These series of images demonstrate evidence supporting that a set of such 

indentations may be used to control the movement of a DW along a nanowire.  

5.7 Summary 

In this section, the key results of the experimental work conducted in chapter 5 will 

be summarised.  

Initial experiments were conducted testing the cutting direction for AFM tip-based 

nanomaching using a three-sided pyramidal tip. Thin films were used during this 

test. It was found that the horizontal cutting direction produced the cleanest cut 

with the least overall pile-up.  

AFM tip-based nanomachining was used to create vertical nanotrenches in several 

permalloy nanowires. AMR measurements were used to detected the presence of 

DWs and measure the depinning fields for nanotrenches of varying depths. To 

support these results, magnetic full-field transmission soft x-ray microscopy was 

used to directly image DWs pinned at the generated nanotrenches in the nanowires. 

These results support the viability of using AFM tip-based nanomachining to create 

DW pinning sites.  

Further work included the experimental study of a 56 nm thick, 320 nm wide 

nanowire. Multiple nanotrench depths were measured using AMR. To support these 

experimental results, simulations were conducted on a nanowire with similar 

dimensions. These results qualitatively agreed with each other and showed an 

approximately linear relationship between pinning strength and nanotrench depth.  

Two further samples were fabricated with an alternative design with the intention of 

streamlining the experimental process. AMR measurements were conducted and 

resulted in trends unlike those observed in previous nanowires. AMR data relating to 

each of the four wires in each sample gave comparable results. Indicating issues with 

the sample design. All four nanowires on the same sample broke after one round of 

machining due to various reasons. Further measurements on the second sample were 

restricted due to failure in the AFM system.  
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Three additional nanowires were modified with more complex features in an 

attempt to observe how DWs interact with them. There were an extended 

nanotrench, an L-shaped nanotrench and alternating indentations. MTXM was used to 

observe the DWs pinned at these features.   
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6. Conclusions and Future work 

This chapter concludes the Thesis by discussing to which extent each of the 

knowledge gaps identified in Chapter 2 were addressed and by presenting the key 

findings and conclusions reached from the work. Ideas for future investigations to 

follow on from this study are also suggested. 

6.1 Knowledge contributions and key conclusions 

Given the recent efforts from the micro and nanomanufacturing research community 

in developing AFM tip-based nanomachining, there is a drive to find potential 

applications for the technique. At the same time, studies focussed on the behaviour 

of magnetic domains in small scale devices have been of interest to researchers due 

to their potential to be used in various applications such as data storage and 

memory. A potential obstacle in these applications however relates to the need for 

the reliable control of the motion and positioning of the boundaries between these 

domains known as domain walls (DWs).  

This study aimed to combine these two fields of research as it was suggested that 

AFM tip-based nanomachining could be used to artificially create sites that could pin 

DWs within magnetic nanowires. Based on the analysis of the literature in chapter 2, 

some knowledge gaps in this area were identified. Each of these are listed below 

together with a summary of how this study attempted to address them and the key 

conclusions found. 

Knowledge gap: Investigation on the interaction between different types of DWs and 

the specific geometry of vertical nanotrenches. 

• The methodology followed to explore this was to conduct a computational 

study focusing on the effects of length and depth of different types of 

vertical nanotrenches on DW pinning strength. This was the specific focus of 

the work reported in Chapter 4. First nanotrenches were studied that 

consisted of square walls. The simulated pinning strength values were then 

compared with those produced for equivalent size triangular nanotrenches. 

triangular in shape. This particular shape was also considered as it is more 

akin to features created using AFM tip-based nanomachining. The 

computational work was conducted on three different nanowire dimensions. 

More specifically, to investigate transverse DWs, two nanowires were 

modelled (respectively 50 nm wide, 10 nm thick and 100 nm wide and 25 nm 
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thick), while a 200 nm wide, 50 nm thick nanowire was employed to study 

vortex DWs.  

• This computational study indicates that the shape, as well as size, of 

vertically placed nanotrenches does influence the pinning strength. Square 

and triangular nanotrenches were studied for each of the three nanowire 

sizes. 

• For transverse DWs, it was observed that both square and triangular 

nanotrenches were chirality independent. The effect of depth on the pinning 

strength was found to be similar in both cases, increasing approximately 

linearly with depth. However, there was a difference in effect regarding the 

nanotrench length. In particular, the influence of the length on the pinning 

strength was small beyond a value of 100-150 nm in the square nanotrench 

case. However, the triangular configuration resulted in an initial increase in 

pinning strength, followed by a reduction as the length of the nanotrench 

increased further. It was observed that this may be due to an angular 

dependence. When plotting the depinning field against the angle of the 

nanotrench wall, it was found that the pinning strength begins to drastically 

fall for angles below 10°. Regardless of the angular dependency, it was found 

that the pinning strength of triangular nanotrenches is weaker than their 

square counterparts, even when the same amount of material is removed.  

• In comparison, for vortex DWs, chirality testing resulted in inconclusive 

outcomes. This was due to various chiralities resulting in varying depinning 

fields whilst not providing any perceivable trend. The results found for 

square nanotrenches were similar to those in the transverse DW case. 

Similarly, it was generally seen that the square nanotrenches pin DWs 

stronger than the triangular nanotrenches. The relationships found when 

comparing pinning strength to length and depth of the nanotrench are 

comparable for the square and triangular shapes. In the triangular 

nanotrench case, the data was affected by the occurrence of metastable 

asymmetric transverse walls as opposed to vortex DWs. In the instances 

where these metastable walls did not occur, there appears to be an initial 

increase in nanotrench pinning strength before a gradual decrease with 

increasing size.  

• To support the angular dependence on pinning strength, trapezoidal 

nanotrenches were studied. For transverse DWs, the results compliment the 

triangular case, with the depinning fields reducing when the angle of the 
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nanotrench wall reduces below 10°. For the vortex case, a small but gradual 

increase in pinning strength is seen as the angle reduces to an angle of 

approximately 27°, at which there is a sudden drop in depinning fields. These 

values continued to reduce steadily with the reduction in angle. In summary, 

domain walls can be pinned by vertical nanotrenches. Size and geometry are 

important factors in the pinning strength of such sites. Generally square 

nanotrenches pin domain walls stronger than triangular nanotrenches of 

similar size. Depth of the nanotrench has a greater influence over the pinning 

strength than the length.  

 

Knowledge gap: Demonstration that AFM tip-based nanomachining can be used to 

created artificial pinning sites for DWs. 

• Following the computational study conducted in Chapter 4, Chapter 5 

reported the actual implementation of the AFM tip-based nanomachining 

technique to create vertical nanotrenches across the width of a number of 

different ferromagnetic permalloy nanowires. AMR measurements were first 

utilised to indicate the presence of DWs pinned at such sites. To verify and 

support the outcomes of the AMR measurements, magnetic full-field 

transmission soft x-ray microscopy was also employed on multiples nanowires 

that contained similar nanotrenches cut with an AFM. In this case, DWs were 

directly imaged to be pinned at such sites. These complementary 

measurements provided additional evidence that AFM tip-based 

nanomachining is a technique capable of creating artificial pinning sites for 

magnetic DWs.In summary, there is experimental evidence supporting the use 

of AFM tip-based nanomachining to create artificial domain wall pinning 

sites. 

Knowledge gap: Experimental confirmation that vertical features can be used to pin 

DWs and in particular, that the pinning strength increases with the depth of such 

features. 

• In chapter 5, numerous permalloy nanowires were fabricated and 

nanotrenches inserted across the width of their top surface via AFM tip-based 

nanomachining. Some of these nanowires were machined several times with 

the intention of observing the effects of deepening the nanotrench on the 

pinning strength. An initial 11.5 nm thick, 685 nm wide nanowire provided 
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promising preliminary experimental results suggesting that the depth of such 

nanotrenches increased the pinning strength. This initial outcome was 

supported by a more successful experiment with a 56 nm thick, 320 nm wide 

nanowire. In particular, additional data points were obtained, showing a 

general agreement with the simulation results of Chapter 4 that the increase 

in depth of a nanotrench results in a higher pinning strength. Further 

attempts were made to obtain data relating to a range of nanowire 

dimensions. However, issues with the sample design and the AFM instrument 

limited the ability to obtain further data.  

• In summary, there is experimental evidence showing that domain walls can 

be pinned using vertically inserted nanotrenches. Furthermore it is shown 

that the strength of such pinning sites increases as the depth of the 

nanotrench increases. 

This thesis shows that AFM tip-based nano-machining is a viable method of creating 

artificial pinning sites capable of controlling magnetic domain wall motion. It has 

also shown computational and experimental evidence that such domain walls are 

able to be pinned and controlled via the insertion of vertical nanotrenches along the 

top surfaces of nanowires. Finally it has shown computational evidence that the size 

and geometries of such nanotrench have an influence over the pinning strength of 

such sites.  

6.2 Further work 

Following on from this study, there are various avenues where further research may 

be conducted.  

The first of these relates to obtaining more datasets relating to nanowires of various 

sizes. This is desirable to gain further understanding of the relationship between size 

and pinning strength in practice.  

Another possible study concerns investigating the material’s resistance to AFM tip-

based nanomachining. In chapter 5, it was found that scratches made with the same 

applied force on a nanowire and on a thin film of the same material resulted in the 

machining of different size features. It was also observed that the nanowire became 

harder once an initial scratch had been performed.  

Brief experiments discussed at the end of chapter 5 raise another possible line of 

future investigations. In particular, this study has shown that AFM tip-based 

nanomachining can be used to pin DWs at relatively simple nanotrenches. However, 
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this can be expanded to add more complex features to nanowires. Such artificially 

created pinning sites may be used to control the motion of DWs along a nanowire by 

adding multiple features along its length. An AFM may be used to create vertical 

trenches or cavities of particular shapes in an attempt to control or alter the 

structure of any present DWs. The possibilities here are only limited by how such 

vertical features can be created using AFM tip-based nanomachining.  

Finally, the emergence of skyrmion racetrack memory was mentioned at the start of 

the Thesis, in section 1.1.10. A key issue regarding this technology relates to 

preventing the skyrmions from moving away from the racetrack centre and 

annihilating at the walls. In the future, it may be of interest research whether AFM 

nanomachining can be used to create features that may prevent this from 

happening. More specifically, it may be reasonable to envisage that scratches may 

be performed with the intention of creating a track along thin films to avoid 

skyrmion annihilation.  
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