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Summary 
Supported gold nanoparticles are used for a wide range of catalytic processes. For example, 

Au/MgO catalysts are used in the low temperature oxidation of CO and the oxidation of 

alcohols. In this work, the most stable Au clusters of sizes up to 19 atoms on MgO(001) are 

determined (Aun/MgO, n < 20). The Au clusters are created through the employment of two 

methods using DFT to minimise the electronic structure: i) a systematic build-up method and 

ii) unbiased global optimisation methods, i.e. genetic algorithm and basin hopping Monte 

Carlo. Optimisations are performed using dispersion corrected density functional theory 

(DFT-D). Trends relating to the structural and electronic properties that are associated with 

an increase in cluster size, are also evaluated and discussed concluding that as the Au clusters 

increase in size, they transition from perpendicular planar structures to parallel planar 

structures with an Au (111) interface configuration with the MgO support.  

Searches for stable clusters performed with a Monte Carlo global optimisation procedure 

used empirical potentials to determine the energy. The resulting structures were 

subsequently optimised using DFT to determine the validity of the method for the Aun/MgO 

(n < 20) system, and comparisons of the energetic and structural parameters of the clusters 

made to the findings of the previous search methods employing DFT. However, this 

methodology was not successful for determining the most stable clusters for the system 

(where n < 20). 

Once the most stable Aun/MgO systems were determined, the structures were employed in 

a study of the Ostwald ripening growth process. We have employed DFT calculations to 

calculate the barriers associated with ripening, combined with microkinetic simulations to 

investigate two mechanistic processes, ripening and digestion, relating to Au clusters size 

changes on a MgO(001) support. 
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Chapter 1 

 

 

Introduction 
 

 

A catalyst, in simple terms, is a substance that accelerates a chemical reaction without itself 

being affected. For many reactions in chemical industry, catalysts are extremely important, 

if not vital,1 as they serve to reduce the activation barriers and increase selectivity to 

reactions. 

Examples of major industrial process that rely on catalysts include, the water gas shift 

reaction for the production of hydrogen, the contact process in the production of sulphuric 

acid and the Haber process for the production of ammonia.2 The products formed in these 

processes go on to be used in further reactions to form a wide range of other products. For 

this reason, the utilisation and performance of a catalyst has huge financial implications. 

The catalyst can come in many forms, but can be categorised into, homogenous, 

heterogeneous and biological. However, discussion in this thesis will focus on heterogenous 

alone. For heterogeneous catalysts (those which are typically found in the solid state, 

whereas the reactants are gas or liquid phase) their efficacy can be determined by the quality 

of the catalyst surface.3–7 This is because heterogeneous catalytic reactions usually follow a 

series of common steps: 

• Adsorption of reactant to active site. 

• Chemical transformation for the formation of products. 

• Desorption of products from the active site.  
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A careful balance between adsorption and desorption needs to be set up to allow for product 

formation. This relationship is described by the Sabatier principle,8,9 which states that the 

interactions of the species with the surface must not be too strong or too weak. A stronger 

than desired interaction will prevent the species from moving to the next stage and may lead 

to the poisoning of the catalyst. A weaker than required interaction will prevent the reactant 

from “sticking” to the surface long enough to support a successful reaction, rendering the 

catalyst ineffective.10 The adsorption and desorption processes are characterised by the 

degree of interaction that the catalyst surface has with reacting molecules. This is governed 

by the orbital interactions, that lead to bonding and anti-bonding states.  

The adsorption, reaction and desorption steps occur on a catalyst at a region called an “active 

site”, an ensemble of atoms responsible for the catalysis of a reaction. An understanding of 

the structure and composition of the active site for particular reaction is great importance 

to maximise the number of active sites during the production of an efficient catalyst. 

Nanoparticle size and shape 

Size effects 
Commonly, heterogeneous catalysts are formed by a large area of material which supports 

metal nanoparticles, that form the active sites. Metal nanoparticles (NPs) are a collection of 

bonded atoms that may consist of particle arrangements, the size of these particles dictates 

the number of atoms as well as the particular arrangements present. Depending on the 

number of atoms that make up these NPs, they are also termed “clusters”. In this thesis, the 

term “clusters” is used interchangeably with nanoparticles for structures below 1.5 nm in 

size.  

Figure 1.1: Adsorption, transformation and desorption of molecules on a catalytic surface. The blue 
atoms represent the atoms in the surface, whilst the yellow and red atoms represent reacting particles. 
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For supported metal catalysts, the properties that govern the careful balance between 

adsorption and desorption of molecular species are described by the geometric and 

electronic structure of these active sites. Typically a particular arrangement of atoms that 

make up the active site, is especially effective for reaction transformations. Therefore, 

numerous researchers have determined that controlling particle size is of vital importance 

to control the activity3,6,11,12 and the selectivity13–15 of the catalyst. This because the 

properties of the active site change with size. For example, once particle size reaches the 

“nano” scale, i.e. 1nm, then size of the particle is too small to be comparable to the 

wavelength of the electron and quantum size effects play a significant role in terms of the 

electronic characteristics.16 At quantum sizes, the electronic structure changes from a band 

structure in the bulk to discrete energy levels in isolated atoms, see Figure 1.2. This results 

in the production of discrete energy levels in the electronic spectrum rather than the 

expected continuum seen as for extended metals, due to the reduction in the number of 

electrons.17–19 Electron transition between the states affect the emission and adsorption of 

photons, resulting in large changes to the optical properties of semi-conductors and metals, 

as a function of particle size. For instance, colloidal suspensions of Au show different colours 

depending on the size of the nanoparticles.20 

The structural properties of “nano” particles are also important. All atoms in a particle can 

be divided into surface atoms and atoms in the bulk. The smaller the particle the greater the 

presence of surface sites, e.g. an Au13 cluster has 92% of its atoms on the surface, whilst an 

Au55 cluster has 76% of its atoms on the surface.21 The ratio of the bulk atoms sharply 

increases with nanoparticle size, for example for a spherical particle 10 nm in size, the 

Figure 1.2:Diagram showing how the electronic band structure changes with the number of atoms. 
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calculated surface to volume ratio is 3 x 108 m-1, for a nanoparticle 1 nm in size this is 

increased to 3 x 109 m-1. The importance of surface atoms is that they are bound to fewer 

neighbouring atoms, therefore, the smaller the particle, the greater the ratio of surface 

atoms and the greater the presence of under coordinated sites. An illustration of this is 

shown in Figure 1.3. For a FCC metal, the atoms in the bulk will have a coordination number 

of 12, for atoms on a terrace, the coordination decreases to 9, for a step site, this decreases 

to 7, and at an edge site the atom has a coordination of 6. 

Particles with lower coordination numbers tend to be more reactive as lower coordination 

leads to less stability and higher reactivity.22 For example, DFT calculations show that 

adsorption of CO and O is stronger on Au edge atoms at steps and kinks than on terrace 

sites.23,24 Under coordinated sites have often been shown to be the active sites for a reaction. 

For instance, in the case of Cu and Cu-Zn catalysts for methanol synthesis, step sites provide 

lower energy barriers to dissociation reactions and transitions states and hence, the greater 

formation of products.5 Therefore, for this reaction, in order to provide enough of these step 

sites, the particles needed to be 8 – 15 nm in diameter, i.e. not too small and not too big. 

Shape effects  
While the size of a nanoparticle can affect its properties, their shape has also been seen to 

have an effect, often in similar ways. An example of how the shape of supported catalysts 

effects reactivity can be found in relation to the Fischer-Tropsch reaction, where synthesis 

gas (H2 and CO) is converted into hydrocarbons of various chain lengths. It was observed by 

Mandić et al.25 that maintaining activity for larger cluster sizes was achievable by the creation 

of “eggshell” particles. These hollow, spherical particles allowed for better flow of species in 

the reaction medium around the active metal component, helping to avoid limitations in gas 

diffusion and increased catalyst efficiency as a result. 

Nanoparticle shape has also been shown to influence CO oxidation activity by Janssens et 

al.26 in a study using various supports with varying NP shapes. The results determined that 

Figure 1.3: Illustration of the various sites on a regular FCC surface. CN is the coordination number for 
an atom at that site. 
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smaller, more rounded particles were more efficient and it was concluded that catalyst 

efficiency and the significance of shape for this reaction is directly related to the number of 

atoms at particular sites, e.g. Au atoms at corner sites were found to be more reactive than 

higher coordinated sites, thus, the greater the number of corner sites determined by the 

shape the nanoparticle adopts, the greater the conversion to CO2. 

Additionally, the creation of more complex and unusual 3D morphologies has also produced 

structures with interesting properties. For example, gold nanorods (Au NRs) have found uses 

in biological applications, such as sensors and drug-delivery systems as they exhibit unique 

optical properties.27 Compared to spherical Au NPs, nanorods have stronger light scattering 

properties from stronger surface plasmon resonance allowing them to be used in 

applications such as the detection of pathogenic DNA. 

The influence that shape has on reactivity extends even further for multi-metallic systems 

and their applications. However, discussion in this thesis is limited to monometallic NP 

systems due to the nature of the research performed.  

Dispersion 
Supported catalyst efficiency is generally increased by a more dispersed surface. A catalyst 

with a greater metal dispersion is characterised by more metal atoms being exposed on the 

surface, with fewer atoms making up the bulk volume of the particles. The better the 

dispersion, the smaller the size of the metal particles and the greater the number of available 

surface sites. As described, low coordinated sites are often more reactive, and as a result, 

there is more active material available for reaction in the form of a greater number of active 

sites. While the active site differs from reaction to reaction, generally, an effective catalyst 

surface consists of a series of well-dispersed, active, metal moieties. As an added benefit, 

higher dispersion also means a smaller amount of metal is necessary to produce a viable 

number of active sites. The metals used in catalysis are often noble metals that are highly 

valuable, such as platinum, palladium, gold, silver and ruthenium, as such, the task in creating 

well-dispersed, active catalysts should be an actively undertaken one. A greater dispersion 

also has the added benefit of reducing the rate of sintering processes, which are explained 

later. 

 

Catalyst preparation 
Initially, the composition of a heterogeneous catalyst is dictated during preparation. There 

are a range of methods for catalyst preparation and these have varying results in terms of 
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their ability to create effective surfaces with active nanoparticles of a specific size and shape 

with narrow distributions.28 As a result, there is no single description of how a solid-state 

catalyst can be made. In basic terms, to prepare a metal supported catalyst, the idea is to 

induce some interaction between the support materials and the metals in a way that 

produces a combined material with catalytic properties. The general steps followed for 

creating a heterogeneous catalyst are: the selection of components, i.e. the support, salt 

precursors, required promotors and solvents, preparation conditions (temperature, pH), the 

mixing of the components (the order of which varies for the method type) and subsequent 

treatments like drying or calcining techniques. 

There are many different methods used to prepare supported metal catalysts, each with 

their own adaptations. The wide range of nanoparticle sizes and shapes obtained by different 

preparation methods, for the same system, shows how important the preparation is to the 

surface of the resulting catalyst. The following section is a brief description of a few of these 

methods, in order to give the general idea behind each. 

Impregnation methods rely on the interaction between the active metal component and the 

support. They involve interactions including ion exchange and adsorption processes and are 

governed by the point of zero charge (PZC) of the surface and the choice of metal salt. The 

PZC is the pH at which the net charge of the adsorbent surface equals zero29 and influences 

the degree of interaction adsorbates have to the surface. Working at pH’s below the surface 

PZC means that the support’s surface is saturated with positive charges, above the PZC the 

surface is negatively charged. This influences the interaction of the surface with adsorbates 

and effects how metals are deposited onto the catalyst support. This then results in varying 

dispersions of varying sized metal nanoparticles. 

Precipitation methods produce crystallites in solution which can then be deposited onto a 

chosen support. A chemical precipitation method for the synthesis of NP’s is generally a 

multi-step process. The metal atoms may undergo an initial reduction by various agents, e.g. 

borohydrides. This is followed by stabilisation of the particles using adsorbents such as 

polymers and surfactants like cetyltrimethylammonium bromide (CTAB),30 which prevents 

the agglomeration of nanoparticles, minimising the distribution of particle sizes. 

Precipitation methods are generally more successful than impregnation in terms of preparing 

small nanoparticles with narrower size distributions.31  

These descriptions satisfy the general procedures of traditional methods, however, exact 

preparation details vary wildly as procedures used by individual experimentalists often have 
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alterations. Additionally, working parameters such as pH, temperature, precursors used, 

stirring during synthesis and subsequent activation treatments (e.g. calcination) are all 

important factors in the shape/size of the resultant nanoparticles and in turn catalytic 

processes. This being said, a “trial-and-error” methodology is often adopted32 and it would 

be of great benefit to guide catalyst preparation with a more operational methodology to 

save both time and cost.  

Once catalyst preparation has been completed, characterisation of catalysts can performed 

with many experimental methods including: Extended X-ray adsorption fine structure 

(EXAFS), diffuse reflectance infrared fourier transform spectroscopy (DRIFTS), X-ray 

adsorption spectroscopy (XAS), mass spectroscopy (MS) and various imaging techniques, e.g. 

transmission electron microscopy (TEM) and scanning tunnelling microscopy (STM). These 

techniques aim to help experimentalists understand the exact nature of what is being formed 

by these preparation methods.  

Catalyst preparation of Aun/MgO catalysts 
The system discussed in this thesis is Aun/MgO (n < 20 atoms), and, with regard to creating 

small Au NP/MgO systems in particular, a wide range of preparation methods have been 

used, in order to increase the control of NP formation. Some of these methods and their 

results are described below. 

Impregnation procedures are used regularly due to the ease of the method, rather than its 

success in producing small NP catalysts. A large Au particle size distribution with particle sizes 

of between 5 nm-10 nm is typically obtained.33,34 The agglomeration of these Au NP’s is 

expedited further with use of chloride salts, typically used in this method.35 Moreover, the 

low pH levels of the Au precursors can cause degradation of the MgO support, rendering 

impregnation a poor technique for synthesising small Au clusters on MgO.36 However, a 

modified version of impregnation, called the double impregnation method (DIM)37 shows 

size distributions of 2-12 nm, with an average particle size of 5.4 nm.38 

Precipitation approaches, such as deposition precipitation (DP) see better results in 

producing small supported nanoparticles. DP has produced catalysts with Au NP’s of around 

3-6 nm.39–41 In addition, the use of a base in the metal solution raises the pH, avoiding MgO 

support degradation. This makes precipitation methods a better choice for creating an 

Au/MgO catalyst. Gold nanoparticles of 6 nm were reported in the literature for Au/MgO 

catalysts prepared by co-precipitation (CP) and on a pre hydroxylated MgO surface, NP size 
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decreases to 4 nm.42 Sol-immobilisation has been used to produce catalysts with average Au 

sizes of 2.6 nm by Bogdanchikova et al.41 and 4 nm when prepared by Gaiassi et al.40 

It is intended that the information gathered from computational studies can be used in 

conjunction with experimental findings to ultimately understand the relationship between 

the structure of a catalyst, the resulting properties and the catalytic performance. The recent 

improvements in the characterisation of catalysts using experimental methods,43 in 

partnership with the advancements in computational methods have meant that 

characterisation of metal supported catalysts has become increasingly more instructive and 

has helped to guide development of catalysts with desired properties.44,45 

Growth and stability of nanoparticles. 

Nucleation 
Greater understanding of the nucleation stage during NP formation may help to provide 

information pertaining to the generation of nanoparticles with specific sizes and shapes.  

Nucleation can be defined as the localised formation of a distinct phase. Nucleation is a 

competition between creating a more stable phase and the energy cost of creating a new 

surface. As an extension of this, nucleation is the first step in the formation of a new 

crystallite. In terms of heterogeneous catalysis nucleation this may start from the first metal 

atom on the surface of a support, which may then come together with other atoms to form 

seeds. As the system undergoes growth processes, the seeds being to form 

thermodynamically stable clusters, Figure 1.4. 

Figure 1.4: Illustration representing the nucleation of seeds on a support, followed by growth 
processes to form clusters. 
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There are two types of nucleation: heterogeneous and homogeneous. The former being 

much more commonplace than the latter. Homogeneous nucleation occurs without 

preferential sites and it requires more energy than heterogeneous nucleation, from the 

requirement of the exposure of a new surface and does not proceed without supercooling 

or superheating of the mixture. Supercooling occurs from decreasing the temperature of a 

liquid to below its freezing point without crystallisation and aids homogeneous nucleation 

by increasing the saturation of the medium. Supersaturation brings about a change in free 

energy, which can balance the cost of creating a new interface, thereby aiding in nucleation. 

Superheating occurs from increasing the temperature of a liquid to above its boiling point 

without vaporisation. In a super-heated state, nucleation sites will form from the energy of 

the increased temperatures. This energy breaks the bonds within the system until the 

creation of a new phase, e.g. steam forming from water. When the overall free energy 

change is negative, nucleation become favourable, see Figure 1.5. At critical seed size (r*) 

nucleation proceeds, as now the nucleus is large enough, and the volume energy high 

enough, to satisfy the energy needed to create a new surface.  

Heterogeneous nucleation occurs at preferential sites, called nucleation sites, or on a 

support that provide a lower effective surface area, e.g. at phase boundaries, defects or 

impurities, lessening the otherwise high free energy barrier that restrict nucleation.46,47 For 

instance, the presence of the MgO support in the Aun/MgO system means that seeds will be 

formed by heterogeneous nucleation. Surfaces promote nucleation because of a 

phenomenon called wetting. The wettability is the affinity of the new phase (in our case Au 

atom clusters) to adhere to the extended surface. As described, nucleation occurs more 

readily at surfaces, but even more readily at high energy sites like defects. This can be 

Figure 1.5: Free energy and its relation to homogeneous nucleation of NP’s 
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explained by the increased binding energies with Au. This increased binding energy anchors 

the atom, and so it becomes the site for more Au atoms to form a cluster,48 therefore, 

facilitating nucleation even further than when occurring on pristine surfaces. Case in point, 

it has been found with Au on oxide surfaces that nucleation occurs at edge, step and defect 

sites preferentially, particular when Au loading is low.49–52 

According to Ferrando and Fortunelli,53 mobility studies are an excellent way to determine 

favourable nucleation sites. If atom mobility is lower, the atom will find it harder to move 

across the surface, requiring more energy, i.e. temperature, to do so. The atom, is therefore, 

much less likely to find one of these anchoring defective sites and will settle with binding to 

a less favourable site (terrace). Thus, the faster the diffusion the more likely it is that 

nucleation will occur only at defect sites. There are therefore, two factors that drive 

nucleation: a low free energy barrier to the seed radius (r*) and a low diffusion barrier for 

atom migration across the surface of the support.  

The rate of nucleation also has an influence on particle size: a fast nucleation relative to 

growth rate results in a larger number of crystallites of smaller size. Whilst the growth 

processes are dominant over nucleation, then fewer nanoparticles of larger sizes are 

produced. The stability of the system dictates the balance of these rates. In terms of catalyst 

synthesis, colloidal and co-precipitation methods rely on the observation of this nucleation 

rate to control particle morphologies. However, once formed, the stability is key to avoid 

growth via, for example, sintering processes. 

Nanoparticle growth 
Once the nucleation of a new phase has occurred, the system will undergo further processes, 

resulting in cluster growth, driven by thermodynamics. Larger particles have a lower surface 

to volume ratio, which results in a lower energy state with lower surface energy (𝛾), 

therefore, larger particles are more stable than smaller particles. Thus, larger particles 

continue to grow and smaller particles shrink and even disappear, often called ripening or 

coarsening.54 Smaller clusters will diffuse to join larger clusters, or atoms from smaller, more 

energetically unfavourable particles will detach to join larger particles. Further discussion of 

growth processes, relating to the specific mechanisms of growth: Ostwald ripening and 

coalescence can be seen in Chapter 4. This is due to the Gibbs-Thompson relation,55 which 

states that the chemical potential (or the partial molar free energy) of a metal atom in a 

particle of radius R, 𝜇(𝑅), differs from that in the bulk, 𝜇(∞) by: 

 



11 
 

11 

𝜇(𝑅) −  𝜇(∞) =  
2𝛾𝑚Ω

𝑅
(1.1) 

Where 𝛾𝑚is the surface free energy of the metal and Ω is the bulk metals volume per atom. 

This relation states that the larger the surface free energy (higher ratio of surface to bulk 

atoms) and the larger the bulk metal volume per atom, the greater the difference in chemical 

potential and the greater the drive to ripening.  

The driving force of the growth processes, is therefore, the chemical potential of the cluster 

atoms on the support. The chemical potential is a measure of how much the free energy of 

a system changes when a number particles of the particle species (𝑁𝑖) is altered while the 

number of the other particles (𝑁𝑗≠𝑖), temperature (T) and the pressure (P) are kept 

constant56. 

𝜇𝑖 = (
𝜕𝐺

𝜕𝑁𝑖
)

𝑇,𝑃,𝑁𝑗≠𝑖

 (1.2) 

The atoms in a smaller NP with a greater ratio of surface atoms will have a greater chemical 

potential than the atoms in an NP with a greater volume and a larger ratio of bulk atoms. 

Therefore, by adding more atoms to the particle the chemical potential of the system 

decreases towards the bulk, the ∆𝐺 decreases and lessens the drive to ripening. 

For a supported nanoparticle, the usual Gibbs-Thompson relationship also needs to consider 

adhesion energy to the support, by increasing the adsorption of the nanoparticle to the 

support, the chemical potential can decrease. In turn, the drive to larger nanoparticles 

through growth processes would be reduced. Understanding the relationship between 

adsorption and growth of NP’s could help to produce narrower size distributions of particular 

particle sizes.  

For smaller cluster sizes (< 6 nm), as seen in the Aun/MgO (n= 1-19) systems discussed in this 

work, it has been found that a much more accurate description of chemical potential as a 

function of particle size can be found using an empirical addition, fitted to a 1.5 nm particle. 

Failings of the usual equations (1.1 and 1.2) in describing the chemical potential of a 

nanoparticle of small size (< 6 nm) comes from a greater than expected increase change in 

potential with very small particle sizes. Thus, surface energy is of greater concern and the 

chemical potential must account for the larger proportion of atoms with lower coordination 

numbers.  
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Catalyst deactivation 
Catalyst deactivation is of significant detriment to the operation of a heterogenous catalyst 

and the process that it catalyses. Deactivation causes a decline in the activity and/or 

selectivity of the catalyst, reducing its performance and leading to a decrease in the amount 

of the desired product obtained.57–59 Reduction in performance is caused by: i) a decrease in 

the number of active sites, ii) a decrease in the quality of the active sites or iii) a reduction in 

the accessibility to the active site. 

There are many processes that can lead to catalyst deactivation, these include: poisoning, 

mechanical straining, leaching, coking and phases changes (shown in Figure 1.6), as well as, 

changes in size and shape, from a process called sintering.60 Poisoning take place when 

species are irrevocably adsorbed onto the catalyst surface preventing other species from 

adsorbing to undergo surface reactions. Mechanical strain can cause changes in the shapes 

and size of the active site through attrition. This can commonly occur in reactors or from 

thermal stress, from temperature fluctuations in the catalyst preparation and during a 

reaction. Leaching is the loss of the active metal species from the catalyst into liquid phase 

reaction medium, which results in a lower number of atoms available to make up active sites. 

Coking is the deposition of carbon residues that results in the blocking of active sites. If 

reactants are limited in the number of active sites than they can reach, then catalyst 

performance suffers. Additionally, catalyst deactivation can also come about from phase 

changes, for instance the oxidation of metals by the solvent or oxygen present in the reaction 

to form catalytic inactive oxides of the metal species. The mostly relevant deactivation 

process to this thesis (sintering) is described is much more detail below, in its own section. 

 

Figure 1.6: Schematic representation of supported catalyst deactivation processes 

A typical catalyst cycle (that is the time scale it operates for) differs substantially, for 

example, zeolite catalysts used in fluid catalytic cracking have a life cycle of only a few 

seconds, while the iron catalyst used in the Haber process can last for several years.58 There 

are many methods used to prevent the process of deactivation, and extend catalytic lifetime. 

Prevention is often achieved by the control of operational parameters and by the design of 

industrial plants.57,61 For instance, in the case of the Fischer-Tropsch synthesis, a multi-stage 
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process is employed along with reactor designs that control the temperature increases that 

can occur in individual reactors and prevent the thermal degradation of catalysts.62 Pre-

purification of feedstocks is also performed along with the employment of “guard beds” to 

prevent the poisoning of the catalyst by impurities such as sulfur.63 

Unfortunately, preventative measures are only effective temporarily. Eventually catalyst 

deactivation is inevitable and the catalyst will need to be replaced. As described, often the 

metals used as the active phase in heterogeneous catalysts are valuable transition metals, 

therefore having to replace the catalyst leads to significant costs. Accumulated costs are not 

only associated with the replacement catalyst, but also due to the cost of undergoing the 

replacement. The process that uses the catalyst often must be shut down in order to ensure 

safe replacement, this is otherwise known as “down time” and can cost the companies 

millions.59 Depending on the reaction process, they may also be technical aspects to 

replacing it, i.e. removal of certain machinery or requirement of specialists.  

There are occasions where catalyst deactivation can be reversed. In these cases, costs may 

still arise from the process used in the “regeneration”.  In the case of the zeolites used in 

fluid catalytic cracking, which have a very short catalytic cycle due to rapid coking, constant 

regeneration occurs via combustion of the coke at high temperature (~700°C), to help 

extend the lifetime of the catalyst. This involves the cost of the temporary removal of the 

catalyst into a regenerator and the application of high temperatures.64 Therefore, 

consideration needs to be made to the financial impact of using catalysts, where possible 

corporations try to find efficient catalysts that use cheaper materials and have longer life 

cycles.  

Sintering 

One of the most common processes that lead to catalyst deactivation, and the one most 

relevant to the work presented, is sintering,65,66 which causes changes in the NP’s size and 

shape. This phenomenon is driven by the thermodynamic desire to form larger 

nanoparticles, (described in the Growth section of this chapter) where atoms and small 

supported clusters aggregate to form a larger one, increasing the volume and decreasing the 

surface area. Sintering also encompasses changes to the support under thermal treatment 

but this aspect falls out of the scope of the present work. Sintering can cause a reduction in 

the specific metal surface area, leading to a decrease in the proportion of edges and corner 

sites. This reduces the number of available active sites, and thus, bring about the reduction 

of catalytic performance and eventual deactivation of the catalyst. There are many factors 

that contribute to sintering, both in catalyst preparation and during catalyst operation, these 
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include, temperature, gas environment, type of metal, type of support and promoters 

added.65 The lack of understanding in the models and existence of methods for inhibiting 

ripening is a serious drawback in the creation of long-term stable catalysts. Additionally, 

more kinetic data pertaining to dispersion and particle size distribution is required to both 

develop and validate accurate sintering models under specific reaction conditions.59 

It is well-known that sintering processes are accelerated at high temperatures.65,67 For 

example, quantitative evidence of sintering is described in a paper by Parker et al.68 using 

Au/TiO2 catalysts, where the Au area reduced from 0.25 monolayers (ML) to 0.18 ML when 

temperature was increased from 300 K to 900 K. The increase in cluster size with higher 

temperatures, can be explained by higher diffusion, migration and detachment rates from 

the increased thermal energy. The higher temperatures increase the likelihood of bond 

breaking in the system and the mobility of the metal species, causing faster agglomeration. 

This is because a metal’s resistance to sintering is closely linked to its melting point. Metals 

with a lower melting point will become molten and more mobile at lower temperatures, 

hence, reaction and preparation temperatures will have a greater effect on these metals and 

more sintering will occur. It is also important to note that the melting temperature of metals 

is size dependant,69,70 and nano-sized particles will have significantly reduced melting points, 

e.g. bulk gold has a melting point of 1094 °C, while for a 2 nm Au particle this decreases to 

around 400 °C.71. However, the relationship between melting point and stability is not always 

so clear. For example, the incorporation of an additional metal, such as Cu into Au metal 

catalysts have been seen to reduce sintering rates. The catalyst activity for Au-Cu/SiO2 

catalyst toward CO oxidation was comparable to monometallic Au/SiO2 catalysts, but the 

addition of Cu into the NP increases its stability and provided sintering resistance.13,72 A 

similar effect has been described by Liu et al, with Ag as the secondary metal.73 Therefore, 

while Au-Cu and Au-Ag alloys have a lower melting points than monometallic Au,74 clearly 

there are other considerations in these supported systems that add stability to the clusters.  

Unfortunately, in catalysed reactions, high temperatures are often used, for various 

thermodynamic and kinetic reasons, adding difficultly when using catalysts in industry.59 For 

example, changes to the catalyst surface, such as agglomeration of the metal species, is seen 

with the catalysts used for ammonia synthesis (performed at 450 - 550 °C) and methanol 

synthesis (200 - 300 °C),2 decreasing the lifetime of the catalyst.  

Regarding the influence of gas atmosphere on sintering processes, an oxygen atmosphere 

has been seen to influence the rates of sintering with Au catalysts.75 In an ultra-high vacuum 
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(UHV), an Au/TiO2 system had stable particle sizes up to 500 °C. In the same system, under 

an O2 atmosphere, particle sizes are seen to increase after annealing at 400 °C, while in an 

air atmosphere particle growth was seen at room temperature according to work by 

Kielbassa et al.76 

Additionally, the presence of adsorbents on the surface influences sintering rates. For 

example, the presence of a strong adsorbate can induce weaker metal-metal bonds in the 

nanoparticle structure. This leads to detachment of metal atoms, progressing sintering 

processes, as described in research by Ouyang et al.66 and Kolmakov et al.77 regarding Au 

nanoparticles on TiO2. Furthermore, according to Brown et al,78 at 650 K, single Au atoms on 

a hydroxylated MgO surface are prevented from binding to favourable sites by the presence 

of the surface OH groups, thus diffusion is increased, resulting in atom agglomeration. 

Supporting the metal will almost certainly increase its resistance to sintering. However, the 

level of interaction between the cluster and the support, and therefore, the degree of 

protection the support offers from sintering, is dependent on its nature and the synergy that 

metal has with the chosen support.70 Altering catalyst supports to prevent sintering has also 

been explored, for example, a combination of TiO2 and hydroxyapatite has been used to 

support Au NP’s. The increased stability of NP’s is reportedly due to partial encapsulation of 

the NP’s through strong metal support interactions.79 Similarly, 4-6 nm sized nanoparticles 

were stabilized by a perovskite support, up to temperatures of 700 °C.80 Greater metal-

support interactions mean stronger adsorption energies (Eads). This gives support to the 

conclusion that increased Eads reduces sintering processes. 

Through the observation of the factors that influence sintering processes, the methods of 

finding ways to slow down and/or reverse sintering processes are highlighted. While taming 

reaction conditions, e.g. using lower reaction temperature and pressures of reacting 

mediums, may help to reduce the rates of sintering, these changes may not be conducive to 

the optimum catalyst performance. Therefore, more resilient catalysts are being created 

using a range of methodologies. 

For instance, there have been attempts at “anchoring” Au NP’s rather than conventionally 

supporting them. This has been attempted using SiO2 shells to isolate metal nanoparticles 

and prevent sintering,81 and also by embedding Au particles in zeolites.82 

An alternative idea is to reverse the effects of sintering through digestion of the larger 

nanoparticles back to smaller ones. An example of a method for reversing sintering for Pt 
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catalysts is described in a review by Bartholomew.65 The “redispersion” technique involves 

high temperature treatment with O2 and Cl2. And has seen the dispersion (D) of the metal 

increase. Essentially, the ‘oxychlorination’ induces the formation of volatile metal oxides and 

metal chlorides on the catalyst surface, which stick to the support and decompose into small 

metal crystallites before being reduced. Another example of the redispersion of sintered 

catalysts is described for Au/oxide systems with CH3-I/Ar treatments by Sá et al.83 The 

proposed reaction mechanism is that gold is initially oxidised by interaction with iodine, 

followed by the dissociation the Au−I bond formed. The largest difference being made to the 

Au/Al2O3 system where Au NP’s were reduced from 1 – 3 nm to < 1 nm in size. 

Experimental techniques for observing sintering processes. 

The observation of changes to the size and shape of supported NPs is extremely important 

to the production of resilient heterogeneous catalysts. Changes to the catalyst surface 

through sintering processes are common during harsh reaction conditions and after 

preparation methods. In reusability tests, the catalyst will be assessed for its resilience to 

change by undergoing typical reaction conditions several times. These tests give an 

indication of how reusable the catalyst is, which relates to its economic viability in industrial 

applications. Between these tests, the following techniques may be used to analyse changes 

to catalyst surface to explain any alteration in catalyst activity. 

Selective chemisorption can be used to determine catalyst dispersion, as long as significant 

interaction of the adsorbed gas with the metal surface occurs and if the stoichiometry of the 

adsorption is known. Typical gases used in chemisorption are H2 and CO. However, with Au 

catalysts, both CO and H2 bind too weakly.84 Therefore, these prerequisites are not met for 

Au systems85 and chemisorption is not an appropriate method for determining Au sites. 

X-ray diffraction (XRD) techniques are also often used to determine particle size.86 However, 

they can be of little use for catalysts with very small nanoparticles. Particle size 

measurements which apply the Scherrer equation, i.e. XRD, are unreliable at these sizes due 

to the presence of broad peaks and statistical averaging. The smaller the nanoparticle size, 

the broader the peaks and the lower the intensities,84,87 this effect is seen from below 200 

nm. Therefore, for sub-nanometre cluster sizes, the technique is not sensitive enough to 

discern anything except huge changes to the system. 

Electron microscopy techniques offer a more successful solution to measuring supported 

small metal cluster systems. These techniques include: transmission electron microscopy 

(TEM), in which a beam of electrons is transmitted through a sample to form an image and 
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Scanning transmission electron microscopy (STEM), which works in the same way but with 

the added ability to scan across the surface to make images. The key to them being used 

successfully with clusters as small as Aun/MgO (n = 1-19), is a high resolution. High resolution 

TEM (HRTEM) can image sub-nanometre clusters, allowing the study of materials at the 

atomic scale.38,88–90 Additionally, the “in-situ” methods allow observation of the catalyst 

surface in real time, giving added information about sintering in specific time frames. 

Nanoparticle morphology 
Nanoparticles may also undergo processes that change its shape, where atoms of a 

nanoparticle rearrange away from the original structure. The NP shape is influenced by many 

of the same factors such that influence size, including temperature and gas environments 

that affect the distribution of energy within the system, i.e. the strength and arrangement of 

bonds holding the NP’s and the support together. On nucleation and subsequent growth of 

unsupported particles, the rearrangement and resulting equilibrium shapes are directly 

related to the surface energy, this is described by the Gibbs-Wulff theorem.91  

Figure 1.7: Scheme to show the regular arrangement of atoms in a crystalline solid in comparison to 
the irregularly arranged atoms found in an amorphous solid. 
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The Gibbs - Wulff theorem suggests that a particle will adopt the shape with the lowest total 

surface energy. Therefore, the facets with the lowest surface energy will dominant the 

shape, unless the NP formation is kinetically controlled.92 The shape of the NP is constructed 

in the following way: Starting from the nucleation point, a plane is drawn normal to a vector 

with a magnitude proportional to the surface energy required to create the surface along 

that plane. The greater the surface energy, the further away the facets are expressed from 

the nanoparticle nucleation point. The facet appearance is derived from the fact that in 

crystalline solids (see Figure 1.7) the surface energy is anisotropic i.e. the properties of the 

structure change in different directions. The nearest facet (the one with the lowest surface 

energy) then dictates the shape of the resultant nanoparticle, see Figure 1.8.   

Even when the nanoparticles are synthesised in a way to minimise their size or to give them 

a particular shape, subsequent treatments, either in pre-treatment or during reaction, can 

alter their shape and size returning them to thermodynamic equilibrium, kinetics permitting.  

In the production of anisotropic transition metal nanoparticles, such as, Au, Pt and Ag. The 

energy-minimizing shape is obtained by enclosing the crystal with the facets of the lowest 

possible surface energy (𝛾) as well as truncating the facets in order to give minimum possible 

surface area for a given volume, which results in a polyhedron shape. For example, a face 

centred cubic (fcc) crystal structure, such as Au, possesses surface energies of the low-index 

crystallographic facets in the order 𝛾(111) < 𝛾(100) < 𝛾(110).93 Based on these facet energies, 

minimum surface-energy requirement predict that the seed crystals of fcc metals should 

Figure 1.8: Diagram showing the parameters of the Wulff construction, side view (left) and top view 
(right). The green dot shows the nucleation point. hi and hj are the vectors to facets with surface 
energy 𝛾i and 𝛾j respectively. Oi and Oj are the facets created with surface energy 𝛾i and 𝛾j. 
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show a tendency to adopt a tetrahedral or an octahedral shape enclosed by (111) facets, see 

Figure 1.9.94  

However, for some sizes, tetrahedron or octahedron shapes are not the minimum surface 

area shapes for a given volume, the Gibbs–Wulff shape for an fcc crystal structure is a 

truncated octahedron, e.g. a cuboctahedron, which is enclosed by eight hexagonal {111} 

facets and six square {100} facets. Truncation introduces a relatively high-energy {100} facet 

but generates nearly spherical shape, thereby decreasing the total surface area and free 

energy, by reducing to surface/volume ratio, see Figure 1.10.95  

However, the accuracy of Wulff’s theorem for describing the shape of nanoparticles in some 

systems has been put under scrutiny. For instance, it is noted that Au particles, as well as 

other fcc metals, have been seen under electron microscopy imaging to take on some 

unexpected shapes, such as icosahedral and decahedral structures.96 These were termed 

multiply twinned particles (MTP’s).97 The result of this observation was a new variant of the 

Wulff construction called the modified Wulff construction,97 which has the inclusion of a 

“twin facet” energy to take into account the existent of twin boundaries.  

In terms of the kinetic growth of particles, the surface-energy factor continues to play a 

major role in determining the shapes of particles as they grow. For example, terrace faces of 

closely packed transition metals grow more slowly than stepped faces or kinked faces with 

high surface energy (𝛾). Thus, in a growing crystal, flat facets will be exposed more and more, 

Figure 1.10: Cuboctahedron crystal shape, (left) angled side and (right) top view. Displaying the (001) 
and (111) facets 

Figure 1.9: Octahedral crystal shape, (left) angled side and (right) top view. Displaying the (111) 
facets. 
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while stepped faces and kinked faces will gradually disappear. This results in a shrinkage in 

area (or elimination) of higher-energy facets, while the area of lower-energy facets increases. 

The effect of growth kinetics on cluster shape is taken into account by the kinetic modified 

Wulff construction by the inclusion of growth velocities and includes growth enhancement 

at favoured nucleation sites.97  

As for particles of nanometre dimensions, a significant proportion, if not all the atoms, have 

varying coordination numbers increasing the complexity of the shape to beyond what is 

predictable by the Wulff construction. It is suggested that the theorems can only be applied 

if size effects and surface defects, like edges and corner sites, do not contribute significantly 

to the surface energy, such as would be the case for the cluster size used in the Aun/MgO 

system described.97,98 

Moreover, the low number of atoms in the Aun/MgO systems (n < 20 atoms) used in this 

thesis prohibits the formation of regular terraces of any real size and limits the applicability 

the Wulff models. Additionally, the regular polyhedron shapes can be obtained only at 0 K, 

when the growth is purely thermodynamically controlled. Temperature has a significant 

influence on anisotropy and should be considered, i.e. as temperature increases, surface-

energy anisotropy decreases, and the equilibrium shape rounds off.  

Supported nanoparticles 
Additionally, lattice mismatch and strain from the addition of a support to the system 

contributes to overall surface energy, and therefore the stability of the system. The addition 

of a support is therefore an additional consideration to the equilibrium shape of the 

nanoparticles. This has been taken into account by a modification of the Wulff construction 

by Winterbottom99 and applied to supported particles. Essentially, the Wulff construction 

predicted shapes are truncated at a plane and depth that depend on the crystals’ orientation 

and the relative surface energies. To consider the influence of a metal-support interface on 

the surface energy of the particle, there is an additional free energy term associated with 

adsorption of the particle to the support 𝛾𝑎𝑑𝑠 (per nanoparticle atom at the interface). This 

is combined with the surface free energy of the metal particle, 𝛾𝑖  to produce the interfacial 
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surface energy 𝛾𝑖𝑛𝑡, as seen in Figure 1.11 The interfacial surface energy is used instead of 

the exposed metal surface energy when summing the total surface energy of the particle.  

𝛾𝑖𝑛𝑡 is related to surface “wetting” by its relation to 𝛾𝑖, if the surface energy at the interface 

(𝛾𝑖𝑛𝑡) is much smaller that the surface energy of the cluster (𝛾𝑖) the cluster wets the support. 

If the surface energies of  𝛾𝑖𝑛𝑡 and 𝛾𝑖  compete then the cluster wetting is reduced. If interface 

surface energy is the same as the cluster surface energy, then “de-wetting” occurs.  

The stronger the adsorption energy, the lower the interface surface energy (𝛾𝑖𝑛𝑡), which 

leads to a greater degree of wetting. An example of this is displayed in Chapter 3, where a 

greater ratio of the metal adsorption energy to the bulk cohesive energy of the metal cluster 

(Eads/Ecoh) has been show to produce 2D NP structures over 3D ones.100,101  

 

Lattice mismatch occurs when the structure of the cluster and metal-metal bond distances 

are different to that of the support, see Figure 1.12.102 This is also a factor that effects the 

interaction of the cluster with the support. Lattice mismatch can cause interfacial strain, 

which can have an influence throughout the whole of the metal particle. The degree of this 

mismatch can be important to the shape of the resulting particle. If the mismatch is small, 

the strain within the cluster may be minimal and the structure favoured by the nanoparticle 

retained. At larger mismatches, the cluster may not be able to accommodate the strain, and 

so will deform. It should also be noted that mismatch is not only a function of bond lengths 

but also of the symmetry of the cluster and the support. This is discussed further in Chapter 

5. 

Figure 1.11: Schematic illustrating the Winterbottom amendments to the Wulff construction for 

supported nanoparticles. 𝛾
𝑖𝑛𝑡

 replaces  𝛾
𝑖
 for the metal-support interface by the addition of the free 

energy of adsorption per interface atom (𝛾
𝑎𝑑𝑠

).  
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This chapter serves to validate as well as introduce the research performed in this thesis.  In 

the following chapters the supported metal catalyst Aun/MgO is modelled, and the stability 

and growth of the Aun clusters is analysed using a range of computational methods. By 

exploring the current capabilities and limitations of the computational methods described, 

it is endeavoured that they can be used successfully, and in conjunction with experimental 

methods, in the understanding of the processes that lead to changes in size of shape of active 

metal nanoparticles. 

  

Figure 1.12: Illustration of mismatch in a supported nanoparticle system, where a is the bond 
distance between cluster atoms and b is the bond distance between favourable adsorption sites of 
the support. 
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Chapter 2 

 

 

Theoretical background 
 

 

Electronic structure 
A description of the quantum behaviours of atoms and molecules and, therefore, the 

fundamental properties of systems, can be obtained through the solution of the Schrodinger 

equation, the time-independent form is shown below (Equation 2.1).1 

�̂�𝛹 = 𝐸𝛹 (2.1)  

Where �̂� is the Hamiltonian operator, containing the kinetic (�̂�) and potential (�̂�) energy 

contributions, E is the system energy, where the lowest value corresponds to the ground 

state and 𝛹 is the wavefunction, which contains all the information of the system.  

The Schrodinger equation can be solved exactly for hydrogenic systems or simple systems 

such as a particle in a box or a harmonic oscillator. However, where there are multiple 

electrons interacting (greater than two-bodied system), it becomes increasingly difficult to 

the point of becoming inconceivable.  

There are certain approximations put in place to help provide an approximate solution to the 

Schrodinger equation. The most significant example of these is the Born-Oppenheimer 

approximation, which allows the nuclear and the electronic parts of the system to be treated 

separately due to the large difference in their mass and velocities. By applying this 

approximation, the Hamiltonian operator becomes the electronic Hamiltonian (�̂�𝑒𝑙) and is 

reduced from Equation 2.2 to 2.3. 

�̂� = �̂�𝑛 +  �̂�𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑛 + �̂�𝑛𝑒 (2.2) 

�̂�𝑒𝑙 =  �̂�𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑛 + �̂�𝑛𝑒 (2.3) 

The electronic Hamiltonian operator can then be expanded to: 
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�̂�𝑒𝑙 =  ∑ −
ℏ2

2𝑚𝑒
∇𝑖

2

𝑁

𝑖=1

+ ∑ ∑
𝑒2

4𝜋𝜀0|𝑟𝑖 − 𝑟𝑗|
𝑗>𝑖𝑖

+  ∑ ∑
𝑍𝑘𝑍𝑙𝑒2

4𝜋𝜀0|𝑅𝑘 − 𝑅𝑙|
𝑙>𝑘𝑘

− ∑ ∑
𝑍𝑘𝑒2

4𝜋𝜀0|𝑅𝑘 −  𝑟𝑖|
𝑖𝑘

(2.4)

 

 

Where 𝑍𝑘  and 𝑍𝑙  are the charge on the nuclei (𝑘, 𝑙) , 𝑚𝑒 and 𝑒 are the mass and charge of an 

electron, 𝜀0 is the vacuum permittivity, ℏ is the reduced Planck’s constant, 𝑅𝑘 and 𝑅𝑙 are the 

positions of nuclei 𝑘 and 𝑙, and 𝑟𝑖 and 𝑟𝑗 are the positions of the electrons 𝑖 and 𝑗. 

An additional complexity to solving the Schrodinger equation is in obtaining the 

wavefunction of the system. When there are multiple bodies, such as electrons in the system, 

then the wavefunction becomes a product of the individual wavefunctions of these bodies, 

which are functions of each of the spatial coordinates of each of the N electrons. To put this 

into perspective, for a single molecule of water that contains 10 electrons, the number of 

dimensions of the wavefunction equates (3N) to 30. For something more chemically 

complex, such as a slab of MgO with 64 atoms of Mg and 64 atoms of O, this results in 3,840 

dimensions. This renders ab initio calculations (from first principles that relies purely on 

quantum mechanics) unfeasible for complex systems due to computational power and time 

requirements and is why a wide range of alternative approaches have been developed. 

Therefore, pure ab initio methods, e.g. Hartree-fock (HF), which use first principle 

mathematics to solve the Schrodinger equation, would not be suitable to calculate the 

properties of a system, such as the one under examination here. In the Au/MgO system, 

which has the inclusion of a support, the number of atoms increases the complexity to 

beyond the capabilities of such methods and while calculations may be performed, the time 

required to compute these properties is prohibitive. One of the aims of this thesis is to screen 

a selection of methods previously used successfully for a number of different systems and 

discern their effectiveness in describing the Aun/MgO (n < 20) system.  

Density functional theory (DFT) 
Density functional theory (DFT) has been used successfully as an electronic structure method 

by finding approximate solutions to Schrodinger equation using electron density instead of 

wavefunctions.  

Although early ideas where introduced by Thomas, Fermi and Dirac,2–4 these were proved 

and expanded upon by Kohn and Hohenberg,5 who put forward the theorems that DFT rests 

upon. The first theorem states that the ground state energy from Schrodinger’s equation is 
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a unique functional of the electron density. Therefore, the ground state energy can be 

expressed as 𝐸[𝑛(𝑟)], the electron density 𝑛(𝑟) is related to the wavefunction (𝜓) according 

to Equation 2.5: 

𝑛(𝑟) = 2 ∑ 𝜓𝑖
∗(𝑟)

𝑖

𝜓𝑖(𝑟) (2.5) 

This is useful, as the electron density uniquely determines all properties of the system, i.e. 

the wavefunction. The Kohn-Sham equations reproduce the electron density of a system of 

interacting particles as a collection of non-interacting particles experiencing an effective 

potential and instead of the huge number of dimensions required to calculate a 𝜓 per 

electron in the system, this is reduced to three.  

The second theorem seeks to help determine the functional that solves the Schrodinger 

equation through electron density. This is achieved by proving that the correct electron 

density is the one that minimises the energy of the overall function6. 

DFT is therefore a self-consistent field (SCF) method, where the most accurate solution for 

the electron density and energy of a system is obtained through an iterative approach. 

Firstly, an initial guess for the Kohn-Sham molecular orbitals (𝜒𝑖) is made. The electron 

density (𝑛(𝑟)) is calculated for these orbitals using Equation 2.6 from which the Coulomb 

potential (�̂�𝑐(𝑟), Equation 2.7) and the exchange-correlation potential (�̂�𝑋𝐶(𝑟), Equation 2.8) 

are obtained.     

𝑛(𝑟) =  ∑|𝜒𝑖(𝑟)|2

𝑁

𝑖=1

(2.6) 

�̂�𝐶(𝑟) =  �̂�(𝑟) + ∫
𝑛(𝑟′)

|𝑟 −  𝑟′|
𝑑𝑟′ (2.7) 

�̂�𝑋𝐶(𝑟) =  
𝜕𝐸𝑋𝐶(𝑛)

𝜕𝑛(𝑟)
(2.8) 

The sum of �̂�𝐶(𝑟) and �̂�𝑋𝐶(𝑟) is known as the effective potential (�̂�𝑒𝑓𝑓):  

�̂�𝑒𝑓𝑓(𝑟) = �̂�(𝑟) + ∫
𝑛(𝑟′)

|𝑟 −  𝑟′|
𝑑𝑟′ +  

𝜕𝐸𝑋𝐶(𝑛)

𝜕𝑛(𝑟)
(2.9) 

The Hamiltonian operator for the KS equation (�̂�𝐾𝑆 ) can now be obtained, and a Schrodinger 

type equation can be solved, Equation 2.11. Next, a new electron density is calculated from 

the new KS orbitals. If the new electron density is the same as was previously obtained, 
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within the set threshold, then convergence has been reached and the solution accepted as 

correct. If not, then the process is repeated from the calculation of the effective potential 

until convergence is reached. 

�̂�𝐾𝑆 =  −
ℏ2

2𝑚𝑒
 ∇2 + �̂�𝑒𝑓𝑓(𝑟) (2.10) 

�̂�𝐾𝑆 𝜒𝑖 = 𝐸𝐾𝑆 𝜒𝑖 (2.11) 

Whilst the electron density obtained by the Kohn-Sham equations can be considered correct, 

the approximation of the wavefunctions is inaccurate. However, a good qualitative analysis 

can be made and quantitative differences obtained from the properties found using DFT, as 

the shape, symmetry and energetic order of KS orbitals is very similar to that of the HF ones. 

Additionally, obtaining energy as a function of electron density in DFT means that long-range 

interactions are not properly represented. Any property relating to long-range interactions 

is therefore, overall more poorly modelled by DFT methods.  

Functionals 
The DFT theorems proved that the exact answer can be obtained if you have a perfect 

functional. Therefore, computational chemists continue to develop the best functional to 

apply to a particular system that allows them to find the exact properties of that system in 

ground state. As a result of this search, there are many functionals that have been developed. 

Examples include, local density approximation (LDA), Generalised Gradient approximation 

(GGA) and hybrid functionals. 

LDA is a class of functional where the EXC, would be obtained exclusively from the density (𝑛) 

at that position (𝑟), i.e. the “local” value of 𝑛. This value is usually derived from a uniform 

electron gas and means that 𝑛 is equal at all positions of (𝑟). LDA functionals work well for 

systems where the electron density does not change much across the space, e.g. bulk of 

heavy metals. For molecules or ionic systems, where the electron density is generally far 

from uniform, LDA gives a poor estimation of bond distances and energies.  

An improvement upon LDA for less uniform systems is the semi-local GGA functional. As is 

implied by the name, the electron density is now not only described in terms of density, but 

also in terms of density gradient. This allows variations in the electron density to be taken 

into account and improves the representation of localised bonds and energies, as well as 

being better at representing charge densities. However, GGA’s still have some weaknesses, 

for example, the energy of unoccupied orbitals is underestimated, while adsorption energies 
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are overestimated. Additionally, long-range interactions are still inadequately modelled, and 

corrections have been implemented into calculations to improve this, e.g. dispersion 

corrections as described below. Whilst many GGA functional use empirical parameters, some 

GGA’s have been developed based on rational function expansions of the reduced gradient 

and do not required empirical additions. GGA functionals of this type include PBE, which is 

employed in the DFT calculations presented.  

Hybrid functionals have been developed with the aim of improving the aforementioned 

issues with GGA’s. These functionals include some of the exact exchange energy from HF 

calculations, along with some of the exchange and correlation energy from DFT functionals, 

such as GGA. A commonly used example of a hybrid function is the B3LYP model, seen in 

Equation 2.12: 

𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 =  (1 − 𝑎)𝐸𝑋

𝐿𝑆𝐷𝐴 + 𝑎𝐸𝑋
𝐻𝐹 + 𝑏∆𝐸𝑋

𝐵 + (1 − 𝑐)𝐸𝐶
𝐿𝑆𝐷𝐴 + 𝑐𝐸𝐶

𝐿𝑌𝑃 (2.12) 

Where 𝑎, 𝑏 and 𝑐 are 0.20, 0.72 and 0.81, respectively. 𝐸𝑋
𝐿𝑆𝐷𝐴 is the exchange energy from a 

LDA functional that is adapted for spin polarisation, i.e. local spin density approximation 

(LSDA).  

Basis set - planewaves 
A basis set also needs to be defined for the atoms to compute the whole system energy. In 

this thesis, due to the periodic boundary conditions set up for the calculations, the 

wavefunctions of the system are described as planewaves rather that atom centred basis 

sets. Planewaves are also periodic and so their use retains the periodicity of the model.7  

The periodicity of the system is described by Equation 2.13: 

Ψ(𝒓) =  Ψ(𝒓 + 𝑹) | 𝑹 =  𝑛1𝑎1 +  𝑛2𝑎2 + 𝑛3𝑎3 (2.13) 

Where R is the translational vector of the unit cell, 𝑛𝑛 are integers and 𝑎𝑛 are the lattice 

vectors for the primitive cell. 

The wavefunction is limited to the number of electrons in the unit cell by the Bloch theorem. 

Each one-electron wavefunction is expressed as a product of a periodic part and a wave-like 

part.  

𝜓𝑛(𝒓) = 𝑓𝑛(𝒓)𝑒𝑛𝒌𝒓 | 𝑓𝑛(𝒓) =  𝑓𝑛(𝒓 + 𝑹) (2.14) 

Where 𝑒𝑛𝒌𝒓 is the exponential function for the planewave part with k as the wave vector, 

which is confined to the first Brillouin zone (the name given to the primitive cell in reciprocal 

space). As the periodic function can be expressed as a linear combination of planewaves, the 
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periodic part of these functions can be written as a Fourier series, this allows the use of the 

Fast Fourier Transform in the calculations to move between reciprocal and real space. The 

wavefunction can consequently be expressed in terms of reciprocal lattice vectors (G) 

according to: 

𝜓𝑛(𝒓) =  ∑ 𝑐𝑛,𝑲 𝑒
𝑛𝑲𝑟 =  ∑ 𝑐𝑛,(𝑘+𝑮)𝑒𝑛(𝑘+𝑮)𝑟   | 𝑮 = 𝑚1𝑏1 + 𝑚2𝑏2 + 𝑚3𝑏3 (2.15) 

Where k and K are wave vectors, 𝑚𝑛 are integers and 𝑏𝑛 are the reciprocal lattice vectors. 

The notation k + G can be interchanged with K as vectors that differ by a reciprocal lattice 

vector are equivalent. 

To represent any non-periodic densities in the cells, it takes a considerable number of 

planewaves, as planewaves fill up the space. However, in practice and below a certain scale, 

the wavefunction can be described as smoothly varying and the coefficients (𝑐𝑛,(𝑘+𝑮) ) 

become small for large values of |𝑘 + 𝑮|. The cut-off point is referred to as the planewave 

kinetic energy limit and should be greater than or equal to those planewaves required to 

represent the kinetic energy in the system, at a minimum: 

𝐸𝑐𝑢𝑡 ≥  
1

2
|𝑘 + 𝑮|2 (2.16) 

However, appropriate benchmarking calculations seeking energy convergence are 

performed to ensure an appropriate planewave kinetic energy cut-off is chosen for the 

system in use, i.e. supported Au cluster on MgO. The application of the planewave cut-off 

energy allows planewaves as basis sets to be widely used in solid state chemistry and other 

areas where periodicity is required8. 

 

There is an additional problem with the use of planewaves as basis sets that needs to be 

resolved. Real wavefunctions are smooth in the regions where bonding occurs, however 

there are strong oscillations in the wavefunctions near the nucleus from its strong attractive 

Figure 2.1: Schematic diagram representing how the wavefunction changes with atomic radius. 
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potential, as represented in Figure 2.1. This increases the number of planewaves needed to 

describe this region.  

The so-called augmented planewave methods, e.g. projector-augmented wave (PAW),9,10 

which is the method used for DFT calculations throughout this thesis, do not use planewave 

functions to describe the core regions but pseudopotentials. Whilst planewaves are still used 

to represent the bonding regions for most methods of this type, including PAW, the 

wavefunctions for the nuclei in the PAW approach are built from a modified pseudo 

wavefunction, these are used to model the nodal character of the core electrons 

wavefunctions.  

Dispersion forces 
Since DFT is a local electronic structure method. The long-range dispersion correction takes 

the form of a function of interatomic distances. It contains adjustable parameters that are 

fitted to conformational and interaction energies calculated using an accurate electronic 

structure method. In the calculations presented along this thesis, the DFT-D3 correction has 

been employed with the form:  

𝐸𝑑𝑖𝑠𝑝 =  −
1

2
∑ ∑ ∑ ′

𝐿

𝑁

𝑗=1

𝑁

𝑖=1

 (𝑓𝑑,6(𝑟𝑖𝑗,𝐿)
𝐶6

𝑖𝑗

𝑟𝑖𝑗,𝐿
6 + 𝑓𝑑,8(𝑟𝑖𝑗,𝐿)

𝐶8
𝑖𝑗

𝑟𝑖𝑗,𝐿
8 ) (2.17) 

This DFT-D3 is the third approach to dispersion by Grimme.11–13 The first two descriptions 

consider only pairs of atoms. D2 makes improvements to D by shortening electron 

correlation ranges overall and for the medium to large ranges, dampening the 
𝐶6

𝑖𝑗

𝑟𝑖𝑗
6  term. In a 

further improvement to the correction, D3 considers triplets of atoms to account for three-

body effects. This is achieved in an almost ab initio fashion, using only two parameters, atom 

pairwise cut off distances 𝑟0
𝑖𝑗

and dispersion coefficients 𝐶𝑛
𝑖𝑗

calculated for all chemically 

relevant elements. 

Atomic charges 
The fact that electrons are not localised in a system means there is an opportunity to 

measure the charge partitioning between atoms. Throughout this thesis, this is achieved 

using Bader charge analysis according to the Quantum Theory of Atoms in Molecules.14 The 

topology of the charge distribution is dominated by the force between the nuclei and the 

electrons causing the electron density to fluctuate in the region of space it occupies. Electron 

density will vary and reveal the atomic structure of the system. For example, the stationary 
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density points at which zero density gradients are observed can be used to distinguish the 

atomic contributions of the system.  

Exploration of the potential energy surface (PES) 
Generally, potential energy surfaces (PES) are representations of the potential energy as a 

function of the relative positions of the atoms in a system, as is the case here and seen in 

Figure 2.2. 

The process of global optimisation, as attempted for Au/MgO systems in this thesis, seeks to 

explore the PES in order to determine positions of the atoms that are particularly stable, 

ultimately revealing the most stable configuration of the system, at the bottom of a potential 

well, or the global minima. The PES also has high energy states between minima, meta stable 

states, known as transition states, or the stationary saddle points. Computation of these are 

also required to connect the minima and construct the PES.  

Minimisation to the ground state 
To obtain the ground state energy of a system, the species in the system, i.e. nuclei and 

electrons, must be in their lowest energy positions. Initially, the minimisation of the 

system’s electronic configuration is undertaken to obtain the ground state where the ions 

are static. Then, the system will undergo a similar optimisation processes to find the lowest 

energy with regard to its ionic positions.  

Figure 2.2: A schematic representation of a 2D potential energy surface (PES) showing the locations of 
the transition states (saddles points) in green, local minima in blue and global minima in red. 
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Minimisation to the ground state for a system is achieved when E(ri), ri being a set of 

positions (r), is at a local minimum. Algorithms utilise E(ri) (the energy as a function of ri) and 

𝜕𝐸/𝜕𝒓𝒊 (the derivative of the energy which respect to ri) to find the ground state. Algorithms 

that use the second derivatives can be more successful but are more computationally 

expensive. 

The methods employed by the VASP package, and used in DFT calculations here for the 

minimisation, are the simple Davidson iteration scheme, the conjugate-gradients (CG) 

method and Residual Minimization scheme, direct inversion in the iterative subspace 

(RMM-DIIS, also known as quasi-Newton RMMDIIS), all of which use gradients, 𝜕𝐸/𝜕𝒓𝒊 to 

calculate the next step.15  

For an initial geometry, the electronic ground state is calculated using either the Davidson 

or the RMM-DIIS method. The Davidson scheme requires knowledge of other 

wavefunctions in the system, so is slower than the RMM-DIIS, but often more successful for 

convergence of the minimisation. The RMM-DIIS, does not require the additional 

wavefunction information, so is significantly faster. These algorithms can be used together, 

the first few steps performed using the Davidson algorithm, in order to get closer to the 

minima and then the subsequent steps use the RMM-DIIS algorithm to achieve faster 

convergence. 

From the electronic ground state obtained for a particular geometry, the algorithms (CG or 

RMM-DIIS) subsequently evaluate the forces of on the ions to predict a new geometry. This 

process is iterative until convergence is reached. While the CG method can be used with a 

moderate guess at the positions of the ions at ground state, the RMM-DIIS algorithm can 

only be used when the initial set of positions (ri) are very close to the ground state positions. 

This is because the algorithm builds up an approximation of the Hessian matrix (the second 

derivative matrix of the system, which describes the local curvature of the function) for 

which, it requires very accurate forces, otherwise it will fail to converge. 

Transition state (TS) methods 
Figure 2.2 shows the position of transitions states on the PES. The minimum energy path 

(MEP) is from one minimum to another, connected through the TS, which is associated with 

the lowest energy cost. The energetic barriers associated with the MEP are calculated by 

determining the energy difference between the initial state and the potential energy maxima 

(the transition state) along the path. Finding the correct paths and the correct transition 

states can be complex and there are several methods used to find the them. Transition state 
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structures can be determined by searching for saddle points on the potential energy surface 

(PES). The saddle point is a position on the PES corresponding to a minimum in all directions 

except one (the reaction coordinate), that is having a single imaginary frequency along the 

reaction coordinate.  

There are many methods used to determine saddle points. Some methods, e.g. DIMER16,17 

attempt to find the TS with only the initial state and a presumed MEP (minimum energy 

path). Each step in these methods requires evaluation of the forces on the atoms so they are 

limited to rather small systems. The DIMER method16 does not use structures of initial or 

final minima’s, but instead two very close snapshots on the PES are used to form a “dimer”. 

This makes the method more applicable to reactions where the reaction coordinate is not 

accurately known. Additionally, the DIMER is suitable for use with systems where the 

calculation of second derivatives (as is the case with the other methods that require the use 

of a hessian matrix) is too difficult, as it only makes use of first derivatives of the potential 

energy. The created DIMER is moved uphill in energy from the starting position whilst being 

simultaneously rotated to find the direction of the lowest curvature. A translational step in 

the direction of the resulting net force moves the dimer towards a minimum. Thus, a 

modified force is employed where the force along the dimer axis is inverted, moving the 

dimer towards the saddle point instead. 

Alternative methods use more than one point on the path taking both the initial and final 

states. The simplest example of these is the drag method, also known as the reaction 

coordinate method.18,19 Firstly, a subset of the coordinates in the system is used to define a 

progress variable, often this is a linear interpolation between the initial and final 

configurations. This drag coordinate is fixed while all other degrees of freedom are relaxed 

to minimise the total energy. Next, from initial state to final state (one minima to another) 

the drag coordinate is followed. Unfortunately, the drag method has a tendency to find 

discontinuous paths that do not lead to the correct TS. 

Another alternative is the nudged elastic band (NEB) method. Determining the TS is achieved 

by taking “snapshots” of the system between the initial and final state, that is several 

configurations of the system between the initial and final state, along the MEP. In the NEB 

method19, images are created by constrained optimisations of a selected number of 

structures extrapolated between the initial and final states. The images are then linked by 

simulated spring forces, which are added to the internal forces in the structures producing 

equally spaced images of the path. There are two forces acting on each image, a force parallel 
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to the reaction path (following a vector (spring) to the next image) and a force perpendicular 

to that path. The extent of the perpendicular force determines how close the image is to the 

reaction path. If the image is correctly placed on the path, the perpendicular force should be 

zero. The only force acting on the image would be the one taking it along the reaction path 

i.e. the parallel force. The algorithm is used to assess the degree of the perpendicular force 

and amend the structure until this perpendicular force is zero. The spring forces are added 

to the parallel force to prevent all the images from falling into energy minima. Subsequent 

amendments to NEB’s, e.g. climbing image NEB’s,20 have been made to obtain configurations 

nearer to the TS by driving the highest energy image nearer to the saddle point. This is 

accomplished by inverting its normal net force instead of the spring force. The forces on the 

image in the direction of the reaction coordinate increase in energy while being minimised 

in all other directions, rendering finding the TS easier. The requirement of an optimisation 

and an evaluation of the forces for each “snapshot” means that running the NEB method to 

find TS’s can be computationally expensive. 

Model description 
Once the parameters for the electronic structure calculations and the determination of the 

PES have been determined, then, a model of the Au/MgO system is required. In the case of 

the present thesis, the model system is made up of surface atoms, Mg and O and adsorbed 

Au atoms, each atom having three coordinates (x, y and z) that describe its position in space. 

The greater the number of atoms in the system the greater the computational demand. In 

order to study supported Au clusters on MgO, the MgO support is modelled using a “slab”.  

Initially, the unit cell, the smallest possible repeating unit of MgO (see Figure 2.3), is 

replicated in all directions to simulate bulk MgO, also seen in Figure 2.3. An initial guess of 

the MgO lattice parameter was taken from experimental studies, (4.21 Å).21,22 This MgO cell 

was then optimised and the lattice parameter, 4.195 Å, obtained. As MgO has a simple cubic 

structure, a = b = c = 4.195157 Å and α = β = γ = 90°. Following the modelling of the optimised 

bulk unit cell, to obtain the correct miller index at the surface, the slab is cut through the 

correct symmetry plane. The total number of atomic layers in the surface is also an important 

consideration particularly if the system has a specific stoichiometry that needs 

accommodating or is magnetic. Once the required surface has been created then a vacuum 

is fitted to the z direction, as shown in Figure 2.3, generating the slab model. This forms a 

periodic system in the xy plane but creates a space between surfaces large enough to 

accommodate the adsorption of atoms/molecules (in this case Au clusters) to the surface, 

without any interaction with the periodically repeated surface above. The size of the slab 
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model in the x and y direction is also important, to ensure that interactions between 

adsorbed clusters on the surface between lateral cells is avoided. The presence of the 

vacuum leads to two surfaces being produced (top and bottom). The bottom layers of atoms 

are fixed at the bulk lattice parameter to recreate the behaviour of the atoms were they part 

of the bulk, whilst the top layers of atoms are free to relax more. Benchmarking calculations 

finding energy convergence were performed to determine the number of layers allowed to 

relax and the thickness of the slab. This is to ensure that the surface is represented as 

accurately as possible whilst still managing a suitable level of computational demand.  

 

Characterisation 

Band structures, Density of states (DOS) and Crystal Orbital Hamilton Population. 

(COHP) 
Whilst Bloch's theorem allows us to model an infinite system by only calculating a finite 

number of electronic wavefunctions, there is still an infinite number of k-points to consider 

as each electron occupies a definite k. Fortunately, in practice, we need only to choose a 

sample of k-points as the wavefunctions of nearby k-points will be nearly identical. 

Therefore, a region of k-space can be represented by the wavefunction at a single k-point. 

The Brillouin zone can be made irreducible by applying the point group symmetries of the 

lattice, leaving no k-points related by translational symmetry. Hence, the symmetry of the 

lattice can be used to reduce the number of k-points required even further. 

 

Figure 2.3: MgO models used in this work. a) shows the MgO unit cell, b) shows the MgO bulk and c) 
shows the MgO surface with a 10Å vacuum. Mg atoms in blue, O atoms in red. 
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Coordinates in the reciprocal space are inversely proportional to those in the real space. 

Therefore, when the size of the unit cell is large in real space, then a smaller number of k-

points are required. For example, where a vacuum is fitted to separate slabs in the z-

direction, generally only a single k-point is used to sufficiently sample to Brillouin zone in that 

direction. Efficient k-point sampling schemes have been developed, such as the one utilised 

for the Au/MgO system here by Monkhorst and Pack.23,24 

 

Graphical plots of E(k) vs k, are called band structures, and show the orbitals in a “band”, by 

making use of translational symmetry.25 An example of a band structure for a chain of 

hydrogen atoms in 1D is shown in Figure 2.4, a chain of H atoms is chosen as it provides a 

very simple system with which to describe the concept, regardless of how unfeasible it is 

chemically. The orbital combinations for values of k can be calculated using Equation 2.18: 

𝜑𝑘 =  ∑ 𝑒𝑖𝑘𝑛 𝑎

𝑛

 𝜒𝑛 (2.18) 

For example, for the 1D chain of H atoms, where k has a value of 0: 

𝜑0 =  ∑ 𝑒0

𝑛

𝜒𝑛 =  ∑ 𝜒𝑛

𝑛

=  𝜒0 + 𝜒1 + 𝜒2 +  𝜒3 

In this example, as the orbitals have all the same sign and are s orbitals, they are all in the 

same phase and as such the wavefunction has the most favourable bonding character. If the 

value for k for the same example system was π/a then: 

𝜑𝜋/𝑎 =  ∑ 𝑒𝜋𝑖𝑛

𝑛

𝜒𝑛 =  ∑(−1)𝑛

𝑛

𝜒𝑛 =  𝜒0 −  𝜒1 +  𝜒2 − 𝜒3 

Figure 2.4: Graphical representation of the band structure, the DOS and the -COHP for a chain of 
hydrogen atoms in 1D. Where a refers to the lattice spacing, k is used here as an index which labels 
which irreducible representation the orbitals take up and the orange dashed arrow shows the width 
of the band. 
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The single line in the graph of energy versus values of k between 0 

and π/a in Figure 2.4 represents a band. The band width (or 

dispersion) is related to the degree of overlap between the orbitals and is shown by the 

orange dashed line in Figure 2.4. In a system more complex than a 1D chain of H atoms there 

would be a greater number of “bands” than the single one shown in Figure 2.4. The number 

of bands is related to the number of different types of orbitals governed by the species in 

the system. The position of the bands in relation to each other shows their relative energies 

and can help to determine the electronic properties of the system, e.g. if they conductors, 

semi-conductors or insulators.  

 

The DOS for the 1D H chain system is also represented in Figure 2.4. The DOS is defined as 

the number of states occupied in a particular energy range. The steeper the gradient of the 

band, the few the number of states lie in a defined energy range and vice versa. In this way 

the shapes of DOS curves can be predicted from the band structure. On addition of the Fermi 

energy, the energy difference between the conduction and valence band of the DOS, more 

information about the system can be obtained. For example, the number of occupied states 

can be calculated by integrating the DOS curve up to the Fermi energy, also known as the 

valence band. The area above the Fermi energy is known as the conduction band and is 

where the bands for the unoccupied orbitals are found. 

Information regarding the location of electron density can also be obtained by taking the 

sum of the electronic density contributions for each atomic orbital (AO) and distributing it 

over each occupied orbital. This is known as the Mulliken overlap population (Equation 2.19): 

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 =  2𝑐𝑖𝑐𝑗𝑆𝑖𝑗 (2.19) 

Where S is an overlap integral, between the atomic orbitals of i and j, and 𝑐𝑖 and 𝑐𝑗are the 

coefficients of the basis functions for the molecular orbitals, i and j.  

This is performed for several k-points in the Brillouin zone and is returned to real space by 

averaging over these. This results in partitioning of the total DOS (projected DOS), into the 

contributions from particular atoms or orbitals. An integration of the areas of density up to 

the Fermi energy gives the total electron density for that particular atom or orbital. 

The greater the magnitude of the overlap integral (𝑆𝑖𝑗), the greater the area of shared 

electron density, and this scales with bond order. If the signs of 𝑐𝑖 and 𝑐𝑗 are the same then 

the interaction is bonding, if the signs are opposite then the interaction is anti-bonding. 

Therefore, the degree of bonding is defined by 𝑐𝑖, 𝑐𝑗 and 𝑆𝑖𝑗. By applying the Mulliken overlap 
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density to the DOS, an overlap population weighted density of states is obtained, otherwise 

known as the crystal orbital overlap population (COOP). The COOP is specified for a particular 

bond, for which the positive regions show bonding character and the negative regions show 

anti-bonding character, see Figure 2.4. The amplitude of the curve is defined by the number 

of states in the energy interval, the degree of orbital overlap (𝑆𝑖𝑗) and the magnitude of 𝑐𝑖 

and 𝑐𝑗. The integral of the COOP gives the total overlap population.  

The COOP is closely related to the COHP, or crystal orbital Hamilton population, however, 

for COHP, the band structure energy is partitioned rather than the electron number. Instead 

of obtaining the sum of the electrons, as is the case when the COOP curve is integrated, when 

the COHP is integrated, an energy value is obtained that can give an indication of bond 

strength. 

In order to make COHP plots read the same as COOP plots, they are plotted as negative 

COHP. This is because instead of a positive interaction leading to a bond, a bonding 

interaction leads to a negative difference in energy. Therefore, bonding states stay to the 

right (positive) and antibonding states stay to the left (negative). 
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Chapter 3 

 

 

Aun/MgO cluster determination using DFT methods 
 

Introduction 
Many heterogenous catalysts take the form of metallic nanoparticles decorating the surface 

of a support. As described, the efficiency of supported catalysts is often related to structural 

properties such as particle size and shape. These properties are strongly influenced by the 

interactions between the support material and the metal particle.1,2 For catalytic 

applications, typical support materials include oxides of; main group elements (e.g. MgO, 

Al2O3, SiO2), transition metals (e.g. TiO2, ZrO2, Fe2O3) or rare-earth metals (CeO2) and carbon-

based materials.  

The choice of the support for a catalyst is generally based on screening of common and 

readily available materials rather than rational design, which requires not only an 

understanding on the desired properties of the catalyst but also a detailed knowledge 

regarding the effect that the support material has on these properties. To this end, quantum 

chemical calculations on model systems can offer detailed information under atomically 

controlled conditions on the structural and electronic properties of supported metal particles 

and their interaction with the support material. In this chapter, the support chosen reflects 

a single example of the typical supports considered for catalyst synthesis, magnesium oxide 

(MgO). MgO is a non-reducible metal oxide, which crystallises in a simple rock salt 

structure,3,4 and its most stable surface, MgO(001)5, can be prepared relatively defect free.6 

It has been used extensively as support material for metal catalysts used in a wide range of 

applications,7–9 and it is used in areas such as surface science10 and electronics.11,12  

In terms of the active metal employed in the computer simulations of catalysts, Au clusters, 

have been investigated for their catalytic properties since the discovery of their excellent 

performance in reactions such as, the hydrochlorination of acetylene when supported on a 

carbon support,13 low temperature oxidation of CO when Au clusters are supported on a 

range of metal-oxide and activated carbon supports,14 oxidation of alcohols when supported 
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on a MgO support15 and perhaps most significant, with a carbon support, the activation of 

molecular oxygen.16 Valuable contributions such as these have spurred a wealth of research 

into the noble metals ability to catalyse various reactions and, in the quest for understanding 

the activity of supported Au catalysts, it has been concluded that activity is highly size-

dependent.17 This has been evidenced by the work of other groups who have demonstrated 

decreasing activity for Au at particle sizes above 5 nm.18,19 

The reasons for this size-dependent activity have been comprehensively described in 

literature20 as being due to the unique properties that particles exhibit at nanoscale. These 

include a high surface-to-bulk ratio, the availability of low-coordination atoms,21 and the 

presence of perimeter sites at the Au−support interface.22 

Methodology 

Computational details 
In the preparation of supported metal cluster calculations, a slab model of MgO was created 

as described in Chapter 2. A magnesia (001) slab, as (001) is determined to be the most stable 

surface,23 was modelled for clusters with up to four Au atoms, by a four-layer supercell (2x2) 

slab of 32 magnesium and 32 oxygen atoms (surface area = 70.4 Å2). For Au cluster sizes 

greater than 4 atoms (n > 4), a two-layer slab supercell (4x4) consisting of 64 magnesium and 

64 oxygen atoms (surface area = 281.6 Å2) was used. The size of the slab is increased in the 

xy plane to ensure that there are no cluster interactions in the x or y direction with increasing 

cluster size. Accordingly, the number of k-points was adjusted for slab size, i.e. a 11×11×1 

Monkhorst-Pack k-point grid24 was used for the smaller surfaces and a 3×3×1 Monkhorst-

Pack k-point grid was determined appropriate for the larger surfaces. 

An additional parameter considered was the degree of relaxation. How this is determined is 

described in Chapter 2. In order to ensure the correct surface-like and bulk-like behaviour of 

the atoms in the slab, the bottom layers of atoms in the slab are completely fixed in position 

to the lattice parameters obtained for bulk, in this way, they behave as they would in the 

bulk. The atoms in the top layers can move (relax) during the calculations. For the small slab 

(2x2), the bottom two layers have been fixed, for the larger slab (4x4), the bottom layer was 

fixed. 

The slabs were separated by a 10 Å vacuum for up to six Au atoms and 20 Å  for larger cluster 

sizes. A 10Å vacuum fitted in the z direction was ascertained on observation of the energy 

convergence to be sufficient to prevent interaction between slabs, for the naked surface and 

for small supported Au cluster sizes. However, the vacuum was increased with larger Aun (n 
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> 6 atoms) cluster sizes to 20Å, in order to remove any possibility of interaction between 

slabs in the z direction with increasing metal cluster size.  

Once these slabs had been created and optimised, they were then ready to have Au clusters 

added to them. Two methodologies employing density functional theory (DFT) were used to 

find the most stable (lowest energy) Au arrangements on MgO surfaces.  

For these calculations, spin-polarised periodic plane-wave DFT calculations were performed 

with the Vienna Ab Initio Simulation Package (VASP 5).25–27 The density functional of Perdew, 

Burke, and Ernzerhoff (PBE)28 was used to calculate exchange and correlation contributions. 

Dispersion interactions were implemented using Grimme’s empirical dispersion correction 

DFT-D3.29 The electronic minimisation was performed using a mixture of the blocked 

Davidson iteration scheme and the residual minimization method direct inversion in the 

iterative subspace (RMM-DIIS) algorithm. The former is generally more robust and converges 

rapidly to the minimum structure whereas the latter is better when the structure is already 

close to that of a local minimum geometry. This reduces the risk of instabilities in the 

electronic minimisation that may occur by only using the RMM-DIIS but also balances the 

time cost associated with utilising the Davidson scheme. Projector-augmented wave (PAW) 

pseudopotentials27,30 as implemented in VASP, were used to describe the nodal character of 

the core electrons. A kinetic energy cut-off was set at 450 eV for the planewave basis set. 

Bader charges were calculated to assign partial charges to specific atoms.31 

General methodology 
Several structures of different shapes were created for each cluster size. Two different 

procedures were followed to generate the supported cluster configurations: i) a systematic 

build-up and ii) a genetic algorithm (GA). The latter reduces the bias and explores a large 

number of possible arrangements. For the build-up procedure, taking the previous optimised 

structure of a cluster, Aun, an additional Au atom was placed in reasonable positions to create 

the structures for the next size cluster, Aun+1. Sensible structures based on previous reports 

of supported Au clusters on the model support were also included in the search. 

Measurements 

Calculations of the energies of the optimised structures of Au clusters on the surface 

(𝐸𝐴𝑢𝑛/𝑀𝑔𝑂), the energy of the optimised slab (𝐸𝑆), and the energies of the Au clusters in the 

gas phase in the shape (𝐸𝐴𝑢𝑛
) were undertaken. The isolated gas phase cluster energies 

(𝐸𝐴𝑢𝑛
) were obtained by removing the support after optimisation of the Aun/MgO system 

(𝐸𝐴𝑢𝑛/𝑀𝑔𝑂) and running a single point calculation to obtain the energy of the cluster at that 
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fixed geometry. From these calculations, adsorption energies (𝐸𝑎𝑑𝑠) were calculated 

following Equation 3.1, where n is the number of atoms in the cluster.  

𝐸𝑎𝑑𝑠 =  (𝐸𝑆 + 𝐸𝐴𝑢𝑛
) −  𝐸𝐴𝑢𝑛/𝑀𝑔𝑂 (3.1) 

The adsorption energy is a measure for the strength of the interaction between the cluster 

and the surface. However, it does not include any deformation energy of the cluster from its 

most stable structure. Therefore, the binding energy per atom (𝐸𝑏) of the clusters is also 

calculated using the gas phase energy of a single Au atom (𝐸𝐴𝑢1
). 

𝐸𝑏 =  
(𝐸𝑆 +  𝑛 ∙ 𝐸𝐴𝑢1

) −  𝐸𝐴𝑢𝑛/𝑀𝑔𝑂

𝑛
(3.2) 

The binding energy is a combination of the adsorption energy and the cohesion energy 

(𝐸𝑐𝑜ℎ), which provides a measure of the interactions within the Au cluster, see Equation 3.3. 

𝐸𝑐𝑜ℎ =  
 𝑛 ∙ 𝐸𝐴𝑢1

− 𝐸𝐴𝑢𝑛
 

𝑛
= 𝐸𝑏 −

𝐸𝑎𝑑𝑠

𝑛
(3.3) 

The charge transfer between the surface and the cluster was evaluated from calculating the 

charges on each Au atom in the cluster (𝑞𝐴𝑢𝑛
). 

Results 

MgO support 
The naked MgO slabs, (2x2, 4 layers) and (4x4, 2 layers) were both optimised, as per the 

methodology described. The optimised Mg-O distance in the top and bottom layers was 

2.098 Å, for the both the 2x2 and the 4x4 slab. The nearest neighbour O distance was 2.967 

Å for all layers of both systems. Upon relaxation of the layers in the slab, the bond distances 

between the layers varied very slightly, (maximum 0.013 Å) between the two thicknesses, 

see Figure 3.1.  

Figure 3.1: MgO slabs, (left) 4x4, 2 layers and (right) 2x2, 4 layers, showing the changes in the 
distances between the layers. R depicts the layer that have been allowed to relax and F represents 
the layers that are frozen. Blue = Mg and Red = O. 
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Structure of supported Au clusters 

On the (001) surface of magnesia there are three stable non-equivalent sites for adsorption 

of a single Au atom, illustrated in Figure 3.2, these are, a position on top of an oxygen atom 

(To), on top a magnesium atom (TMg) and in the void between two magnesium and two 

oxygen atoms (H). Au atoms placed on a bridge site (B) between an oxygen atom and a 

magnesium atom leads to a position on top of the oxygen upon optimisation. The most stable 

site for a single Au atom adsorption on MgO is on top of the oxygen with an adsorption 

energy of 1.37 eV. This position is in agreement with previous computational work by 

Ferrando and Fortunelli32 and is also supported by experimental EPR spectra data produced 

by Yulikov et al.33 The O top site is found to be 0.27 eV more stable than the next most stable 

site. The energy of adsorption in the void is found to be 1.09 eV and on top of an Mg atom 

found to be 0.89 eV, shown in Table 3.1. Further Au atoms are then added to the system, in 

the methods described above, followed by subsequent optimisation. 

The GA calculations produced a range of possible structures which were optimised using the 

same previously described method of DFT performed with the systematic build-up 

methodology. The GA calculations performed here were performed using the Birmingham 

cluster genetic algorithm package as presented by Shayeghi et al.34 Initially, a pool of 20 

random structures have their energies evaluated within VASP. The initial pool is then 

minimised and “parents” are chosen by applying a fitness function, in this case the energy of 

the structure is used a measure of “fitness”. Once the parents have been chosen, the degree 

of crossover from each parent is weighted (from pool) and random mutation operations are 

allowed occur at a rate of 0.1. This rate of mutation balances reduced efficiency from a higher 

rate, which would impede the mating rate of low energy parents and no mutation, which 

would reduce structural diversity. Full mutation would essentially make this method a basin 

hopping approach. If the new structures are lower in energy than those in the existing pool 

then they replace those structures and become parents. This procedure continues until 

Figure 3.2: Illustration of the adsorption sites of Au on MgO. A site on top of an oxygen atom (To), 
on top of a magnesium atom (TMg), in the hollow between two magnesium and two oxygen atoms 
(H) and on a bridge site (B). Blue = Mg and Red = O. 
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energy convergence is reached. For the Aun/MgO (3 ≤ n ≤ 5) systems computed using GA, the 

stabilities of the structures produced were compared to the structures generated by the 

systematic build-up approach. It was found that the GA, whilst finding some new low energy 

structures, particularly for Au5, in the time frame allowed, was not always successful in 

finding the most stable configuration. The procedure was allowed to run for at least 9 days 

for each cluster size and energy convergence was not reached in this time. Additionally, the 

GA did not always find the lowest energy structures as found by the systematic method. As 

a result, the systematic build-up approach was deemed more suitable for the cluster sizes 

under analysis, and was the sole method used for determining low energy clusters where n 

> 5.  

Tables 3.1 to 3.17 show a selection of low energy configurations obtained for each cluster 

size (n = 2-19). The energy difference between the configurations is calculated by the overall 

system energy (𝐸𝐴𝑢𝑛/𝑀𝑔𝑂) for that cluster size (n) minus the overall system energy of the 

lowest energy system for that cluster size. The supported metal clusters are identified as 

Aun[A-B(-C)]X for a gold cluster with n atoms in which there are A gold atoms at the cluster-

support interface, B in the next layer, and C in third layer growing perpendicular to the 

surface. The sub index X is added to distinguish clusters with otherwise identical names. 

Table 3.1: Schematic representation of on Au on MgO (001), i.e. Au1/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au1[1]a Au1[1]b Au1[1]c 

Top  

   

Side 

   

ΔE (eV) 0.00 +0.47 +0.27 

 

On addition of a second atom to the first Au atom, using the build-up approach previously 

described, the cluster preferentially adopts a perpendicular arrangement, where the second 

atom sits directly on top of the first one. The Au2[1-1] cluster is 0.46 eV more stable than the 
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alternative parallel planar structure, where the first Au atom sits on top of two adjacent 

oxygen atoms (Au2[2-0]), see Table 3.2. 

Table 3.2: Schematic representation of two Au on MgO (001), i.e. Au2/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au2[1-1] Au2[2-0] 

Top  

  

Side 

  

ΔE (eV) 0.00 +0.46 

 

When the cluster grows to accommodate a third atom, the points of contact with the support 

increases from one to two, both of which are with an oxygen atom. These are bridged by the 

third Au atom. All structures produced are of a similar geometry, the energy increase being 

< 0.008 eV. This energy difference is very small, smaller than DFT computational accuracy, 

producing no discernible energetic difference between the Au3 structures.  While Au3[2-1]b 

was found using both the build-up and the GA methodology, Au3[2-1]a was not found with 

GA, this result supported the decision to utilise only the systematic build-up methodology 

for Au6 onwards. 
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Table 3.3: Schematic representation of three Au on MgO (001), i.e. Au3/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au3[2-1]a Au3[2-1]b 

Top  

  

Side 

  

ΔE (eV) 0.00 +0.008  

 

As shown in Table 3.4, the most stable configuration for an Au4 cluster is a planar, Y-shaped 

structure, perpendicular to the surface (Au4[2-2]a), which was found using only the build-up 

method. Au4[2-2]b was the lowest energy structure found using the GA. Whilst the Au4[2-2]b 

structure was also created by the build-up procedure, it was not determined lower in energy 

than Au4[2-2]a. Structure Au4[2-2]c was only found by the GA calculation.  

Table 3.4: Schematic representation of four Au on MgO (001), i.e. Au4/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au4[2-2]a Au4[2-2]b Au4[2-2]c Au4[3-1] 

Top  

    

Side 

 

 

 

 

ΔE (eV) 0.00 +0.06 +0.10 +0.72 
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At Au5, the lowest energy shape adopted is a trapezium shaped cluster that sits 

perpendicular to the surface (Au5[3-2]a). Again, this structure was not found using GA. 

Structure Au5[3-2]b was established to be the lowest in energy from the many structures 

analysed by the GA method, followed by structure Au5[2-2-1].  

Table 3.5: Schematic representation of five Au on MgO (001), i.e. Au5/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au5[3-2]a Au5[5] Au5[3-1-1] 

Top  

   

Side 

   

ΔE (eV) 0.00 +0.03 +0.06 

 Au5[4-1] Au5[3-2]b Au5[2-2-1] 

Top 

 
 

 

Side 

   

ΔE (eV) +0.26 +0.33 +0.50 

 

The GA method was not successful in finding the lowest energy structures for Aun/MgO 

where (n = 3-5) from the computational time given. Therefore, from Au6 onwards, structures 

were only produced via the systematic build-up method. As shown in tables 3.3-3.5, for 

clusters up to 5 atoms, the perpendicular planar structures are more stable than their parallel 

planar counterparts. From Au6 the parallel planar structures become more stable, Figure 3.3. 

The Au6 cluster adopts a triangular shaped parallel planar structure as its lowest 

configuration, see Table 3.6. The perpendicular structure of the same triangular shape being 

seen to be 0.37 eV less stable.  
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Table 3.6: Schematic representation of six Au on MgO (001), i.e. Au6/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au6[6] Au6[3-2-1] Au6[4-1-1]a 

Top  

   

Side  

  

ΔE (eV) 0.00 +0.37 +0.52 

 

The parallel planar structures persist as the most stable configurations up to Au19, shown in 

Tables 3.7 to 3.17. Results regarding the energetic and structural properties of the lowest 

energy clusters for each size are shown in Table 3.18.  

Table 3.7: Schematic representation of seven Au on MgO (001), i.e. Au7/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au7[7]a Au7[7]b Au7[7]c Au7[4-3] Au7[3-3-1] 

Top  

   

  

Side 

 
  

  

ΔE (eV) 0.00 +0.05 +0.32 +0.56 +0.76 
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Table 3.8: Schematic representation of eight Au on MgO (001), i.e. Au8/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au8[8]a Au8[7-1] Au8[8]b 

Top  

  
 

Side 

   

ΔE (eV) 0.00 +0.56 +0.63 

 

From Au8, the perpendicular planar structures are much higher in energy (> 1 eV), therefore, 

they are not included in the following tables of low energy structures.  

Table 3.9: Schematic representation of nine Au on MgO (001), i.e. Au9/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au9[9]a Au9[9]b Au9[8-1] 

Top  

   

Side 

 
 

 

ΔE (eV) 0.00 +0.27 +0.31 
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Table 3.10: Schematic representation of ten Au on MgO (001), i.e. Au10/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au10[10]a Au10[10]b Au10[10]c Au10[6-3-1] 

Top  

 
 

  

Side  

  
 

ΔE (eV) 0.00 +0.36 +0.61 +0.95 

 

Table 3.11: Schematic representation of eleven Au on MgO (001), i.e. Au11/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au11[11]a Au11[11]b Au11[6-4-1] 

Top  

   

Side 

   

ΔE (eV) 0.00 +0.20 +0.90 
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Table 3.12: Schematic representation of twelve Au on MgO (001), i.e. Au12/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au12[12]a Au12[12]b Au12[9-3] 

Top  

  
 

Side 

 
  

ΔE (eV) 0.00 +0.44 +0.99 

 

Table 3.13: Schematic representation of thirteen Au on MgO (001), i.e. Au13/MgO. Au is represented 
in yellow, O in red and Mg in blue. 

 Au13[13] Au13[8-4-1] 

Top  

  

Side  

 

ΔE (eV) 0.00 +0.49 

Table 3.14: Schematic representation of fifteen Au on MgO (001), i.e. Au15/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au15[15]a Au15[15]b Au15[10-4-1] 

Top  

 
 

 

Side   

 

ΔE (eV) 0.00 +0.26 +0.88 
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Table 3.15: Schematic representation of sixteen Au on MgO (001), i.e. Au16/MgO. Au is represented in 
yellow, O in red and Mg in blue. 

 Au16[16]a Au16[16]b 

Top  

  

Side 

  

ΔE (eV) 0.00 +0.51 

Table 3.16: Schematic representation of seventeen Au on MgO (001), i.e. Au17/MgO. Au is 
represented in yellow, O in red and Mg in blue. 

 Au17[17]a Au17[17]b 

Top  

  

Side 

  

ΔE (eV) 0.00 +0.14 

Table 3.17: Schematic representation of nineteen Au on MgO (001), i.e. Au19/MgO. Au is represented 
in yellow, O in red and Mg in blue. 

 Au19[19] Au19[11-6-2] 

Top  

  

Side 

  

ΔE (eV) 0.00 +1.10 
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Figure 3.3: Graphical plot of all the Aun/MgO structures (n < 20) found in the tables, by structure type. 
The relative energy is with respect to the most stable of that size. 
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Table 3.18: Energetic and structural parameters obtained for the lowest energy Aun/MgO (n = 1-19) 

systems, where 𝑑𝐴𝑢 − 𝐴𝑢̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  is the average Au-Au distance, 𝑑𝐴𝑢𝑛𝑖
− 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ is the average interface Au to 

surface distance and ni is the number of interface atoms (that is atoms in direct contact with the 

support). Au interface atoms not close enough to form a bonding interaction until Aun = 5. 

 

 

Structural trends of the lowest energy Aun structures. 

Structural trends of the growing supported Au clusters are determined from calculating the 

average height difference between the Au clusters and the top layer of the support 

n ni 𝑑𝐴𝑢 − 𝐴𝑢̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

(Å) 

𝑑𝐴𝑢𝑛𝑖
− 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

(Å) 

𝑑𝐴𝑢 − 𝐴𝑢̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ at 

interface (Å) 

Eads 

(eV/atom) 

Ecoh 

(eV/atom) 

Eb 

(eV/atom) 

1 1 
 

2.310 
 

1.37 0.00 1.37 

2 1 2.522 2.226 
 

0.83 1.15 1.98 

3 2 2.597 2.213 
 

0.94 1.20 2.13 

4 2 2.663 2.218 
 

0.87 1.50 2.36 

5 3 2.719 2.388 2.773 0.67 1.66 2.33 

6 6 2.716 2.705 2.716 0.66 1.89 2.54 

7 7 2.708 2.672 2.708 0.67 1.85 2.52 

8 8 2.710 2.680 2.710 0.66 1.99 2.65 

9 9 2.748 2.71 2.748 0.64 1.98 2.62 

10 10 2.746 2.733 2.746 0.60 2.08 2.68 

11 11 2.736 2.735 2.736 0.61 2.08 2.69 

12 12 2.744 2.752 2.744 0.58 2.17 2.75 

13 13 2.743 2.763 2.743 0.58 2.16 2.74 

15 15 2.749 2.779 2.749 0.59 2.20 2.79 

16 16 2.750 2.788 2.750 0.58 2.24 2.82 

17 17 2.751 2.772 2.751 0.58 2.24 2.81 

19 19 2.756 2.791 2.756 0.57 2.29 2.86 
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(𝑑𝐴𝑢𝑛𝑖
− 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅) as well as the average distances between neighbouring atoms within the cluster 

(𝑑𝐴𝑢 − 𝐴𝑢̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅). See Table 3.18 and Figure 3.4. 

Figure 3.4: Average cluster-support distance and Au-Au distance as a function of the cluster size (n) in 

Aun/MgO. The dashed black line represents the Au-Au distance found in in an Au-Au monolayer for 

comparison.  

The analysis of structural parameters shows that the cluster-support distance (𝑑𝐴𝑢𝑛𝑖
− 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅) of 

a single Au atom to the support (on top an oxygen) is 2.310 Å, this decreases to 2.20 Å for 

the Au dimer as shown by Figure 3.4. After Au5, the 𝑑𝐴𝑢𝑛𝑖
− 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ distance increases and 

converges to a value between 2.71 Å and 2.79 Å when the arrangement of the cluster 

changes from perpendicular to parallel to the surface of the support. All Au atoms are at the 

interface in these clusters and as the number of atoms in contact with the surface (interface 

𝑑𝐴𝑢 − 𝐴𝑢̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 
𝑑𝐴𝑢𝑛𝑖

− 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

Figure 3.5: Representation of how average cluster-surface distance (𝑑𝐴𝑢𝑛𝑖
− 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅) changes with cluster 

size. Au5 (left) where the most stable cluster is perpendicular to the surface and Au6 (right), the most 
stable structure being parallel to the surface. 
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atoms) increases. Therefore, the interaction of the cluster with the surface (Eads) is spread 

across a wider area (interaction with individual Au atoms decreases) and the average cluster 

surface distance drastically increases, as shown in Figure 3.5. 

Generally, when the cluster size increases, the dAu-Au decreases, as the Au-Au interactions 

increase and bond lengths decrease. As the cluster grows, the average Au-Au distance tends 

to the value of an isolated Au monolayer (2.74 Å). However, the average distance for Au8 

does not follow this trend but the result can be explained by a unique feature of the Au8 

cluster. The most stable structure for Au8 is shown in Figure 3.6 and displays the (001) facet 

of the gold atoms in the centre, rather than the typical (111) arrangement seen for all other 

clusters. When this configuration is adopted it creates slightly shorter bonds between the Au 

atoms and results in a slightly lower dAu-Au average. 

When the planar clusters grow in a (111) hexagonal pattern, this creates what is known as 

lattice mismatch between the cluster and the surface. Lattice mismatch is where the 

symmetry of surface is not replicated at the interface of the cluster. Whilst the mismatch 

would cause strain in the cluster, the adopted (111) motif is still energetically favourable, 

due to the difference in the surface energies of Au (𝛾(111) <  𝛾(001)). Greater discussion 

regarding mismatch can be seen in Chapter 5. 

Adsorption, cohesion and binding energies 

In terms of the energetic interactions in the Aun/MgO system, calculations of adsorption 

energy, binding energy and cohesion energy have been undertaken in line with equations 

3.1, 3.2 and 3.3. Starting with single Au atom adsorption on MgO, the adsorption energy was 

calculated with inclusion of dispersion correction, as 1.37 eV. As many of the previous studies 

of Au/MgO quote adsorption energy without the use of dispersion correction, the calculation 

Figure 3.6: Schematic representation of the most stable Au8 geometry showing the (001) Au 
configuration unique to this cluster size. 
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of single atom adsorption was also performed without dispersion correction for comparison. 

The value obtained without this correction was 0.81 eV and is similar to values obtained in 

previous studies, e.g. 0.81 eV by Tada et al.,35 0.87 eV by Jeon et al.36 and 0.78 eV by Coquet 

et al.37 with the same GGA functionals used. 

 

In terms of trends observed in adsorption energies, as the cluster size increases, generally 

the adsorption energy (Eads) of Au clusters on magnesia decreases. The adsorption energy 

declines rapidly from 1.37 eV (for Au1) and converges around 0.57 eV, see Figure 3.7. The 

planar growth of the Au clusters is reflected in convergence of the adsorption energy. Each 

atom added to the cluster joins to the corner of the existing Au cluster and is in contact with 

the support, therefore the adsorption energy decreases fairly linearly with cluster growth. 

 

Both the cohesion energy (Ecoh) and the binding energy (Eb) increase with the number of Au 

atoms on the magnesia, displaying an opposite trend to that of the Eads. With increasing 

cluster size, the cohesion energy (Ecoh) increases toward the bulk cohesive energy of gold, 

calculated as 3.63 eV/atom. This value is similar to that found experimentally (3.81 

eV/atom)38 and computationally (3.73 eV/atom) for bulk gold.39 The Au2 cluster has a 

measured cohesion energy of 1.15 eV, this is comparable to the experimental cohesion 

Figure 3.7: Graph to show adsorption energy per atom (𝐸𝑎𝑑𝑠𝑛
), binding (𝐸𝑏) and cohesion (𝐸𝑐𝑜ℎ) 

energies of Au clusters with number of atoms (n) on MgO(001). 
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energy of 1.16 eV quoted by Kittel,38 and the computationally calculated one (1.16 eV) using 

a correlation-consistent basis set in DFT (rather than plane-waves) obtained by Bun et al.39  

 

The results in Figure 3.7 supports the conclusion that as the cluster grows, the interactions 

within the cluster increase while the cluster-support interaction decreases. Supported 

clusters with high cohesion energy have a morphology close to their optimum structure in 

the gas phase. This means that the structures are either weakly influenced by the support, 

or the interaction is weakened by the mismatch, i.e. difference in the atomic distances and 

symmetry between the cluster and the surface adsorption sites. Despite the symmetry 

mismatch between the square magnesia surface and the hexagonal Au cluster, addition of 

Au atoms to the cluster does not affect the average strength of the interaction of the Au 

atoms with the surface, while the cohesion energy does not indicate any significant distortion 

of the metal cluster. Therefore, planar arrangements of the Au atoms are stabilised on MgO. 

These structures are also stable in gas phase according to different computational studies, 

but only for cluster sizes up to around 1340 or 1541 atoms. 

The ratio of cohesion energy (𝐸𝑐𝑜ℎ) to adsorption energy per atom has been calculated to 

help ascertain which interactions are dominant in the system, see Figure 3.8. A high ratio 

denotes that the cluster structure is controlled by the Au-Au interactions, while a low ratio 

indicates a stronger interaction of Au atoms with the surface than to each other. The 

Figure 3.8: Graph to show ratio of cohesive (Ecoh) and adsorption per atom (𝐸𝑎𝑑𝑠𝑛
) energies. 
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dominance of 𝐸𝑐𝑜ℎ, indicates that while small Au clusters are more influenced by the cluster-

support interactions, having a lower 𝐸𝑐𝑜ℎ/𝐸𝑎𝑑𝑠𝑛
 ratio as seen in Figure 3.8, the larger the 

cluster size, the greater the influence of the Ecoh. However, when the 𝐸𝑐𝑜ℎ/𝐸𝑎𝑑𝑠𝑛
 ratio was 

compared to Au clusters on another support such as carbon,42 this ratio is relatively low and 

partially explains the planar nature of the structures.  

 

Electronic charge analysis 

Bader charges 

A strong adsorption of metal clusters on supports is commonly associated with a distortion 

in their electronic structure, e.g. subtracting or adding electrons into the metal band 

structure. These distortions have implications for the cluster morphology and stability, as 

well as the catalytic activity. Therefore, changes in the electronic structure were analysed 

and electron transfer between the cluster and the surface was investigated using the Bader 

population (atoms in molecules) analysis. 

Table 3.19: Summary of the average charge analysis on the Aun/MgO system.  

 

The results from the charge analysis showed a reduction (gain of electrons) of the Au clusters 

on the magnesium oxide surface. The degree of charge transfer per atom generally decreases 

with increasing cluster size. The biggest charge transfer per Au atom was found for a single 

Au ad-atom with a negative partial charge of −0.24 e. This is primarily taken from the oxygen 

atom at the interface, which shows a charge difference of +0.19 e compared to the 

surrounding oxygen atoms. The average charge of the Au atoms decreases to −0.13 e for the 

Au dimer and in this case, the Au atom at the interface is only charged by −0.05 e, significantly 

less than the second Au atom on top of the interface atom, which has a charge of −0.20 e. 

This is dissimilar to the observations Au3, where the interface atoms are more negatively 

n Charge transfer (e per atom) n Charge transfer (e per atom) 

1 -0.24 10 -0.08 

2 -0.13 11 -0.09 

3 -0.15 12 -0.08 

4 -0.12 14 -0.08 

5 -0.12 15 -0.08 

6 -0.11 16 -0.08 

7 -0.10 17 -0.08 

8 -0.09 19 -0.07 

9 -0.09   
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charged with −0.18 e and −0.19 e. The top Au atom only showing a charge of −0.07 e, the 

average for Au3 being a charge of −0.15 e. There is a weaker interaction of the Au cluster 

with the surface as the cluster grows, resulting in increasing cluster size decreasing the 

average charge of the Au atoms to −0.07 e, as seen in the case of Au19. As the clusters get 

bigger, the interactions between Au atoms are stronger (Ecoh) than the interaction formed by 

the adsorption of the gold to the surface (Eads). This results in a reduction in the charge 

transfer from the surface to the Au cluster. Additionally, the charge of specific Au atoms 

within a cluster is mainly dependent on the number of neighbouring Au atoms, i.e. atoms at 

the corners and edges of the cluster with lower coordination are more negatively polarized 

than highly coordinated atoms in the centre of the cluster. It is of note, that there is no 

distinct correlation between the height of the cluster from the surface and the partial 

charges on the Au atoms as previously described by Paccioni.43  

Density of states (DOS) and Crystal Orbital Hamilton Populations (COHP) 

Density of states (DOS), have been used to characterise electronic properties, and in 

particular, orbital interactions that lead to bonding interactions between the Au and MgO in 

Au/MgO systems. DOS have been used in combination with a Crystal Orbital Hamilton 
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Figure 3.9: Projected DOS of unsupported Au3 (right) and Au6 (left) clusters, Energy relative to the 
Fermi energy, marked by the black line. 
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Population analysis (COHP) to help distinguish the states contributing to the stabilization of 

the structure.44 

Initially, the electronic structure of unsupported, isolated Au clusters was analysed in order 

to apply the results to the discussion of the supported cluster structures. The cluster sizes 

chosen for analysis were Au3 and Au6, as these sizes provide information relating to both odd 

and even numbered clusters. The frontier bands (highest occupied and lowest unoccupied) 

in the isolated Au clusters, Au3 and Au6, have s,d hybrid orbital character, evident from the 

mixing of the peaks in the DOS, as seen in Figure 3.9. In odd-numbered clusters, e.g. Au3, the 

highest occupied band is dominated by contributions from the s states of the Au atoms, 

whereas the occupied orbitals below are dominated by d contributions. Even-numbered 

clusters have a d-dominated occupied band while the lowest unoccupied band is s-

dominated.  

Figure 3.10: (left) Average pCOHP (Au-Au) for Au3; spin1 (red) and spin 2 (black), (right) Average 
pCOHP (Au-Au) for Au6 
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Considering the electron configuration of Au ([Xe] 4f14 5d10 6s1), the d-orbitals will be 

occupied, and the s-orbitals will be half occupied. Therefore, as seen in Figure 3.10 by the 

pCOHP of unsupported Au clusters, most of the antibonding states are occupied.  

The density of states (DOS) of the naked MgO surface is shown in Figure 3.11 and reveals 

that the valence band has predominantly O 2p character, with very little mixing of Mg states. 

This indicates the electronic density is donated into the O p orbitals in the formation of the 

bond and displays the ionic character of this bond. The magnesia band gap, the energy 

difference between the valance and the conduction band, is approximately 3.3 eV, which is 

a typical value obtained with DFT computational methods.45 This value is consistent with its 

nature as an insulative material but is smaller than the value expected from experiment (7.7 

eV).46 The conduction band consists of Mg 2s and 2p states with little mixing of O 2p states. 

The pCOHP (Mg-O), Figure 3.11, indicates bonding character for the entire valence band and 

antibonding character for the complete conduction band.  

Figure 3.11: (left) pDOS of MgO(001); Mg(s) orbitals (red), Mg(p) orbitals (black), O(s) orbitals 
(blue), O(p) orbitals (yellow).(right) Average pCOHP (Mg-O) of MgO; pairs within 3.0 Å. 
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In the pDOS (projected DOS) of the Au3/MgO system, Figure 3.12, the Au d-states are mainly 

below the Fermi energy indicating that they are occupied, whilst there are small peaks 

associated with Au s-states both sides of the Fermi energy, indicating that the Au s-states are 

partially occupied. The band gap is reduced to 1 eV with the emergence of an Au states at 

the Fermi energy, with both s and d-orbitals mixing implying hybridisation. There is overlap 

in the valence band between mainly the d-states of the Au and the O p-states, showing some 

bonding interaction between Au and O. While this indicates that the formation of Au–O 

bonds is favoured, the pCOHP (Figure 3.13) implies that many antibonding Au-O and Au-Au 

states are populated. As a result of the bonding, electron density is shifted from the p-

orbitals of the surface oxygen atoms into the new bands giving a net transfer of charge from 

the surface to the cluster. 
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Figure 3.12: pDOS of Au3/MgO, Energy relative to fermi energy, marked with a black line (0eV), inset 
shows the state around the Fermi level (-0.4 to 0.4 eV) 
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As in the case of an isolated Au3 cluster, the highest occupied orbital has larger contribution 

from the Au 6s orbitals than the 5d orbitals of the Au atoms. According to the pCOHP 

calculation, these states are antibonding with respect to the Au-O as well as the Au-Au 

interactions. This indicates that the magnesia surface can offer only limited stabilisation for 

odd-numbered Au clusters compared with the isolated clusters and explains the odd-even 

oscillation of the stability retained for the adsorbed species, this is discussed further in 

Chapter 4. 

 

Figure 3.13: Average pCOHP (Au-Au, within 4Å) for Au3/MgO, (right) Average pCOHP (Au-O, within 
4Å) for Au3/MgO; spin 1 (red) and spin 2 (black) 

En
er

gy
 (

eV
) 

En
er

gy
 (

eV
) 

pCOHP pCOHP 



76 
 

76 
 

Similar conclusions can be made when analysing Au6/MgO(001), Figure 3.14 and 3.15. The 

valance band mainly consists of O p states and Au d-states, however, the highest occupied 

state in the DOS, 0.6 eV below the Fermi energy, is made up of Au s and d-states, and the 

lowest unoccupied peak consists of mainly Au s-states, showing that less of the s-states are 

occupied. This suggests pairing interactions induced in the even number cluster. The shift 

downwards in energy for the highest occupied peak is also consistent with this conclusion, 

as the pairing would reduce the energy of the orbital. As seen for Au3/MgO, they are strongly 

antibonding with respect to the Au-Au and Au-O interactions.  

 

Figure 3.14: pDOS of Au6/MgO; Energy relative to Fermi energy, marked by the black line (0eV), 
inset shows the density of the orbitals between -1.0 and 2.0 eV. 
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Figure 3.15: (left) Average pCOHP (Au-Au, within 4Å) for Au6/MgO, (right) Average pCOHP (Au-O, within 
4Å) for Au6/MgO. 
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Conclusions 

In conclusion, a systematic DFT study on Aun nanoparticles (n = 1-19) supported on MgO 

(001) was carried out to determine the shapes and position of the most stable Aun/MgO 

systems. The results showed that the most stable clusters below 6 atoms are planar and sit 

perpendicular to the support, above 6 atoms the lowest energy structures are planar and 

parallel to the support. The structural and electronic properties of supported Au 

nanoparticles are highly influenced by the MgO support. The effect of the support on cluster 

shape is exhibited by the (001) features of clusters of Au7/MgO and Au8/MgO, showing that 

surface interactions lead to distortion in the shape of the Au cluster. This results in changes 

to the cluster geometry to accommodate the interactions with the oxide support. However, 

as cluster size increases the interaction between the cluster atoms and the surface weakens 

(lower Eads), while the interactions between Au atoms in the cluster strengthen (higher Ecoh). 

The stronger cohesion between Au atoms as the cluster grows is also shown by the reduced 

anti-bonding character of the Au-Au bonds in Au6/MgO when compared with the Au3/MgO 

system. This decreasing Eads and increased Ecoh results in the interfacial layer of the cluster 

retaining a (111) epitaxy and hexagonal Au structure, while cluster growth is still on the 

interface. The charge distribution analysis found that the Au clusters on magnesia have 

negative partial charges which stabilises planar Au clusters. That being said, the shape of the 

metal clusters in general, may be dependent on more than only the relative strength of the 

metal-metal interactions and the metal-surface interactions. Additional considerations 

include cluster-surface mismatch and surface energies, further discussed in Chapter 5. 
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Chapter 4 

 

 

Growth of Aun on MgO surfaces – Ostwald ripening 
 

Introduction 
This chapter presents a DFT computational study investigating the Ostwald ripening 

mechanism of Au clusters on a MgO(001) support. Commonly, the efficacy of heterogeneous 

catalysts is determined by the composition, size and shape of the potential active sites under 

reaction conditions.1–5 Often built by late transition metal nanoparticles (NPs), the active 

phase varies depending on the application of the catalysts, but they must generally possess 

a large exposed area of active sites and be highly resilient, i.e. resistant to changes induced 

by reaction conditions. Processes that lead to changes in the shape, size, or number of these 

sites instigate the deactivation of the catalyst, causing a decrease in catalyst productivity 

and/or selectivity. 

As described in the introduction, one of the most important deactivation processes, is 

sintering. Sintering leads to the loss of active surface area by agglomeration of the metal 

nanoparticles, which is exacerbated by thermal effects. When this process does occur, often 

from heat treatment during catalyst synthesis methods or reaction conditions, the small 

active NPs aggregate to former larger, more stable and usually less active NPs.6–9 With an 

increase in size of the metal NP’s comes a reduction in available active sites, as more atoms 

make up part of the bulk of a nanoparticle, rather than the surface. There is also a loss of 

specific sites, often noted as being particularly reactive, i.e. step, corner or edge atoms. The 

sintering process is difficult to reverse and the cost of replacing inactive catalysts can be very 

high, not only because of the cost of late transition metals generally involved, but also in the 

process of replacing them. It is possible that, if sintering rates and mechanisms are better 

understood, then this deactivating process can be more successfully minimised or reversed 

by redispersion (or digestion) of the metal on the catalyst surface.10  
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Two principal ripening mechanisms have been established to contribute to sintering 

processes: crystallite and atomic detachment.11 During crystallite detachment,12 a whole 

cluster will migrate, collide with another particle and coalesce to form a single, larger 

nanoparticle. This is also known as Smoluchowski ripening or coalescence. During atomic 

detachment, a single atom breaks off (digests) from the less stable structure (known as 

Ostwald digestion) and diffuses toward other NPs where is it enveloped onto the new, 

commonly larger and more stable structure (known as Ostwald ripening).13 These processes 

are driven by reduction of the surface-bulk ratio and therefore increases stability.14  

Ostwald ripening  
The migration of a single building block (here metal atoms) to and from metal clusters is 

often termed Ostwald ripening, an illustration of which is shown in Figure 4.1. 

The rate of change for cluster size by Ostwald ripening can be determined if the average size 

of the particle is obtained using Equation 4.1.9 A ratio < 0 indicates particles will shrink and > 

0 will grow. �̅� being the radius of the average sized particle. 

𝑑𝑅

𝑑𝑡
=  

1

𝑅
[
𝑅

�̅�
− 1] (4.1) 

Smoluchowski ripening or Coalescence 
Coarsening via the Smoluchowski, or coalescence mechanism, occurs by the diffusion of 

small clusters of atoms rather than single atoms, followed by the subsequent merging to 

other clusters, as described by Equation 4.2. Coalescence of supported NP’s, involves the 

mobility of particles in a Brownian-like motion on the support surface, with subsequent 

merging with another cluster leading to nanoparticle growth.11  

(𝑎) + (𝑏)
 𝑘
→ (𝑎 + 𝑏) (4.2)  

Figure 4.1 Ostwald ripening mechanism. �̅� is the diameter of a particle of average size. 
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Where k is the probability (or rate) of a merge. The mean size of the particle goes from being 

(𝑎)+(𝑏)

2
 to 𝑎 + 𝑏. 

 

 

Figure 4.2: Schematic representation of the Coalescence ripening mechanism of supported clusters. 

Ostwald or Smoluchowski ripening? 
There is some argument regarding the dominant mechanism under particular conditions. 

Considerations such as, metal dispersion, particle size and strength of adsorption to the 

surface have been discussed.11,15 

It is argued that where dispersion of the metal species is high, the probable mechanism 

would be Ostwald ripening. The reason suggested for this is that whole particle diffusion 

would require more energy, so would be unlikely at longer distances. However, when 

dispersion is lower, and metal clusters have smaller distances to travel over, coalescence 

may occur more frequently. Additionally, when the dispersion is high, smaller clusters are 

more likely to contain less atoms, from which, it would be easier for a single atom to detach 

than from a larger cluster. Thus, the system may undergo Ostwald ripening. Over time or 

when metal dispersion is lower, the number of small clusters will decrease, and so the 

mechanism may switch to favour coalescence.11  

The strength of the interaction between the metal cluster and the support (Eads) can also 

influence which type of growth mechanism occurs.16 For example, if the metal species has a 

strong interaction with the surface, then diffusion of the species would require more energy, 

limiting the system to single atom diffusion and coalescence would be disfavoured. The lower 

the adsorption energy the more likely diffusion of clusters becomes. With this in mind, it 
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must also be considered that the interactions of atoms within the metal cluster would make 

a difference to the growth mechanism operated. The stronger the bonds between metal 

atoms the greater the energy required for single atom detachment, thus, Ostwald ripening 

may be less prevalent, particularly at lower temperatures.  

The idea that one mechanism is chosen over another may be too simplified, and the co-

existence of both mechanisms working simultaneously should be considered. There have 

been research groups that have been dedicated to eluding the dominant mechanism for 

particular systems. To this end, a typical method is measuring particle density 

distribution.11,17 The success of this method comes from the fact that the particle density will 

be reduced immediately if ripening proceeds via coalescence, whilst if the predominant 

mechanism is Ostwald ripening, the particle density will be retained for longer, as the clusters 

will shrink in size before disappearing completely. However, for the very small cluster sizes 

described in this thesis (< 1 nm), it has been suggested that using this method may not yield 

reliable results. Even if ripening only occurred via Ostwald ripening such small particles would 

disappear very quickly, making it difficult to observe the process. Additionally, this method 

is only successful as long as the clusters are detectable, which becomes more difficult at 

smaller sizes. Therefore, other methods of determining the dominant mechanism must be 

sought for systems such as Aun/MgO (n =1-10). 

It is implied from the literature that high metal dispersion would mean a dominant Ostwald 

ripening mechanism. Thus, the modelling of the Ostwald ripening performed here is justified 

by the very high metal dispersion modelled. Moreover, modelling Smoluchowski ripening is 

much more demanding. The difficulty in modelling the coalescence mechanism comes from 

the fact that the method of migration of the small clusters is less predictable and adding 

more atoms to the diffusion increases its complexity. The diffusion may involve some form 

of leapfrogging of the particles, rocking, rolling or walking motions.18 All variants of these 

movements would need to be modelled and would exponentially increase the computational 

demands in comparison to modelling single atom diffusion.  

Methodology 
In order to study the Ostwald ripening process, the Aun/MgO, Aun +1/MgO and Aun+1/MgO 

systems were modelled using the same computational methodology as was described in the 

determination of low energy clusters (Chapter 3). The PBE density functional of Perdew, 

Burke, and Ernzerhoff19 was used to calculate the exchange and correlation contributions. 

Dispersion interactions were calculated using the Grimme’s empirical dispersion correction 
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DFT-D3.20 Projector-augmented wave (PAW) pseudopotentials21,22 as implemented in VASP 

were used to describe the core electrons. A kinetic cut-off was set at 450 eV and a 3×3×1 

Monkhorst-Pack k-point grid was used after benchmarking for the Brillouin zone integration.  

The reaction coordinate in relation to ripening processes (Aun+1/MgO to Aun+1/MgO) for the 

single Au atom diffusion and attachment to an Au cluster have been studied, see Figure 4.4. 

The Aun/MgO systems were taken directly from the calculations performed in Chapter 3 and 

further modelling was performed to produce Aun +1/MgO systems, which consist of a cluster 

of size n and a single atom within the same unit cell, both supported on the surface. An 

example of these systems, where the initial (Au2 +1), TS and final states (Au3) from single 

atom attachment (Ostwald ripening) is shown in Figure 4.3. 

Once the initial (Aun +1) and final (Aun+1) systems were modelled, then a static path technique 

was used to identify the transition states (TS) associated with atomic attachment of Au atoms 

to Au clusters on magnesia. In this technique, several structures (in this case 10) were taken 

from between the initial (Aun+1/MgO) and final systems (Aun+1/MgO) along the reaction 

coordinate and optimised, using a quasi-newton method. The structure determined to be 

closest to the highest energy point on the PES had its bond frequencies analysed. TS’s 

positioned on the PES that correspond to minima in all directions except one and were 

confirmed from observing a single normal mode associated with an imaginary frequency 

along the reaction path. If a TS is not found, the structure undergoes further optimisation to 

move the structure in the correct direction along the coordinate path, until a single imaginary 

frequency is found.  

Figure 4.3: Single atom attachment to an Au2 cluster to form Au3 on MgO. Blue = Mg, Red = O and 
Gold = Au. Initial (left), Transition state (centre) and final (right) structures.  
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The energy barriers (Ea) to ripening are calculated as follows, by Equation 4.3: 

𝐸𝑎 = 𝐸𝑇𝑆 − 𝐸𝐴𝑢𝑛+1 (4.3) 

Where the 𝐸𝐴𝑢𝑛+1 is the energy of the system before attachment of the single atom to the 

cluster with it on the same surface as the cluster, and 𝐸𝑇𝑆 is the energy at the transition state 

of the attachment. Reaction energies (Er) are also calculated according to Equation 4.4. 

𝐸𝑟 = 𝐸𝐴𝑢𝑛+1
− 𝐸𝐴𝑢𝑛+1 (4.4) 

Microkinetic methodology 
Microkinetic modelling is employed from the DFT results within a TST framework and the 

effect of temperature and Au coverage (θ) is included. Microkinetic modelling is a method 

whereby the process of interest is broken down into its elementary reaction steps. This 

allows for a discussion of reaction dynamics and rates based on the partition function of each 

individual system. For study of Ostwald ripening processes, the elementary steps are the 

diffusion, attachment and detachment of single atoms. 

Many characteristics of a system can be studied using the partition function. An example of 

these is the probability (P) of finding the system in a state with energy εi at a given 

temperature (T), where 𝑔𝑖is the state degeneracy, by using the following equation: 

𝑃𝑖 = 
𝑒

−
𝜀𝑖

𝑘𝐵𝑇

∑ 𝑔𝑖𝑒
−

𝜀𝑖
𝑘𝐵𝑇∞

𝑖=0

(4.5) 

Figure 4.4: Represents the reaction profile for a single atom attachment along the reaction 
coordinate to a supported Au cluster (Aun+1). ETS is the energy of the transition state structure, Ea is 
the migration barrier and Er is the stability of the EAun+1 system compared to the initial Aun +1 system. 
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Where the partition function is the denominator. Another example is the average energy of 

a system (𝜀)̅ and as described by the equation below. 

𝜀̅ =  𝑘𝐵𝑇2
𝜕𝑙𝑛𝑄

𝜕𝑇
(4.6) 

The distribution of systems at given conditions is described by the Maxwell-Boltzmann 

distribution, where the partition function gives a summation of the states of a system. This 

description permits combination with transition state theory allowing a derivation of 

numerically obtained observables at the macroscopic level.  

The equation for determining the partition function is as follows: 

𝑄 ≡ ∑𝑔𝑖

∞

𝑖=0

𝑒
−

𝜀𝑖
𝑘𝐵𝑇 (4.5) 

Where gi is the state degeneracy to account for all available states even if they are the same 

energy, εi is the energy of the state i, KB the Boltzmann constant and T the temperature. It is 

through the sum of all energy levels that the partition function is used to determine all the 

properties of a system, including the average energy and free energy.  

Q, the total partition function is the product of all the individual partition functions for all 

indistinguishable particles (qN): 

𝑄 ≡ 𝑞𝑁 
 𝑞 = q𝑡𝑟𝑎𝑛𝑠q𝑟𝑜𝑡q𝑣𝑖𝑏q𝑒𝑙𝑒𝑐 (4.6)

 

The translational partition function (q𝑡𝑟𝑎𝑛𝑠) relates to the species ability to move in certain 

dimensions, i.e. volume (3D) or area (2D). The rotational partition function (q𝑟𝑜𝑡) relates to 

the number of rotational degrees of freedom that a species has. In the microkinetic 

simulation of Ostwald ripening on the surface, the translational and rotational partition 

functions equal to one, as the movement and rotation of the gold atoms and clusters are 

frustrated by their adsorption to the surface. The partition function of the Aun/MgO systems 

are then defined by the vibrational (𝑞𝑣𝑖𝑏 : Equation 4.7) and electronic (𝑞𝑒𝑙𝑒𝑐 : Equation 4.8) 

partition functions where the natural vibration modes are obtained through frequency 

calculations and the electronic contribution considers only the ground state electrons 

degeneration.23 The electronic partition function for the Au system is dependent upon the 

number of Au atoms in the systems as this dictates the number of electronic states (Au 

electronic configuration is [Xe] 4f14 5d10 6s1). 
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𝑞𝑣𝑖𝑏 = ∏
1

1 − 𝑒
−

ℎ𝜈𝑖
𝑘𝐵𝑇

 

𝑖

(4.7) 

𝑞𝑒𝑙𝑒𝑐 = 𝑔𝑒0𝑒
−

𝜀0
𝑘𝑏𝑇 (4.8) 

Where ge0 represents the degeneracy of the electronic ground state ε0. The electronic excited 

states are determined to be too high in energy for this process, and their contributions to 

𝑞𝑒𝑙𝑒𝑐 are negligible at the temperatures considered in this simulation (up to 510 K). 

Many thermodynamical variables can be defined from the partition function. For instance, 

the total partition function (𝑄) can also be used to describe entropy (𝑆), at temperature T: 

𝑆 =
𝜕

𝜕𝑇
 [𝑘𝐵𝑇 ln(𝑄)] (4.9) 

Enthalpy (𝐻) can also be calculated using the partition function, as a combination of the 

energy calculated by DFT calculations (EDFT), the zero-point energy (ZPE), and an integration 

of the specific heat capacity with respect to temperature (𝐶𝑝), which is another 

thermodynamic variable found from 𝑄. 

𝐻 =  𝐸𝐷𝐹𝑇 +  𝑍𝑃𝐸 + ∫ 𝐶𝑝𝜕𝑡

𝑇

𝑇=0

(4.10) 

𝑍𝑃𝐸 =  
1

2
∑ℎ𝜈𝑖  

𝑖

 

𝐶𝑝 =  𝑇 |
𝜕𝑆

𝜕𝑇
|
(𝑁,𝑃)

 

When both the entropic and enthalpic contributions have been calculated, Gibbs free energy 

can be obtained through the following relationship: 

𝐺 =  𝐻 –  𝑇𝑆 (4.11) 

Subsequently, once the Gibbs free energies have been calculated for all the systems this 

enables the calculation of reaction rates. The constant rate (k) of each elementary surface 

step is commonly computed using the transition state theory approximation of Eyring and 

Polanyi24. To describe the rate of a process, k: 

𝑘 = 𝐴𝑒
−∆𝐺

𝑘𝐵𝑇⁄
(4.12)

𝐴 =  
𝑘𝐵𝑇

ℎ
  
𝑄𝑇𝑆

𝑄𝑅
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Where the h is the Plank constant, kB is the Boltzmann constant and T the temperature. The 

calculated partition function for the transition state (QTS) and the reactants (QR) is used to 

calculate the pre-exponential factor (A). The reaction activation energy (ΔG) is calculated 

from the Gibbs free energies of the TS and the reactants. Once the rate constant has been 

determined for all processes, e.g. the single atom diffusion and attachment to an increasingly 

larger gold cluster, then the rate of conversion between states is calculated at specific 

temperatures and Au loadings.  

Transition state theory (TST) has been used for many years to help identify the energy 

required to overtake transition states along a reaction path. It does so by treating reacting 

systems as rigid spheres without internal degrees of freedom as in collision theory. However, 

limitations to TST include a disregard for short-lived intermediates and failure at high 

temperatures, due to the assumption that the reaction system passes over the lowest energy 

saddle point on the potential energy surface.25 One of the additional weaknesses associated 

with TST is its representation of quantum tunnelling effects. In order to improve our method, 

tunnelling of the activation barriers is considered by applying the Wigner correction to the 

energy26 using Equation 4.13. At typical higher reaction temperatures tunnelling effects do 

not play an important role and this correction is negligible and disappears while at low 

temperatures it goes to the zero-point energy correction.27 

𝐸𝑡𝑢𝑛𝑛𝑒𝑙 = −𝑘𝐵𝑇 ln

[
 
 
 
 

Π𝑖 sinh(𝜈𝑖
𝑖𝑛𝑖𝑡)

𝜈𝑖
𝑖𝑛𝑖𝑡

Π𝑖𝑠𝑖𝑛ℎ(𝜈𝑖
𝑇𝑆)/𝜈𝑖

𝑇𝑆

]
 
 
 
 

(4.13) 

Metal dispersion 

The metal dispersion for the Aun/MgO system in this thesis 

is calculated for the purposes of understanding how the 

modelled system compares to that of an experimentally 

created catalyst. By calculating the area of the unit cell, the 

number of atoms (𝑁𝑚) per unit cell area (a2, where a is 

1.678 x 10-9 m for this system) is calculated from the 

following equation: 

𝐴𝑡𝑜𝑚𝑠 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 =  
𝑁𝑚

𝑎2
(4.14) 

One Au atom is present per unit cell and the MgO unit cell area is 2.816 x 10-18 m2. This leads 

to the calculation of 3.552 x 1017 Au atoms m-2, which is equivalent to 1.16 x 104 gAu m-2. 

a  

Figure 4.3: Schematic of 
Aun/MgO system, where a is the 
lattice constant (16.780Å). 
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Finally, the metal dispersion is calculated as 8608.44 m2gAu -1. Experimentally, the metal 

dispersion of prepared catalysts varies depending on the catalyst and its preparation 

method. For example, a 12 wt% Ni/Al2O3 catalyst used for hydrogenation reactions has a 

metal dispersion of around 150 m2g-1, 28 in 1-20wt% Cu in CuO/Al2O3-ZrO2 catalysts for the 

synthesis of biofuel 2-methylfuran, the metal dispersion ranges between 180-536 m2g-1, 29 

while a 1 wt% Au-SiO2 catalyst has been reported with metal surface area of 18 m2g-1, 30 

which is increased to 101 m2g-1 when alloyed with Pd.  

From comparison to these values, it can be seen that the Au has a much higher dispersion 

metal in the microkinetic simulation (almost 20x) than is typical for catalyst produced 

experimentally. As described previously, it has been argued that with low metal dispersions, 

growth proceeding by the Ostwald ripening mechanism is much more likely than growth 

from coalescence. This supports the choice to model the Ostwald ripening mechanism for 

this system.  

Results and Discussion 
The structural and energetic properties of the lowest energy clusters (Aun, n = 1-10) were 

described in Chapter 3. Calculations of the adsorption, binding and cohesion energies of the 

system were undertaken alongside a Bader charge analysis and observation of the spin 

magnetisation of the clusters. From examination and discussion of these parameters, it was 

concluded that an increase in the cluster size results in the increase of the cohesion energy 

(Ecoh) and a decrease adsorption energy (Eads) per cluster atom toward Au bulk values. The 

overall interaction is expressed by the binding energy (Eb), which shows an overall increase 

in stability of the Aun/MgO system with increasing cluster size. This finding is in line with the 

accepted idea that particle size will increase to minimise the surface to bulk ratio31 and was 

also supported by the decrease in charge transfer per Au atom to the support from the 

charge analysis. 

Migration mechanism 
The first process analysed was diffusion, for this, single atom migration across the MgO(001) 

surface was evaluated. Initially, calculations were made to determine the most stable 

adsorption site for a single Au atom on MgO(001). As previously described, three stable 

positions were found, a top an O atom, a top an Mg atom and in the hollow. The most stable 

of these positions with an adsorption energy of 1.37 eV is on top an O atom. This compares 

to a value of 0.89 eV for adsorption a top a Mg atom and 1.09 eV in the hollow site.  
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From this, the most favourable migration path was determined. Due to the symmetry of the 

support, there are two possible diffusion pathways from the most stable O top position to 

an adjacent equivalent one: i) The path in a straight line crossing a hollow site and ii) the 

pathway across a magnesium atom. The energy barrier for the process across the hollow was 

measured to be 0.29 eV, while across the Mg is 0.22 eV higher. Therefore, the path across 

the hollow has a lower migration barrier and is more favourable. See Figure 4.4 for the 

images of these paths. 

The movement of the Au atom across the MgO surface is related to its surface diffusion 

coefficient (D) at temperature (T). The surface diffusion is given by Equation 4.15. 

𝐷 =
Γ𝛼2

𝑧
(4.15) 

Here 𝑎 = nd2, where n is equal to the number of jumps, therefore n =1 for a single jump and 

d is the distance travelled per jump, which here is equal to the distance between O 

adsorption sites (2.97Å). z is the dimensionality of the motion, according to the surface 

symmetry = 4, i.e. 2 perpendicular directions, both forward and backwards, for 2D diffusion. 

Γ is the hopping rate, defined in Equation 4.16:  

Γ = ν exp (−
𝐸𝑎

𝐾𝐵𝑇
) (4.16) 

a) 

Ea = 0.29 eV 

Ea = 0.51 eV 

b) 

Figure 4.4: Diagrams representing the initial (left), transition (centre) and final (right) states of the 
two migration pathways: a) the path across the hollow and b) the path across the Mg. Mg = blue, O = 
red, Au = yellow. 
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where ν describes the frequency taken from the vibrational frequency of the atom. The 

essential feature of this equation is the dependence of Γ on the diffusion energy barrier. It is 

important to note that these equations hold true for when Ea >> KbT, when Ea approaches 

KbT the barrier becomes too small to be considered important, this is known as mobile 

diffusion. 

For the Au1/MgO system, at 300K, the surface diffusion (D) is calculated as 3.20 x10-9 cm2 s-

1. This value is comparable to the calculated diffusion at 300 K of Cu on a Cu(100) surface of 

2.39×10−12 cm2 s-1 performed by Yildirim et al.32 which had to overcome a higher diffusion 

barrier of 0.5 eV. 

Ostwald Ripening mechanism 
Once the barrier to single atom diffusion across the MgO(001) support was obtained, 

calculations of the energy barriers (Ea) associated with attaching a single atom to clusters of 

increasing size (the ripening process) were undertaken, these barriers are associated with 

the more favourable path determined by the analysis of the migration mechanism (the path 

across the hollow) as seen in Figure 4.5. 

The migrating atom starts on top of an O site around 0.6 nm away from the cluster position, 

approximately two oxygen distances away, this ensures that the migrating atom is on a stable 

position far enough away from the cluster to avoid interaction. Larger distances were tried 

and no energy differences were measured, whilst a starting distance nearer the cluster does 

not allow the atom to sit upon a stable position without bonds being formed with the cluster 

during optimisation. The atom then crosses the hollow toward the cluster to another O site 

and merges with the cluster, as seen in Figure 4.5. Energetic and structural information 

relating to the single atom attachment at each cluster size can be found in Table 4.1. From 
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the system energy calculations, the reaction energies (Er) associated with attachment of the 

single atom and the barriers (Ea) toward the ripening process are derived. 

 

 

Figure 4.5: Representation of a single atom attachment path to an Au4 cluster leading to Au5. Blue = Mg, 
red = O and gold = Au. The oval encompasses the atoms contained in the Au4 cluster. The green arrow 
represents the path of the migrating atom, the atom moves from a distance of around 0.6 nm. 

Ea = 1.04eV Er =-0.86eV 

Figure 4.6: Relative energies of gold clusters (Aun and Aun+1) on MgO. The energy difference between 
systems of the same cluster size is due to the addition of a single atom in the unit cell as well as 
rearrangement of the cluster configuration for some systems. 
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Table 4.1: Shows the ripening barrier (Ea), attachment reaction energy (Er), average surface to cluster 

distance (𝑑𝐴𝑢𝑛𝑖 − 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅), where 𝐴𝑢𝑛𝑖 is cluster atoms in contact with the support (at the interface), 

average cluster gold-gold distance (𝑑𝐴𝑢 − 𝐴𝑢̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅), the magnetisation of the Aun+1 system (ms). 

 

The attachment of the single gold atom in the formation of all larger clusters (Aun+1) leads to 

more stable systems (negative Er) and supports ripening as a thermodynamically favourable 

process. The activation barriers associated with single atom attachment in all systems are 

relatively small (< 1.05 eV) and implies a fairly high mobility of gold atoms on the MgO 

support,33 which is in part due to the lack of defects in the MgO or other surfactants that may 

help to stabilise metal structures on the surface.34 Although the reaction energies are all 

negative, the formation of an even number cluster is associated with a larger negative 

reaction energy (Er) than the formation of an odd numbered cluster and illustrates that even 

clusters are more stable than odd clusters, due to electron pairing. This is exhibited in Figure 

4.6, plotting the cluster energy according to Equation 4.18. 

𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝑒𝑛𝑒𝑟𝑔𝑦 =  
EAu𝑛/𝑀𝑔𝑂 – E𝑆

𝑛
(4.18)  

Initial 

cluster 

size (Aun) 

Final 

cluster 

size 

(Aun+1) 

Ea (eV) Er (eV) 𝑑𝐴𝑢𝑛𝑖 − 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

(Å) 

𝑑𝐴𝑢 − 𝐴𝑢̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ (Å) Aun+1 ms (µB) 

1 2 0.73  -0.93 2.198  2.516 0.0 

2 3 0.31 -0.77 2.292 2.596 1.0 

3 4 0.25 -1.76 2.207 2.654 0.0 

4 5 1.04 -0.86 2.239 2.712 0.9 

5 6 0.14 -2.34 2.705 2.716 0.0 

6 7 0.34 -1.05 2.695 2.740 0.5 

7 8 0.21 -2.21 2.676 2.710 0.0 

8 9 0.68 -1.06 2.710 2.793 0.2 

9 10 0.23 -1.90 2.731 2.746 0.0 
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Where EAu𝑛/MgO is the optimised system energy, E𝑆 is the energy of the pristine optimised 

slab and 𝑛 is the number of atoms in the Au cluster. 

Odd number clusters have an odd number of gold atoms with unpaired electrons; therefore, 

the cluster has overall spin, away from zero, rendering the creation of an odd numbered 

cluster from attachment of a migrating atom less favourable (formation of an odd numbered 

cluster has a higher Ea and a less negative Er). For even cluster sizes, there is an even number 

of atoms in the cluster, the attachment of a single atom to an odd numbered cluster results 

in pairing of the unpaired electrons of gold, leading to no spin of the cluster overall. 

Consequently, the ripening barriers Ea are smaller and reaction energies Er are more 

negative, resulting from the formation of a more stable system. This pairing interaction is 

evidenced by the cluster magnetisation of the system as shown in Table 4.1 and the images 

shown in Figure 4.7. The analysis of the energies of the different systems supports the 

conclusion that the formation of the even number clusters (whilst the clusters are non-

metallic in nature, i.e. distinguishable energy states, rather than bands) is more beneficial to 

stabilise the unpaired electrons in the system. 

2a) 2b) 

1a) 1b) 

Figure. 4.7: Representation of the odd-even spin magnetisation trend. 1a) Au4 +1 and 1b) Au5 cluster systems 
showing a) the spin centred on the single atom whilst the even size cluster has no magnetisation and b) the 
spin delocalised over the Au5 cluster. 2a) The Au5 +1 and 2b) Au6 cluster systems showing a) the 
magentisation on the Au5 cluster as well as the single atom, an b) the cluster magnetisation going to 0 on 
formation of the Au6 even size cluster. Isosurface level = 0.001 e/Å3. Blue = Mg, red = O and gold = Au. 
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Additional to the odd-even overall trend in the energies of cluster formation, the values of 

Ea for the formation of an Au6 and Au8 clusters are unexpectedly low and the Er values are 

more negative that anticipated. These values imply increased stability of clusters at these 

sizes, but may also point to lower stability of Au5 and Au7 leading to an increased favourablity 

of ripening processes to form Au6 and Au8.  

Microkinetic modelling 
The information regarding barriers and reaction energies was integrated in microkinetic 

models to simulate two processes: cluster ripening and cluster digestion. The application of 

the microkinetic model described shows the distribution of the species in the system at 

specific temperature (T) and time (t) with particular initial conditions. θi is defined as the 

initial occupation of cells containing only AuX (x = 1 for ripening and 10 for digestion) at the 

beginning of the experiment (t = 0 s). Hence, in the ripening experiment, θ1 is indicating that 

all unit cells contain Au1.  

In the ripening microkinetic simulations, three initial occupations (θi) were used (θ0.1, θ0.5 and 

θ0.9), giving 10% 50% and 90% of the maximum number of cells with Aun. This corresponds 

to a metal dispersion of 86084m2gAu
-1 at the minimum and 9564 m2gAu

-1 at the maximum. 

The dispersion of gold modelled here is significantly higher than typically achieved for 

heterogeneous catalysts. It is expected that for a typical catalyst, with lower metal 

dispersions, the rate of change of the system would be accelerated. How the fraction of 

occupied cells with particular cluster sizes (χAun) changes over the simulation time frames at 

specific temperatures has been plotted (Figures 4.9 to 4.17). These are fractions of the 

number of occupied cells, stated by θi. For example, if the χAu1 is 0.9, then 90% of the initial 

occupied cells contain a single Au atom (Au1). If the starting occupation was θ0.1 then, 9 out 

of 100 cells (9%) would contain a single atom and if the starting occupation was θ0.9, then 81 

of 100 cells would be occupied (81%). 

Figure 4.8: Diagrammatic representation of 10 times the area of the slab (2.816 x 10-18 m2) with the 
initial occupancy of cells 𝜃i. The yellow circles representing clusters size Au1. 
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Ripening 

The time limits for the microkinetic simulation were set at 60 s and 1 s. For the 60 s 

simulations a 1 s timestep was used. For the simulations set at a maximum of 1 s, the time 

step was 0.02 s. The temperature increases from 10 K to 510 K, ramping by 50 K.  

It can be seen from Figure 4.9, that the gold remains as Au1 on the MgO surface below 160 

K independently of initial content. This indicates that the diffusion barrier of 0.29 eV is 

enough to prevent movement of the gold atoms across MgO surfaces. At 250 K, it takes a 

second for the atoms to agglomerate, e.g. starting fraction of Au1 (with θ0.9) on the surface 

decreases to approximately 0.85, i.e. 85% of the original starting content. Single gold atoms 

begin to diffuse into other unit cells, creating a large fraction of cells with two individual 

atoms in a 7 x 7 MgO supercell (Au1+1) as shown in Figure 4.11. All the Au1 (θ0.1, θ0.5 and θ0.9) 

ripening systems then sees a quick transition to the biggest cluster considered (Au10) in the 

simulation.  
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Figure 4.10: Graph to show the change in χAu1 over a 1 second time frame at temperatures 10 K – 510 
K. 

Figure 4.9: The χAu1, after a) 1 second and b) 60 seconds at the temperatures on the x-axis from 
𝜃0.1, 𝜃0.5 and 𝜃0.9 of Au1. 

a) 

b) 
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The initial drop in 𝜒Au1 in the first 0.02 s at the higher temperatures (410 K – 510 K), as seen 

in Figure 4.10, can be explained by the conversion into Au1+1 systems, shown in Figure 4.11.  

 

The energy barrier of conversion into a system with two single atoms of Au (Au1+1) from a 

singly occupied system (Au1) depends only on the diffusion of a single atom into the super 

cell. A steadier decline in the 𝜒Au1 fraction from 0.02 s onwards is associated with the 

attachment of the single atoms to each other and subsequent single atom attachment to 

clusters. The barriers for these processes (shown in Table 4.1) are very small and, as 

expected, the transition from single atoms to 10 atom clusters is very fast.  

As a result of these very small barriers and the increasingly negative Er’s, the other Au clusters 

(Au2 - Au9) are observed only in very small quantities, at any time and temperature, Figure 

4.12. The lifetime of Au2 - Au9 clusters on the surface is cut short as more atoms attach to 

form larger sizes very quickly. Interestingly, and in agreement with previous 

observations,35,36 the fractions of clusters on the MgO surface of the even numbered clusters 

(Au4 and Au8 in particular) are higher than for odd numbered clusters, showing that even-

numbered clusters are more stable that odd ones. The Au2 can be seen to be rising particular 

fast, this is due to the ease of creating an Au1+1 system, rendering formation of Au2 more 

likely than other cluster sizes.  

Figure 4.11: Graph shows the coverages of χAu +1 after 0.02s at the temperatures on the x-axis with 
the Au1 starting content of 𝜃0.1, 𝜃0.5 and 𝜃0.9. 
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The lower fractions of the total occupied cells attributed to an Aun+1 system also points to a 

lack of stability in comparison to the merged clusters. This implies that a single gold atom 

within the same unit cell of a cluster will proceed to attach itself to that cluster as the energy 

barrier offers very little resistance to the growth process on the pristine MgO(001) surface. 

A plot of 𝜒Aun, with both Aun and Aun+1, can be seen in Figure 4.13 for a comparison. As Aun 

clusters grow, their retention time on the surface is relative to their stability. As Au4 is 

particularly stable, it is harder to overcome the energy barrier forming larger clusters. For 

this reason, χAu4 is larger than χAu6, while χAu8 is again higher as the equilibrium is shifted 

toward it.  

Figure 4.13: Graph showing the greater stability of the χAun clusters to the χAun+1 clusters by 
displaying their comparative fractions from a 𝜃0.5 starting content 

Figure 4.12: Comparative coverages of χAun clusters on the surface with 𝜃0.5 after 1 second for the 
ripening experiment. 
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Out of all the cluster sizes, the conversion is greatest to the Au10 cluster, regardless of starting 

cell occupations of Au1 (θ0.1, θ0.5 and θ0.9). This is because Au10 is the most stable (and largest) 

cluster size in the simulation. However, in terms of the relationship between the nature of 

the species on the surface and the initial Au1 coverage, the general trend is the greater the 

starting coverage, the quicker the ripening (higher gradient in the plots), both from single 

gold atoms and to all other species. This is illustrated by Figure 4.14, at a starting Au1 gold 

occupation of θ0.1, the conversion to Au10 after 1 s at 410 K is 0.268%, with a coverage of θ0.5 

it is 3.87% and with θ0.9 it is 10.6% of the initial Au1 amount. 

Digestion 

The digestion of supported metal Au clusters was also studied, where the surface was 

decorated with the largest, most stable structures and the fractions of the cluster sizes at 

different temperatures was measured, over the same time frame as the ripening 

experiments. As described in the introduction, redispersion techniques are used to reverse 

the effects of ripening. It is beneficial to look at the digestion process alongside ripening to 

help understand the kinetics of how clusters “re-disperse” to reduce the need to replace 

inactive catalysts. 

To simulate the digestion process, i.e. forming isolated atoms or smaller clusters from big 

clusters, the microkinetic experiment started from an Au10 cluster on the same MgO surface, 

with the same temperatures and time frames as set for the ripening experiment. From an 

Figure 4.14: Graph to show the resulting Au10 coverage after 1 second from Au1 (𝜃0.1, 𝜃0.5 and 𝜃0.9) and 
at various temperatures. 
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initial θ0.1 starting occupation of Au10, almost all Au is present in an Au10 cluster. However 

there is some reduction at 160 K after 1 second, as presented in Figure 4.15. The 𝜒Au10 at 

510 K, after 1 second, did not change, implying that almost all the occupied cells continue to 

contain an Au10 cluster. Very low conversion of Au10 clusters to any other cluster size implies 

the relative high stability of Au10 over all the other sizes permitted in the experiment.  

The reduction of Au10 at 160 K is due to the presence of Au8 and Au9 clusters formed from 

single atom detachments, illustrated in Figure 4.16, which are energetically available at this 

temperature. The increase in the Au10 coverage after 160 K can be explained by the increased 

energy in the system providing greater movement and returning the atoms to the most 

stable cluster size available in the experiment (Au10).  

The conclusion that Au10 digests at 160 K to Au9 and Au8 is supported by the presence of 

peaks at temperatures between 100 K and 200 K for Au8 and Au9, when the Au10 coverage is 

at its lowest, as seen in Figure 4.16. The 𝜒Au9 has the larger fraction (6.69x 10-7 % at 160 K, 

compared to 7.49x10-11% for 𝜒Au8). In addition to the increased fractions of Au9 and Au8, an 

increase in the presence of Au1 is also seen at these temperatures. Whilst there are peaks 

for Aun clusters at 100K to 200 K, there are no Aun+1 species present, as they are not stable 

enough to remain on the surface, and the single atom attaches to the clusters. 

Figure 4.15: 1-χAu10 over a 1 second time frame with temperatures between 10 K and 510 K from 𝜃0.1 
of Au10. 
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After 1 second at the temperatures modelled, there is an increased presence of Au2 at 410 

K, illustrated in Figure 4.17. The peak for χAu2 is a consequence of aggregation of the single 

atoms that detach from the Au10 clusters, as at medium temperatures (> 350 K) there is 

enough energy supplied for the single atoms to diffuse widely enough across the surface to 

aggregate with other single atoms. 

 

Figure 4.16: χAu8 and χAu9 at 1 second from Au10, peaks are seen at 160 K (the temperatures at which 
χAu10 is at its lowest.)  

Figure 4.17: χAu2 from Au10 (𝜃0.1) after 1 second with temperature (K) 
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The low conversion from Au10 clusters implies that the Aun/MgO systems is at its most stable 

when the Au10 clusters are retained. That being said, there are changes to the system over 

the time frames that show that the system is still dynamic and digestion processes occur 

leading to varying cluster sizes. 

Conclusions 
We have employed a combination of DFT and microkinetic simulations to unravel the 

Ostwald ripening and digestion of Au NPs on MgO(001) for cluster sizes 1 to 10 atoms. From 

calculated adsorption, binding, cohesion energies and charge transfer analyses, it is 

established that the growth of Au NPs leads to increasing interactions between the metal 

atoms and reduced interactions of the metal cluster with the surface. 

It can be concluded from the DFT data presented that the Ostwald ripening processes on 

pristine MgO(001), with no capping agents or other stabilising factors, have low energy 

barriers (>1.05 eV), which aids subsequent cluster formation, leading to increased stability 

of the system.  

Furthermore, although the greatest stability is found in the form of Au10 clusters, the 

energetic barriers to form larger clusters are not linear, resulting in the observation of 

odd/even trends. This suggests that even numbered clusters are more favourable than odd 

numbered clusters, which are more prone to single atom attachment. This is due to the 

stabilisation of the unpaired charge from single atom. 

During the ripening simulation, at lower initial occupations (θ0.1), the single atoms remain for 

longer on the surface, being less likely to aggregate in the time frames. For all initial 

occupations, up to temperatures of 160 K the system is stable and single atoms are retained 

in the time frames given. At temperatures higher than 160 K, there is enough energy in the 

system for the atom to overcome the ripening barrier and diffuse across the surface, entering 

into the unit cells of other gold atoms, creating Au1+1 systems. As this process has a low 

barrier (0.29 eV), it occurs quickly (within the first 0.02 s) and it then takes a bit more time 

(a further few milliseconds) for the atoms to diffuse further and for aggregation to follow. 

The rapid change to Au10 systems is due to the increasing stability of larger cluster sizes. 

Driven by thermodynamics, the atoms continue to diffuse and aggregate, changing the state 

of the system to the one most stable in this simulation – one with Au10 clusters. 

When we start the digestion simulation with the most stable species within the confines of 

the system studied - the Au10 cluster, the data shows the surface to be dynamic, whereby at 

certain temperatures, detachment and diffusion processes come into play. The data shows 
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at temperatures between 100 and 200 K detachment occurs, producing Au9 and Au8 clusters. 

As the temperature of the system increases, diffusion processes become more widespread 

and the detached atoms now move further across the surface to meet other atoms with 

which they aggregate to form smaller clusters and help to re-form Au10 clusters.  

It is hoped that by studying the stability of small clusters on magnesia at suitable 

temperatures and dispersions, an understanding of growth processes for gold on this surface 

will elude to more ideas to retain their stability. Further research should aim for a more in 

depth study of the effects of a wider range of temperatures and coverages, as well as the 

impact of stabilising influences such as surface defects,37 or surface adsorbates38 particularly 

those that have been utilised by experimental groups. It would also be of great importance 

to simulate sintering processes involving the attachment of small clusters, as well as single 

atoms, to simulate the coalescence mechanism of sintering. An attempt at modelling the 

coalescence ripening mechanism should also be made to better understand how the ripening 

mechanisms might compete under various conditions. 
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Chapter 5 

 

 

Monte Carlo global optimisation 
 

Introduction 
Among the difficulties to model supported NP systems, i.e. Au/MgO, finding the global 

minima geometry is very challenging and requires huge computational power. As previously 

described, a DFT methodology was employed in order to obtain low energy Au clusters. This 

methodology was successful due to the planar nature of the very small Au clusters. However, 

for other supported systems, rather than build up the calculation through mathematics 

alone, as performed with DFT, the use of parameters derived from experimental data can be 

used to reduce the reliance on mathematical equations for quantum behaviour. The 

reduction in computational time is an advantage of these more empirical methods, the main 

disadvantage is the restriction of their use to specific systems to which they have been 

benchmarked.1 Empirical data is used in the production of interatomic potentials, which are 

mathematical functions used to calculate the potential energy of a system of atoms with 

particular positions in space. Some of these more empirical methodologies, such as the 

Monte Carlo global optimisation employed here, couple interatomic potentials with 

algorithms, e.g. basin hopping, to aid in the construction of the PES and the search for global 

minima for more complex and larger systems of interest (> 100 atoms). Potentials can vary 

in their complexity and this scales with the number of systems they can be used to describe, 

the following section describes two very simple potentials used to describe simple systems, 

e.g. diatomic molecules.  

Simple pair potentials  
Lennard-Jones (LJ) and Morse are examples of empirical pair potentials, these simple 

interatomic potentials are used to describe the interactions between pairs of atoms. The LJ 

potential can be used to model weak van der Waals bonds between noble gases accurately,2 

it does a less accurate job when modelling the interactions between covalently bonded 

molecules and within metallic systems. The LJ represented in Figure 5.1, takes the form: 
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where 𝑟 is the distance between any two atoms and 𝜀 (deepness of the well) and 𝜎 (the 

distance at which the potential between the two particles is zero) are fitting parameters from 

the known properties of the system.  

When atoms start at a non-interacting distance and move closer together, the fluctuations 

of the electron clouds of the atoms produce temporary dipoles that result in attractive forces 

between them, this interaction decays with distance (
1

𝑟6). Once the atoms are close enough, 

these interactions form a bond between the atoms, the length of which, found at the bottom 

of the well, is known as the equilibrium bond length. If the atoms continue to move closer, 

then the electron clouds overlap and the interaction between them becomes unfavourable, 

this causes a repulsive interaction which forces the atoms further apart again. The repulsive 

interactions decay much faster with distance than the attractive interactions, (
1

𝑟12).  

The Morse potential3, graphically represented in Figure 5.2, is similar to LJ but better 

describes the attractive interactions when a bond is formed. Equation 5.2 defines this 

potential: 

𝑉(𝑟) =  𝜀[𝑒−2𝛼(𝑟−𝑟𝑒) − 2𝑒−𝛼(𝑟−𝑟𝑒)] (5.2)

𝑎 =  √
𝑘𝑒

2𝜀

 

𝑉(𝑟) = 4𝜀 [(
𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

] (5.1) 

 

Figure 5.1: Representation of a Lennard-Jones potential  
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Where 𝑟𝑒 is equilibrium bond length and 𝛼 is the width of the well, with 𝑘𝑒 the force constant 

at the bottom of the well. 

Pair potentials such as the two described, are unable to take into account the effect of other 

species around the atom pair simulated and they are poor representations of real systems 

for this reason. To make them more applicable, corrections can be made, for example the 

Buckingham potential is an adapted version of the LJ, where the repulsive interactions are 

simulated using an exponential function. This provides a better description of closed shell 

electron clouds and their stronger repulsive forces.  

These simple examples shown how systems can be represented by interatomic potentials. 

However, as Au/MgO is a supported system, the potentials used to represent the 

interactions between atoms are much more complex. 

Methodology 

Empirical potentials 
A Monte Carlo global optimisation methodology, as described by Ferrando et al.4,5 using 

interatomic potentials has been employed and evaluated for its efficacy in modelling the 

Aun/MgO (n≤20) system. The method utilises a many-body potential (referred to as a Gupta-

type potential) derived from the second-moment approximation to the tight binding model 

(SMATB)6 to model metal-metal (inter-cluster) interactions (𝐸𝑖
𝑀𝑀, Equation 5.4) and a 

combination of a Morse and a periodic cosine function for the metal-surface interactions 

(𝐸𝑖
𝑀𝑆, Equation 5.7).7 

The total binding energy of the system is obtained from the combination of these potentials: 

Figure 5.2: Representation of a Morse potential. 
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𝐸𝑡𝑜𝑡 = ∑(𝐸𝑖
𝑀𝑀 + 𝐸𝑖

𝑀𝑆)

𝑁

𝑖=1

(5.3) 

In a monometallic system, the many-bodied potential, 𝐸𝑖
𝑀𝑀 is the sum of an attractive part 

(𝐸𝑖
𝑎, Equation 5.5) and a repulsive part (𝐸𝑖

𝑟, Equation 5.6):  

𝐸𝑖
𝑀𝑀 =  𝐸𝑖

𝑎 + 𝐸𝑖
𝑟 (5.4) 

𝐸𝑖
𝑎 =  − { ∑ 𝜉2 𝑒𝑥𝑝 [−2𝑞 (

𝑟𝑖𝑗

𝑟0
− 1)]

𝑗≠𝑖,𝑟𝑖𝑗<𝑟𝑐

}

1
2

(5.5) 

𝐸𝑖
𝑟 =  ∑ 𝐴 𝑒𝑥𝑝 [−𝑝 (

𝑟𝑖𝑗

𝑟0
− 1)]

𝑗≠𝑖,𝑟𝑖𝑗<𝑟𝑐

(5.6) 

where 𝑟𝑖𝑗 is the distance between atoms i and j, 𝑟𝑐 is the cut off radius, and 𝑟0 is the nearest-

neighbour distance. The parameter set (A,  𝜉, p, q and 𝑟0) is fitted to experimental bulk values 

of cohesive energy, lattice constrained parameters and independent elastic constants. After 

fitting to the bulk properties, two independent parameters (p and q) that determine the 

range of the repulsive and attractive terms, are required. For Au, the values of these 

parameters4 are shown in Table 5.1: 

 

Table 5.1: Au parameter set of the many-bodied metal-metal potential 

On addition of a support, e.g. MgO, then an additional potential is used to model the 

interaction of the cluster atoms and the support (𝐸𝑖
𝑀𝑆). As described, this is achieved using 

a Morse like potential for the energy dependence with elevation in the z direction and a 

periodic cosine function to model the dependence with regard to its position and 

coordination. This is shown below:  

𝐸𝑖
𝑀𝑆 = ∑ 𝐸𝑖(𝑥𝑖, 𝑦𝑖 , 𝑧𝑖 , 𝑍𝑖)

𝑁

𝑖=1

(5.7) 

where N is the number of metal atoms; 𝑥𝑖, 𝑦𝑖, and 𝑧𝑖  relate to the position of atom i above 

the surface, 𝑧𝑖  depicting elevation and 𝑍𝑖  is the coordination number.  

 

 

Metal 𝐴 𝜉 𝑝 𝑞 𝑟0 

Au 0.20957 1.8153 10.139 4.0330 2.885 
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𝐸𝑖(𝑥𝑖, 𝑦𝑖 , 𝑧𝑖 , 𝑍𝑖) =  𝑎1(𝑥𝑖, 𝑦𝑖 , 𝑍𝑖){𝑒−2𝑎2(𝑥𝑖,𝑦𝑖,𝑍𝑖)[𝑧𝑖−𝑎3(𝑥𝑖,𝑦𝑖,𝑍𝑖)] − 2𝑒−𝑎2(𝑥𝑖,𝑦𝑖,𝑍𝑖)[𝑧𝑖−𝑎3(𝑥𝑖,𝑦𝑖,𝑍𝑖)]} 

𝑎𝑗(𝑥𝑖 , 𝑦𝑖 , 𝑍𝑖) =  𝑏𝑗1(𝑥𝑖, 𝑦𝑖) + 𝑏𝑗2(𝑥𝑖, 𝑦𝑖)𝑒
−

𝑍𝑖
𝑏𝑗3(𝑥𝑖,𝑦𝑖) 

𝑏𝑗𝑘(𝑥𝑖, 𝑦𝑖) =  𝑐𝑗𝑘1 + 𝑐𝑗𝑘2{𝑐𝑜𝑠(𝜒𝑥𝑖)} + {𝑐𝑜𝑠(𝜒𝑦𝑖)} + 𝑐𝑗𝑘3{𝑐𝑜𝑠(𝜒(𝑥𝑖 + 𝑦𝑖))}

+𝑐𝑗𝑘3{𝑐𝑜𝑠(𝜒(𝑥𝑖 − 𝑦𝑖))} (5.8)

 

Where 𝜒 = 2𝜋/𝑎, with 𝑎 as the oxygen-oxygen distance of the oxide support; the x and y 

coordinates and a nearest neighbour cut off of 1.25 𝑟0. 

Monte Carlo global optimisation 
In order to find the global minimum of the Au/MgO system a sampling method is also 

employed. Once the energy of the system with the atoms in a given position is calculated, 

using the potentials described above, then a Monte Carlo simulation makes random 

movements to species present in a system, sampling a large number of configurations. By 

using empirical potentials to describe the energy of the system, thousands of atomic moves 

can be made to the system along with the calculation of the energy, in a relatively short space 

of time (runs of 10000 moves were completed in less than 30 minutes for the system 

described).  

The way in which the system performs changes to the atomic positions (moves) is defined8 

to enable faster determination of global minima for different system types. For example, a 

single atom move, performs displacement of a random single atom in the cluster to another 

position within a spherical shell centred on the original position of the displaced atom. 

However, the greater the size of the system, the greater the configurational search space 

and the slower finding the global minima will be. Consequently, moves that make larger 

changes to the system in one step might achieve faster optimisation, case in point, the shake 

move, where the same random displacement in a single atom move is made to all of the 

atoms in system.9 

Additionally, for specific types of systems, different moves maybe needed. For instance, in 

multi-metallic systems, where homotops are present, exchange moves are vital to account 

for the increased number of possible configurations. Homotops are defined as clusters with 

the same size, composition and geometrical arrangement, differing only in the way in which 

the different atom types are arranged. Exchange moves therefore allow the “swapping” of 

the different atoms types to better explore the PES. However, for the supported 
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monometallic system modelled here, exchange moves would not be suitable as they would 

be exchanges with an atom of the same element.  

For the Monte Carlo global optimisation performed on the Aun/MgO (n = 5-20, 30, 40, 50 and 

70) systems, each calculation was run for 10000 Monte Carlo steps, with Brownian type 

moves. In this type of move atoms undergo a very short Langevin dynamics simulation (200 

simulation steps, with a time step set to 5 fs) at high temperature (up to 2000 K). Brownian 

moves proved to be very efficient for the optimization of large clusters (N > 200),8 therefore 

they were performed for optimisation of this system.  

Monte Carlo optimisation algorithms  
From the energy calculations and the configurational sampling achieved with Monte Carlo, 

the potential energy surface (PES) is built up from a global optimisation technique called 

“basin hopping”.10 Basin-hopping (BH) is a global optimisation technique that occurs in two-

phases, combining a global stepping algorithm, performing a random change of atomic 

arrangement, followed by a local minimization at each step. The new configuration is either 

accepted into the modified PES or rejected based on a minimized function value. By altering 

Figure 2.1, a graphical representation of the “basins” is shown in Figure 5.3. The PES is built-

up by associating each point of the configuration space with the energy of its closest local 

minimum and is transformed into a multidimensional staircase function creating a simplified 

representation of the systems energy.  

The inclusion of a parallel excited walker algorithm (PEW)11 improves upon the results from 

the BH algorithm as it allows for better optimisation of more “rugged” systems, where the 

Figure 5.3: PES of an arbitrary system with basins of the type calculated by the basin hopping 
algorithm shown. 
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PES has a greater number of “basins”. More successful optimisation is achieved for these 

systems by inclusion of order parameters, which prevents the optimisation from getting 

stuck in a basin and allows the system to reach the bottom of the basins faster. The two 

order parameters used for these calculations are the common neighbour analysis (CNA) and 

the surface contact. The CNA gives an analysis of the local environment of the pairs of atoms 

and can provide direct interpretation of various features in terms of atomic structure. It can 

also be used to identify atoms in particular environment, such as FCC, HCP, BCC or 

icosahedral. This can help to drive optimisation toward features it finds lower in energy. The 

surface contact parameter is the number of cluster atoms in direct contact with the surface, 

this can be useful to distinguish between different cluster-surface epitaxies in the search.8 

Results and discussion 

Results from Au50 and Au70 calculations 

A Monte Carlo global optimisation was run on Aun/MgO (n = 5-20, 50 and 70) systems. Initial 

calculations concentrated on the Au50 and Au70 cluster sizes. This was to ensure that the 

results seen previously by Ferrando’s group could be replicated using the method described 

above.4 The searches performed by Ferrando et al. for systems with 30 to 500 Au atoms, 

were run with 200000 steps, 6 times from random initial start structures (known as unseeded 

optimisations), as well as some additional searches started with known structures (seeded 

optimisations). The searches performed here, following the methodology described with 

10000 steps only, resulted in finding several of the low energy structures, determined by 

Ferrando et al.,4 these structures were then optimised in subsequent DFT calculations. The 

lowest energy structures for Au50 and Au70 are shown in Figure 5.4. 

Figure 5.4: Configurations of the lowest energy structures of a) Au50 and b) Au70, achieved after 10000 
Monte Carlo steps 

b) 

a) 

Top 

Side 

Side 

Top 
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Both Au50 and Au70 are 3D square based pyramid type structures, with a (001) interfacial 

configuration. The term “interface” refers to the configuration of the Au atoms that are in 

direct contact with the support. Au clusters with an (001) interface have an (001) 

arrangement of Au atoms in contact with the surface, whilst Au clusters with a (111) interface 

have the hexagonal (111) arrangement in contact with the surface, see Figure 5.5 for an 

illustration of this.  

The shapes obtained for Au50 and Au70 in Monte Carlo were placed into DFT calculations on 

fixed MgO surfaces, as used in Monte Carlo optimisations, to observe any structural changes 

that occur under DFT optimisation. The DFT calculations on Au50 and Au70 were performed 

with and without the addition of dispersion corrections (D3 by Grimme,12 as describe in 

Chapter 2) to account for long-range interactions. There is rearrangement within the Au50 

cluster on optimisation, seen in Figure 5.6, it is probable that this deformation occurs to 

account for the strain of retaining the (001) interface. It can also be established from Figure 

5.6 that while the overall shape for Au50 is retained in both calculations, dispersion 

corrections are seen to induce greater deviation of the atoms from the original configuration 

from Monte Carlo and the rearrangements becomes more pronounce. This is because the 

dispersion correction includes long-range interactions between the species, thus, more of 

the Au cluster atoms are influenced by the interaction with the support and affected more 

greatly by the strain it induces.  

Figure 5.5: Schematic representation of a) Au (001) interface and b) Au (111) interface on MgO 
(001). 
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Results for Aun/MgO (n = 5-20)  

Many (though not all) of the lowest energy structures were found from the Monte Carlo 

searches performed for Au50 and Au70, from a single 10000 step search. Thus, it was decided 

that the same 10000 step search, would be rigorous enough to determine low energy 

structures for Aun /MgO (n≤20), as the possible configurations of the system would be 

significantly smaller with fewer Au atoms.  

Figure 5.6: Images with some Au-Au bond distances of the lowest energy Au50. Configurations are 
from Monte Carlo and subsequently optimised using DFT a) before DFT optimisation b) with 
dispersion corrections and c) without dispersion correction. The purple box frames a small portion of 
the structure to highlight the rearrangement of the atoms within that section. 

a) 

b) 

c) 

2.7589 Å 

2.78086 Å 

2.78432Å 

2.66268 Å 

2.75095 Å 

2.74310 Å 
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The lowest energy cluster shapes, calculated by the Monte Carlo optimisation, for the 

Aun/MgO (n = 5, 8, 10, 13, 15, 19) systems are shown in Table 5.2. For all the sizes calculated 

(n < 20), the most stable structures found by Monte Carlo are all 3D and favour the (001) 

interface configuration. However, as described in Chapter 3, the lowest energy (n < 20) 

clusters calculated by DFT are all planar structures and favour a (111) interface configuration. 

Additionally, when the 3D, (001) interface Monte Carlo structures were subsequently 

optimised using DFT, the Au atoms often rearranged, implying that they were not stable 

structures according to the DFT methodology. Additionally, the relative energies calculated 

in VASP for these structures were comparatively higher than for the planar structures 

obtained by DFT. This shows that Monte Carlo global optimisation does not agree with DFT 

in its determination of the global minima of Aun/MgO (n = 5-20). It also must be noted that 

3D structures with a (111) interface were found by Monte Carlo but they had lower stabilities 

and higher energies than their (001) interface counterparts, see Table 5.2 for examples of 

the lowest energy, 3D (111) interface configurations found. 
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Table 5.2: Displaying the top view and side view of the lowest energy Aun/MgO (n= 5, 8, 10, 13, 15, 19) 
clusters optimised by DFT and Monte Carlo, the Monte carlo (111) column also shows the energy 
difference between the two monte carlo configurations (ΔEmc). 

n DFT Monte Carlo (lowest energy) Monte Carlo (111) 

5  

top view  

 

 

side view 
 

 

8 

 
 ΔEmc = +0.39 eV 

 

 
  

10 

  
ΔEmc = +0.08 eV 
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13 

  ΔEmc = +0.74 eV 

 
 

  

15 

 
 

ΔEmc = +0.38 eV 

 
 

  

19 

 
 

ΔEmc = +0.37 eV 
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Discussion of the Monte Carlo method for Aun/MgO systems. 
As can be seen from Figure 5.2, the overall shape of the Au50 cluster obtained by Monte Carlo 

optimisation is retained after DFT optimisation. This implies that the empirical potentials 

employed by the Monte Carlo provide an adequate representation of the interactions 

between the atoms in Aun/MgO systems of this size. It was previously described in the paper 

by Ferrando et al.4 that the potentials used in the Monte Carlo are not suitable for 

representing systems with small clusters (n < 30), due to the use of empirical data from bulk 

quantities, thus any inaccuracy in the results found for the Aun/MgO (n < 20) system were 

not surprising. This is in part owing to the employment of the potentials used to describe the 

system. For very small supported clusters studied here, the addition of a single atom to the 

Au cluster can greatly change the values of parameters, such as bond lengths and 

coordination numbers of all the other atoms in the system. The larger the cluster size, the 

fewer the ratio of surface Au atoms, and the greater the ratio of atoms that have properties 

consistent with bulk, i.e. higher coordination numbers and therefore MC is more accurate. 

Therefore, the properties of a system with clusters of this size change rapidly, and the use of 

bulk benchmarked, empirical data is problematic.  

As well as this, there are additional problems that arise from the potentials used to model 

the cluster surface interactions (EMS). For instance, the nearest neighbour inclusion (Z) into 

the EMO parameterisation is restricted to 0, 4 or 8, these Au coordination numbers represent 

single atom adsorption, an epitaxial monolayer or epitaxial bilayer, respectively. For the 

larger Aun/MgO systems described in Ferrando’s paper4 (n = 30 to 500), it is suggested that 

the use of restricted coordination numbers to describe the cluster surface interactions (EMO) 

is a suitable approach. This is evidenced by the success in the method for finding the low 

energy Au structures at these sizes. However, the smaller the cluster size, the larger the ratio 

of atoms with co-ordination numbers varying from 0, 4 or 8, due to the increase in features 

such as steps, kinks and edges on the cluster topography. Thus, many of the metal-surface 

interactions (EMS) for Aun/MgO (n ≤ 20) are not accurately modelled by the potential, leading 

to a poorer representation of how the structure is influenced by the surface. Increasing the 

range of coordination numbers represented by the potential could improve its use in smaller 

systems, however, there are additional issues that must be addressed in order to make this 

methodology more applicable to small, supported metal cluster systems.  

Discrepancies in the shapes predicted by Monte Carlo also come from the Gupta type 

potential used to describe the interactions between the Au atoms in the cluster. As 

previously described, the parameters, A,  𝜉, p, q and 𝑟0 used in the potential are constants 
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from experimental data that help model the Au-Au interactions (EMM) for the chosen system. 

As these parameters are based on the properties of the system e.g. cohesive energies, lattice 

constants and elastic constants,13 when in bulk, the smaller the cluster size, the greater the 

proportion of atoms with non-bulk like properties and the poorer the representation of the 

Au-Au interactions by the potential. 

An additional consideration is the so-called “metal-on-top” effect. Increased stabilisation is 

supplied to an atom in contact with the support from an atom placed above it, leading to a 

stronger adsorption of that atom to the surface. This effect is not taken into consideration 

as the overall adsorption energy is calculated as the sum of the energies of single atom 

adsorption to the support as a function of co-ordination and position on the surface.14  

Interface epitaxy 
The structures predicted by the Monte Carlo global optimisation are 3D structures with (001) 

interface. The paper by Ferrando et al.4 predicts a crossover in the structure at the interface 

after Au1200, from (001) to (111). The results presented suggest the presence of another 

crossover, from a (111) to a (001) interface somewhere at the transition from very small 

cluster sizes to larger clusters sizes (somewhere after 20 atoms), as the lowest energy 

configuration for Au19 with DFT has a (111) interface. The overall retention of the structures 

for Au50 from Monte Carlo after DFT optimisation shows that the 3D (001) are at least local 

minima and suggests stability of this epitaxy at this size, therefore implying that this 

crossover could occur at n < 50.  

The planar (111) growth of small supported clusters from DFT can be explained by the lower 

surface energy of Au(111) (1.137 J m-2) in comparison to Au(001) (1.359 J m-2),15 leading to a 

larger exposure of (111) at the surface. It is expected that further growth of the cluster 

beyond 19 atoms will result in 3D structures being formed to reduce the number of exposed 

surface atoms. At this point, the exposed surface will not be in contact with the support, and 

the crossover from a (111) to a (001) interface configuration would occur to reduce the strain 

induced by retention of (111) at the interface. This conclusion is supported by the calculation 

of mismatch in the Au/MgO(001) systems. 

Mismatch 

The preferable cluster morphology, i.e. flat versus 3D, is influenced by the structural 

mismatch between the interatomic distances, symmetry of the metals at the interface, and 

the preferable adsorption sites on the support as well as the relative strength of the Au–Au 

interactions within the cluster and the Au–MgO interactions (Ecoh/Eads ratio). In a recent 
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paper by the group, a mismatch calculation was devised which was performed on 

Au(111)/MgO(001) and Au(001)/MgO(001) systems to determine the structural mismatch.16 

The mismatch is not only a function of the deviation of the interatomic distances but also the 

symmetry of the respective unit cells. While the difference in the interatomic distances can 

be determined from the relationship between the optimum bulk metal–metal distance 

(dAu–Au) and the distance between the most favoured adsorption sites of a single adatom 

(O-O distance), in order to measure the influence of the symmetry, further information 

regarding the adsorption sites on the surface as well as at the cluster interface is required. 

As the overall mismatch results from the combination of both contributions, the measure 

needed to consider both, into a single value which allows for the comparison of e.g. two 

materials with the same symmetry but different interatomic distances with two other 

materials with different unit cell shapes but identical interatomic distances. 

To calculate the mismatch between the Au interface layers and MgO (001), the structural 

data from optimised geometries of an Au(111) and Au(001) monolayer and the slab models 

of the MgO support was used. As shown in Figure 5.7, the distance (a and b) between the Au 

atoms in the (111) monolayer was found to be 2.74 Å with an angle of 60° (φ). For the Au(001) 

monolayer, the Au-Au bond distance was 2.752 Å, with an angle of 90° (φ). The MgO surface 

has an angle of 90° (θ) and a distance of 2.96642 Å (k and l) between the O atoms, the 

preferable adsorption site. The orientation between the cluster and the surface was 

optimised by rotating the cluster around angle α during the mismatch calculation. For 

Au(001)/MgO(001), where both materials have the same lattice angles, α= 0° and for 

Au(111)/MgO(001) an angle α = 15° was found for optimum orientation. The values of α 

agrees well with the calculated structures of the supported clusters. For example, Au19/MgO 

shows an angle of 14.91° between the surface and the cluster.  

The local mismatch (mp) at the atom of each cluster atom is defined as the distance between 

the rotated cluster atom and a preferable adsorption site. The value is divided by the average 

length of the cell vectors to obtain a size consistent result. This means that the same value is 

obtained if the size of all vectors is scaled by the same factor.  

The average mismatch (mN) is therefore measured with the following Equation (5.9), where 

r is the radius, with n(r) being the number of points within radius r, mp is the local mismatch: 

𝑚𝑁(𝑟) =  ∑ 𝑚𝑝

𝑟

(𝑟𝑖) ∙ 𝑛(𝑟)−1 (5.9) 
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The initial change of the average mismatch with increasing radius r (the slope) describes the 

structural strain building up during the interfacial growth of the cluster on the surface.  

As shown in Figure 5.8, the average mismatch mN(r) of the Au monolayers increases linearly 

with increasing r before converging to a value depending only on the support material. The 

initial slope of the mismatch mN(r) is a descriptor for the increasing structural strain on a 

growing cluster and the magnitude of the structural deformation needed for an ideal fit. The 

slope is less steep for Au(001)/MgO(001) than for Au(111)/MgO(001), 0.057 and 0.33 

respectively. This implies there is lower mismatch for Au(001)/MgO(001) resulting in 

significantly less strain in the Au(001) system. Therefore an Au(001) interface is more 

favourable. However, the surface energy of Au(001) is higher (1.359 Jm-2) than of Au(111) 

(1.137 Jm-2). This results in competing forces, i.e. at small NP the strain is less important than 

the surface energy, as the NP grows the strain becomes more important. The difference in 

surface energy leads to an (111) exposed surface being more favourable and explains the 

stabilisation of the planar Au(111) clusters on the MgO support in our calculations. Yet, as 

the cluster grows, so does the epitaxial area, leading to increasing strain in the Au cluster. 

This means, that at a certain size, a change from (111) to a (001) interface can be expected 

to reduce the strain. 

Figure 5.7: Schematic representation of the a) Au(111) and the b) Au(001) systems both on MgO(001). 
Preferable adsorption sites of the support (black, defined by the vectors k and l, angle defined by 𝜃) and 
cluster atoms (yellow, defined by the vectors a and b, angle defined by 𝜙). 𝑎 defines the angle of the 
rotation of the cluster with respect to the support. The red arrows display the local mismatch (mN) of the 
first neighbour cluster atoms. 
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Conclusions  
The Monte Carlo global optimisation method, which uses potentials to describe the 

interactions between atoms, does not find global minima structures for the Aun/MgO 

system, where n < 20 atoms. This is for several reasons. Firstly, the empirical data used by 

the potentials is fitted to bulk quantities. The properties of clusters at sizes such as these 

differ from that of the bulk, as the smaller the nanoparticle the greater the ratio of surface 

to bulk atoms. Secondly, the potential used here to describe the interaction of the Au cluster 

with the MgO support calculates energies based on a fixed Au co-ordination numbers, 

notably, coordination numbers associated with an Au atom being isolated on the surface, in 

a monolayer environment and a bilayer environment, 0,4 and 8 respectively. The average 

coordination number of atoms in small metal clusters are much lower than they would be in 

the bulk. Therefore, the potential used is not fitted to this system to predict the interactions 

with the support of clusters at these sizes accurately. 

Aun/MgO clusters below 20 atoms adopt 2D shapes with an Au(111) epitaxy in contact with 

the MgO support. This is owing to the lower surface energy of Au(111) in comparison to 

Au(001). From the combined work here with the work of Ferrando, with clusters of greater 

sizes, and the calculation of Au/MgO mismatch performed, it is suggested that the clusters 

will see a transition away from the Au(111) epitaxy to form 3D structures with (001) epitaxy 

as the cluster grows. The stability of (001) epitaxy 3D structures will increase with size, and 

although the exact size of the cluster at this crossover is not known, it is likely to be between 

20 and 50 atoms.   

Figure 5.8: Graphical representation of the interfacial mismatch (mN(r)) between an Au(111) and an 
Au(001) cluster with an MgO(001) support with increasing r. 
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Conclusions 
The aim of the research performed for this thesis was to search for the configuration of the 

global minimum of an Aun/MgO (n < 20 atoms) system and for this, various methodologies 

were employed. A systematic build-up method, using chemical intuition and the lowest 

energy cluster obtained previously, i.e. one atom smaller in size and global optimisation 

methods, specifically GA, building on the idea of natural selection to cross favourable 

structures in an attempt to find even more favourable ones were used. Both these search 

methods use DFT to calculate the energy of the electronic structure. A Monte Carlo global 

optimisation was also employed with empirical potentials used to calculate the energy of the 

electronic structure.  

From the DFT searches performed, the preferable adsorption site for a single Au on MgO is 

on an oxygen, with an adsorption energy (Eads) of 1.37 eV. From this single atom placement, 

further atoms were added one-by-one. As the cluster grows, there is a clear transition in the 

lowest energy structures, from perpendicular planar structures with respect to the surface, 

to parallel planar structures at Au6 onwards. From Au6 to Au19 all the most stable clusters are 

parallel planar with an Au (111) interface with the MgO. Although this means that there is 

symmetry mismatch between the cluster and the support, the interface adopted minimises 

the surface energy of the Au (1.137 J m-2 for an Au (111) surface and in comparison, 1.359 J 

m-2 for a (001) surface). This implies that, for clusters below 20 atoms, the surface energy 

has a greater influence on the shape of the Au cluster adopted than the mismatch, resulting 

in the 2D (111) structures. 

As the cluster grows, the adsorption energy (Eads) per atom decreases, the reduction in the 

surface interaction is also reflected in the reduction in charge transfer from the support to 

the cluster, obtained from the Bader charge analysis. Additionally, the cohesive energy (Ecoh), 

that is the measure of the interaction between Au atoms in the cluster, increases with cluster 

growth. Both these trends (Eads and Ecoh) are due the increasing interface symmetry mismatch 

and the increase in the coordination of the Au atoms with cluster size. The increase in the 

coordination of the Au atoms from cluster growth also has an effect on the average Au-Au 

distance (𝑑𝐴𝑢 − 𝐴𝑢̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅), which increases from 2.522 Å for Au2 to around that of an Au-Au 

monolayer (2.74 Å). The Au-surf (𝑑𝐴𝑢 − 𝑆̅̅ ̅̅ ̅̅ ̅̅ ̅) increases from 2.310 Å to 2.791 Å, this is 

influenced by the decreased surface interaction that also leads to the reduction in Eads. 

From the Monte Carlo optimisation, the Au structures determined to be the lowest in energy 

(for n = 5 -19) were all 3D with a (001) interface. Once these structures were optimised using 
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DFT, the atoms in the cluster rearranged and their DFT energies were higher than their 2D 

(111) counterparts. From these results, it was determined that the empirical interatomic 

potentials, derived from bulk properties and used to obtain the energy of the structures were 

not suitable for supported systems with clusters of this size. The predicted structures 

produced by the Monte Carlo method and the increase in the mismatch (of a 111 interface) 

as the cluster grows, suggests the presence of a transition from 2D (111) to 3D (001) shapes 

at clusters sizes between 20 - 50 atoms. There is also likely to be a drive from 2D to 3D 

structures to decrease the number of Au atoms at the surface, i.e. the greater the ratio of 

surface to bulk atoms, the lower the coordination of the gold and the higher in energy the 

system.  

Once the most stable structures for Aun/MgO (n < 20) were established by the DFT 

calculations, they were then used to study the Ostwald ripening process through the 

application of microkinetics. For each cluster size, calculations of the barriers to ripening (Ea) 

and the reaction energy associated with the attachment of a single atom (Er) to the cluster 

were performed. This starts with a single atom and initial calculations determined that when 

taking the most favourable path across the hollow, the barrier for single atom diffusion 

across the surface was 0.29 eV. From the calculation of all the barriers and the reaction 

energies up to Aun, n = 10, a trend emerged. While all of the energy barriers are relatively 

low (< 1.05 eV), Ea is generally lower for the formation of an even numbered cluster. This is 

because, in the creation of an odd numbered cluster, the cluster has spin associated with the 

unpaired electron of the odd Au, causing some unfavourable interactions. However, an even 

numbered cluster, has full pairing of the atoms leading to no overall spin, as shown by the 

spin magnetisation and in the DOS and COHP graphs. A similar trend is observed for the 

energy of reaction (Er), the formation of an even numbered cluster Er being more negative, 

showing a more favourable reaction.  

Once the ripening barriers and reaction energies were determined, then these values were 

integrated into microkinetic models. Microkinetic modelling is a method whereby the 

process of interest is broken down into its elementary reaction steps. This allows for a 

discussion of reaction dynamics and rates based on the partition function of each individual 

system. From the partition function, the thermodynamical variables (entropy, enthalpy and 

therefore, Gibbs free energy) can be defined. This is how the effect of temperature is 

incorporated into the evaluation of the ripening process. At the starting dispersions defined 

(maximum of 9564 m2gAu
-1, around 20x higher than a typical catalyst dispersion), results 

showed that below 160K, the Au1/MgO system remained stable and ripening processes did 
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not occur. Above this temperature, the greater the coverage (the lower the dispersion), the 

quicker ripening processes occurred, e.g. at 𝜃0.9 (90%) coverage after 1 second at 510 K, the 

fraction of Au1 was down to 86% of its starting coverage. However, for 𝜃0.1 (10%) coverage 

after 1 second at 510 K the fraction of Au1 only went down to 99% of the starting coverage. 

An increase in the temperature also resulted in quicker ripening, e.g. with a starting coverage 

of 𝜃0.9 after 1 second at 260 K, the fraction of Au1 reduced to 98%, while with the same 

starting coverage but at 510 K for the same times frame, the fraction of Au1 was down to just 

below 86% of its starting coverage. 

Out of all the cluster sizes, the conversion is greatest to the Au10 cluster. This is as expected 

because Au10 is the most stable (and largest) cluster size in the simulation. In terms of the 

other possible sizes (Au2-Au9), there are higher fractions of even numbered clusters 

produced, particularly Au4 and Au8. This is reflective of the lower energy barriers (Ea) and 

more negative reaction energies (Er) toward the even number clusters. 

As well as ripening, the digestion process was also simulated using microkinetic modelling. 

The system for this model starts with an initial coverage of 𝜃0.1 of Au10 clusters. There is very 

little conversion from Au10 to any other cluster size, consistent with Au10 being the most 

stable cluster in the system. Peaks are seen at moderate temperatures around 210 K after 1 

second for Au9 and Au8, which is consistent with the slight decrease in Au10 at these same 

temperatures. This implies some digestion is occurring to form these smaller clusters. After 

1 second at the higher temperatures > 350 K, a peak at Au2, reduced conversion from Au10 

and the decrease in Au8 and Au9 implies diffusion processes become more widespread and 

the system undergoes further ripening processes over digestion.  

This study shows that there is considerable difficulty in the computation of low energy Au 

clusters in a system of this type. Further developments in methodologies are required to 

increase the scope of the searches as well as their accuracy in predicting the most stable 

shapes in similar supported systems. However, the combination of methodologies provided 

a wide screening of possible configurations and yielded interesting results for this system, 

providing useful data pertaining to structural and electronic trends of growing clusters. 

Alternative ways of predicting low energy clusters should also be sought. A greater 

understanding of structural/electronic features associated with stability, might provide an 

alternative way of predicting favourable configurations. For example, this could include 

measuring the symmetry of clusters, to determine a particular preference for particular point 

groups. 
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With regard to expanding understanding of growth processes, greater information about 

how systems are influenced by certain factors could be achieved by a microkinetic study with 

wider parameters. For example, wider temperature ranges and metal coverages (related to 

dispersion) and longer time frames could be used. Also necessary for future understanding 

of growth processes would be a suitable model for coalescence. As previously described, 

modelling coalescence (or Smoluchski ripening) is very complex as there are a range of 

possible ways for clusters to move across the surface e.g. rolling or leap frogging. How the 

atoms in the migrating cluster interact with each other, as well as how they interact with the 

surface during diffusion would need to be considered in a viable simulation. 

The research performed aimed to develop a greater understanding of stability and growth in 

the Aun/MgO system. The study was successful in that the most stable structures of Au 

clusters on MgO, for up to 19 atoms were obtained. Discussion of the results showed that 

surface energy, structural mismatch as well as bonding interactions within the cluster and 

between the cluster and the support were all factors that influenced the shape of Au NP’s. 

The growth process, Ostwald ripening, was also analysed using microkinetic modelling 

simulations. The results from this showed that even at very low metal dispersions and low 

temperatures (> 160 K) ripening processes occurred in order to increase the stability of the 

system. Further analysis showed that some cluster sizes were more stable than others, and 

as a result remained for longer on the surface. These conclusions can be used to support the 

findings of experimental catalyst characterisation and to inform future preparation of 

effective and resistant catalysts. 
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