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Depression is a serious mental health condition, which can have fatal effects, with over 800,000 people dying by suicide each year. It is also the leading cause of disability across the globe (WHO, 2017). Given the high rates of mortality, and disability, it is paramount to have evidence-based and clinically relevant treatments. One emerging treatment, with a relatively new evidence-base, is transcranial magnetic stimulation (TMS). TMS treatment protocols for depression are endorsed by two regulatory bodies, NICE (2015) and the FDA (2008). However, the basic scientific validity and mechanisms of action of these protocols remain vague, particularly relating to how excitatory TMS reduces a key depressive symptom, anhedonia. For our empirical chapter, we replicate two core studies (e.g. Ahn et al., 2013; Duprat et al., 2016) that have informed the clinical evidence-base of TMS for depression. One of these core studies, Ahn et al., (2013) demonstrated an increase in reward responsiveness in controls, following excitatory TMS compared to sham TMS, as measured on a probabilistic learning task (PLT). However, in a pseudo-replication study of Ahn et al., (2013), Duprat et al., (2016) only found an increase in reward responsiveness, following excitatory TMS, when including an exploratory variable, trait hedonic capacity, as a covariate. Our empirical chapter did not replicate the core effects of neither Ahn et al., (2013) nor Duprat et al., (2016), that is we did not find an effect of excitatory TMS compared to sham for reward responsiveness, nor did we demonstrate any effect with the inclusion of trait hedonic capacity. However, our results on the PLT were commensurate with the wider PLT evidence-base, evidencing that learning had occurred across the task, as was expected. In contrast to Ahn et al., (2013) and Duprat et al., (2016), we had also included mood ratings, using the Positive and Negative Affect Schedule (PANAS), both pre and post stimulation. Intriguingly, following active TMS, participants exhibited a significant decrease of positive mood, indicative of increased anhedonia. Negative mood was unaffected by TMS. These mood findings call into question the fundamental premise of TMS, which is thought to decrease symptoms of anhedonia, rather than increase them.

For our systematic review and meta-analysis, we examined the efficacy of TMS as a treatment for depression, taking into account the clinical relevance of these findings, which previous
TMS studies have failed to do. Previous “gold” standard randomised controlled trials (RCTs) assessing the effectiveness of active compared to sham TMS have generated variable estimates of treatment efficacy, with active compared to sham TMS evidencing small, medium, and large effect sizes, or indeed, no effect at all. These divergent findings may lie in the heterogeneous patient samples with comorbid disorders, and concurrent antidepressant medication included in these RCTs. Thus, we conducted a systematic review and meta-analysis of TMS for depression, controlling for previous heterogeneity through the inclusion of double-blind RCTs that included depressed patients who were anti-depressant free. We considered the questionnaires used to assess depressive symptom change, typically the Hamilton Depression Rating Scale (HDRS), and calculated the standardised mean difference (SMD/ hedges ‘g’) for scores on the HDRS post stimulation (active and sham). We found a small effect (SMD) of active compared to sham stimulation (SMD = -0.29), indicating that active TMS is effective in reducing symptoms of depression. However, the clinical relevance of this effect is negligible, based on the % change of depressive symptom reduction, as outlined in Lepping et al., (2014). We found a -31% reduction in depressive symptoms for active and -14% reduction for sham stimulation, which corresponds to “no change/ minimally improved” depression, commensurate with the findings of Lepping et al., (2014). Similarly, the participants, on average failed to move out of “casedness” for their depressive symptoms.

Combined, the results of our empirical paper and systematic review & meta-analysis, fail to provide convincing support for the use of TMS for treating depression. In particular, we were not able to replicate the main findings of Ahn et al., (2013) and Duprat et al., (2016). Moreover, TMS reduced positive affect, and made no difference to negative affect, when measured on self-report questionnaires. Our meta-analysis provided evidence towards the use of active TMS for depression, prior to calculating the clinical relevance of this effect, which generated no meaningful changes, or a reduction from “casedness”. Thus, our studies highlight the importance of triangulating clinical and statistical methods to truly assess the efficacy and effectiveness of TMS as a treatment for depression. Not doing so, leads to an inconclusive and vague answer about treatment effects, which could result in potentially worse treatment outcomes for patients (i.e. increased anhedonia).
Do neuromodulatory treatments really reduce depressive symptomatology: A systematic review & meta-analysis. ¹
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Abstract

Background
Transcranial magnetic stimulation (TMS) has been approved as a treatment for depression by NICE (2015) and the FDA (2008). However, there are discrepant findings around its efficacy. A possible explanation for these divergent findings may lie in these “gold standard” randomised controlled trials (RCTs) including heterogeneous patient samples, who have comorbid diagnoses and concurrent antidepressant use. Moreover, these RCTs fail to evidence the clinical relevance of TMS.

Methods
We conducted a systematic review and meta-analysis of TMS for depression in double-blind RCTs, controlling for previous heterogeneity by including homogeneous depressed patients, who were antidepressant free. We calculated depressive symptom change post active and sham stimulation. We also examined clinical relevance through linking % of depressive symptom change with previous modelled effects.

Results
Active compared to sham stimulation yielded a small, but significant, treatment effect (hedges ‘g’= -0.29). However, the clinical relevance of this result is questionable, with both active and sham stimulation demonstrating little clinical improvement.

Conclusions
Active TMS demonstrates a small but significant effect on depression scores, in a controlled homogeneous sample of studies. However, the efficacy of TMS does not translate into a clinically relevant response, leading to important questions about the usefulness of using TMS in treating depression, for policy and practice.

Limitations
Clinically meaningful changes, as opposed to clinical relevance, are typically measured with self-report questionnaires. We could not conduct these analyses due to strict inclusion criteria of our meta-analyses yielding 6 studies (n = 285, sham; n = 290, active), that did not all consist of relevant self-report questionnaires.

250 words
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1. Introduction

Over the past ten years, neuromodulatory protocols have been increasingly used to treat depression following the approval from two regulatory bodies (FDA, 2008; NICE, 2015). These regulatory bodies appraise “gold standard” evidence such as randomised controlled trials (RCTs) to determine whether a treatment condition (active) is more efficacious compared to a baseline (sham) condition. The most common neuromodulatory treatments, and of interest to this review, are repetitive transcranial magnetic stimulation (rTMS) and intermittent theta burst stimulation (iTBS), which can serve to facilitate (Huang et al., 2005, 2011) or inhibit (Huang et al., 2005, 2011) neuronal activity, depending on the frequency or parameters of the treatment protocols used (Fitzgerald & Daskalakis, 2011; George et al., 2013).

The most common site of stimulation used for rTMS interventions across RCTs, is the dorsolateral prefrontal cortex (DLPFC; Herrmann & Ebmeier, 2006; Lepping et al., 2014; Slotema et al., 2010). The DLPFC is associated with the neurocircuitry of reward responsiveness (Ballard et al., 2011), which is posited to be reduced (anhedonia) in depressive disorders (Koenigs & Grafman, 2009). As such the DLPFC has become a target of excitatory TMS protocols in an attempt to upregulate neural activity within this region (Janicak & Dokucu, 2015).

Neuromodulatory treatments such as rTMS and iTBS involve generating a magnetic field via a TMS coil and stimulator (see review by Fitzgerald & Daskalakis, 2011; Slotema et al., 2010). The rapidly changing magnetic fields induced are deemed to modify the electrical field circuits of the brain, resulting in neuronal depolarisation close to the surface of the cortex (Janicak & Dokucu, 2015; Ridding & Rothwell, 2007). Low frequency TMS (LFTMS) is associated with frequencies of 1Hz and below (Fitzgerald & Daskalakis, 2011) and usually applied to the right DLPFC.
(Lefaucheur et al., 2014), whereas High frequency TMS (HFTMS) is associated with frequencies of >5Hz (Liu et al., 2014) and typically applied to the left DLPFC (Allan et al., 2011). LFTMS and HFTMS are related to inhibitory (decrease of neural activity) or facilitatory (increase in neural activity) stimulation respectively (Huerta & Volpe, 2009), whilst iTBS is facilitatory, but can produce similar effects to HFTMS over a shorter period of time (e.g. Blumberger D.M. et al., 2018). Although the precise neural mechanisms of neurotransmitter action involved in TMS stimulation remain unresolved (e.g. Janicak & Dokucu, 2015; Noda et al., 2015), it is hypothesised that the neurotransmitters glutamate (Yang et al., 2014) and gamma aminobutyric acid (GABA) are modulated (Dubin et al., 2016). These neurotransmitters are posited to impact upon circuitry such as the meso-limbic system (Baeken C., 2017) involved in depressive symptomatology such as reduced mood, and avolition (Noda et al., 2015). However, this research is still in its infancy and no firm conclusions can as yet be drawn.

Some large multi-site randomised controlled trials (RCTs; George et al., 2010; O’Reardon et al., 2007), using sham compared to active stimulation and meta-analyses (Mutz et al., 2018; Schutter, 2009; Slotema et al., 2010) provide evidence to support the use of HFTMS for depression. Conversely, other multi-site RCTs (e.g. Herwig et al., 2007) and meta-analytic studies (Couturier, 2005; J. L. R. Martin et al., 2003) have found no such effects on decreasing depressive symptomatology, when comparing active HFTMS stimulation to a sham comparator, or indeed an equivalent decrease of depressive symptomatology in both active and sham conditions (Mutz et al., 2019).

A possible explanation for these discrepant findings could be the inclusion of patients who experience co-morbid psychiatric illnesses including post-traumatic
stress disorder (Fitzgerald et al., 2012), personality disorders (e.g. Januel D. et al.,
2006) or depression in the context of bipolar disorder (Avery et al., 1999; Chistyakov
A.V. et al., 2015), which may obfuscate the true efficacy of neuromodulatory
treatments. Indeed, an RCT (Fitzgerald et al., 2016) that included a sample of patients
with bipolar depression, found no therapeutic effects for bilateral active compared to
sham stimulation. This suggests that patients with bipolar depression may respond
differentially to TMS compared to patients with unipolar and treatment resistant
depression (TRD). It has been argued that bipolar depression is qualitatively different
from depression and TRD, within the context of a major depressive episode, which
could be explained by differences in structural morphometry (Fung et al., 2015) and
severity of depressive episode (Moreno et al., 2012). The inclusion of patients with
bipolar depression in these earlier rTMS studies may conflate true stimulation results,
and explain some heterogeneity found between these studies.

Moreover comorbid diagnoses are often not examined with validated
questionnaires or using a clinical interview specific to the comorbid condition
(George et al., 2014; Avery et al., 1999; Blumberger D.M. et al., 2016) leaving
questions unanswered about the validity of depressive symptom change and rigorous
experimental control. One major multi-site study examined the efficacy of depressive
symptom reduction whilst taking into account comorbid anxiety, balanced across
groups, and reported an enhanced therapeutic effect of rTMS in patients with
comorbid disorders (Lisanby et al., 2009), suggesting an inflated rate of remission in
patients with comorbid symptoms.

Additionally, many of the “gold standard” RCTs include patients who are also
taking antidepressant medications, albeit these medications are controlled within the
treatment period (e.g. Fitzgerald et al., 2012; Garcia-Toro et al., 2001; Li C.-T. et al.,
2014; Loo et al., 2001). Nevertheless, studies have consistently reported increased
efficacy for active compared to sham rTMS in patients taking an adjunctive
antidepressant (e.g. Schatzadeh et al., 2019; Wang et al., 2017). However,
 improvement in depressive symptoms have also been reported for sham stimulation,
suggesting a potential inflation of stimulation efficacy for both active and control
conditions (Herwig et al., 2007). Sham coil orientation has been highlighted as
another potential source of bias (cf. Duecker & Sack, 2015) with the blinding of
treatment integrity being called into question. However, systematic reviews and meta-
analyses which examined the blinding integrity between active and sham conditions
found no difference in patients’ ability to correctly guess their stimulation type,
indicating at least a similar level of blinding between the two conditions (e.g. Berlim
et al., 2013; Broadbent et al., 2011).

Another source of potential variability is how depressive symptoms are
measured. Typically, improvement in depressive symptomatology is measured using a
clinical interview such as the Hamilton Depression Rating Scale (HDRS; Hamilton,
1961), with a 50% improved score from baseline defined as a response, and a score of
<7 as recovery (e.g. Furukawa et al., 2002; Lam et al., 2008; Lepping et al., 2014;
Leucht et al., 2013; NICE, 2015; Riedel et al., 2010). However, a proportion of
patients included within TMS treatment studies do not appear to respond (50% 
reduction in symptoms) or exhibit remission (<7 on HDRS) (Avery et al., 2007;
Blumberger D.M. et al., 2016; Fitzgerald et al., 2009) following active TMS.

Importantly, these response and remission rates have not been related to
clinical importance (e.g. Moncrieff & Kirsch, 2015). Leucht et al (2013) proposed a
method of examining clinical relevance linked to symptom change (equipercentile
linking) on the HDRS, which can provide evidence about clinical relevance (Lepping
et al., 2014). This approach seeks to link changes on the HDRS to clinical relevance of symptom change - that is, how well the patient appears to be functioning, as determined by an experienced clinician - using an interview such as the Clinical Global Impressions Scale (CGI; e.g. see. Busner & Targum, 2007). Nevertheless, this method does not provide insight into minimal clinically meaningful gains, where patients are asked to complete self-rated measures of symptom change, which are used to “anchor” clinician rated symptom changes (Button et al., 2015; McGlothlin & Lewis, 2014). However outcome measures such as validated self-report depression questionnaires, e.g. Beck Depression Inventory I or II (BDI-I ; BDI-II; Beck, Ward, & Mendelson, 1961; Beck, Steer, & Brown, 1996) have been used to assess the reduction of symptom severity, in tandem with assessment of the level of treatment resistance, defined as at least one failed antidepressant trial, measured using the Thase and Rush (1997) staging model.

To our knowledge no study has examined who administers these questionnaires and whether this has an impact on stimulation outcomes. Mutz et al., (2019) assessed the risk of bias in 113 RCTs included in their meta-analysis using the Cochrane Risk of Bias Tool, RevMan 5.3 (RoB, Cochrane Collaboration, 2014), and found variability within allocation concealment, and blinding of participants and personnel, afforded an “unclear risk” (as seen in their supplementary information), which could have impacted on the reliability of these studies’ outcome measures. Of note Mutz et al., (2019)’s study included patients with both bipolar and unipolar depressive disorders, and studies that included medication usage.

Given the mixed findings for the efficacy of TMS, it is clear that there is some variability for the therapeutic effects between active and sham stimulation, but the reasons for this variability remain unanswered. Explanations for the variability
between studies could be related to a number of factors including experimental control (Demitrack & Lisanby, 2008) different study designs (Avery et al., 2007; Fitzgerald et al., 2012; Herwig et al., 2003), participant selection (Kedzior et al., 2015), stimulation parameters (Bakker et al., 2015), adequate blinding for both participants and personnel (Duecker & Sack, 2015), inclusion of patients with comorbid disorders (e.g. Lisanby et al., 2009) and adjunctive antidepressant usage (Hunter A.M. et al., 2019; Sehatzadeh et al., 2019).

The aim of the current systematic review and meta-analysis is to measure the efficacy of active compared to sham rTMS when redressing some of this variability through limiting the inclusion criteria to those patients who have treatment resistant depression alone, and who are medication free included in double-blind RCTs. In addition, we will assess the risk of bias using the RoB tool in RevMan 5.3 (Cochrane Collaboration, 2014), report stimulation parameters, and outcome measures used at baseline and for assessing depressive symptom change. We also aim to contextualise these findings with regard to % changes of depressive symptoms for active and sham stimulation linked to proposed clinical relevance, as outlined in Lepping et al., (2014) and Leucht et al., (2013).

2. Method

2.1. Search strategy & Eligibility

We conducted searches in four databases: PsycInfo; Medline; Embase and the Cochrane Controlled Register of Trials (CENTRAL). Dates of the searches were from inception of the databases; 1806 to 27th of November 2019, when we conducted the final searches. In line with our systematic review and meta-analysis question, we selected keywords related to neuromodulatory treatments endorsed for the treatment of depression (NICE, 2015; FDA, 2008); different types of depressive disorders; and
the neural area typically targeted for the use of neuromodulation - the DLPFC. Keywords associated with neuromodulatory treatments; depressive disorders and DLPFC were combined using the Boolean operator “AND”. Additionally, a wildcard operator (*) was used where relevant, to maximise the number of relevant papers identified with our search terms. Our keywords included “neuromodulat*” or “transcranial magnetic stimulation” or “brain stimulation” or “tms” or “intermittent theta burst stimulation” or “itbs” or “repetitive tms” or “rtms” or “continuous theta burst stimulation” or “ctbs” AND “major depress*” or “depress*” or “treatment resistant depression” AND “Prefrontal Cortex” or “Dorsolateral Prefrontal Cortex” or “DLPFC” (see Appendix B for searches).

We adhered to the PRISMA guidelines for reporting systematic reviews (e.g. Liberati et al., 2009). Searches were limited, where possible, to those that included human participants, participants over the age of 18, and articles that were published in English. Bibliographic searches were also conducted in the reference list of each included study, and prior meta-analyses and systematic reviews relating to neuromodulatory treatments and depression. Prior to conducting the final searches, preliminary scoping searches were conducted to refine the search terms and criteria to ensure we captured all relevant studies, and a COCHRANE librarian was also consulted who corroborated our searches.

2.2. Selection Criteria

The author designed a screening form similar to that proposed in Boland, Cherry, & Dickson (2017; see Appendix C) and in accordance with the PICOS criteria (Participants, Intervention, Comparator, Outcome, Study design) outlined in the PRISMA guidelines (Liberati et al., 2009; Moher et al., 2015). This form was used
to ensure consistency in the selection criteria for each article screened and read in
detail (also see Meline et al. 2006).

Included studies were those that met the following criteria: (1) Participants
who received a diagnosis of treatment resistant depression (TRD) or major depressive
disorder (MDD); (2) Facilitatory (>1Hz) and/ or Inhibitory (<1Hz) rTMS, or iTBS
targeting the DLPFC as the site of stimulation; (3) Active compared to sham
stimulation, as the comparator; (4) Studies that included measurement of depressive
symptom change pre and post stimulation (i.e. via questionnaire; clinical interview);
(5) Double-blind randomised controlled trials.

2.3. Article Retrieval

Using the search terms in the databases detailed above, 3379 study records
were identified (see Figure 1), synced and transferred into the reference manager
software, Zotero. After duplicate articles (1493), conference abstracts (402), clinical
trial protocols (173) without associated published full-texts, or data were removed. A
further twelve clinical trial protocols which had completed data collection and had
associated publications were excluded due to not including depressed patients alone
(11) or not having a TMS treatment intervention (1). The remaining 1296 abstracts
and titles were screened using the inclusion and exclusion criteria, detailed above and
in Appendix A. Of these articles, we removed review articles, editorials, case studies,
case series and articles containing other psychiatric disorders, or psychiatric co-
morbidities (n = 819). The first author subsequently read and screened the remaining
477 full-text articles against the inclusion and exclusion criteria and removed 460
articles that did not meet the inclusion criteria. For example, we removed studies
where patients had comorbid diagnoses or diagnoses other than depression (119), the
treatment intervention was not TMS (128), there was no sham comparator condition
(138), and the site of stimulation was not the DLPFC (17) (see Table 1 for additional article exclusion). After the removal of 460 articles, our final sample was 17 articles. An independent reviewer blindly screened the 17 included articles against the inclusion and exclusion criteria and obtained 100% agreement with the lead author. However, due to identifying the inclusion of patients with personality disorder/s in one study’s discussion section (Januel et al., 2006), reported comorbidity in a table of another study (Li et al., 2019) and a series of large clinical trials (n = 8) using duplicate data (see Table 2), a further nine studies were excluded from the final inclusion criteria (in line with Mutz et al., 2019), leaving a remaining eight studies for qualitative synthesis and meta-analysis (see Figure 1).
Figure 1. Study selection diagram based on PRISMA Guidelines.

-------------------------------- Insert Table 1 about here--------------------------------

2.4. Data Extraction

Data were extracted from the included papers for:

a) participants (gender, age), recruitment (inpatients/outpatients), stage of treatment resistance, depression severity, duration of current episode- and who measured these variables (e.g. independent researcher, psychiatrist);

b) intervention parameters, type of coil used, number of sessions, intensity of motor threshold, sponsor.

c) Means, SDs, and sample size relating to depressive symptom measurement post stimulation (active, sham) were also extracted for each included study, or where necessary from supplementary information. These data were imported into RevMan 5.3 (Cochrane Collaboration, 2014), where a subsequent meta-analysis would be conducted, and 25% of the extracted data was cross-checked by an independent reviewer.

2.5. Data analysis

Both qualitative synthesis and a meta-analysis were conducted to encapsulate themes in the data and to address the efficacy of TMS efficacy for active compared to sham stimulation in a highly controlled sample of patients with TRD (see “Primary Outcome Measure: Pre and Post Stimulation” for further details relating to the meta-analysis).
3. Results

3.1. Study Characteristics and demographics

The number of participants included across the studies was 654, with 339 included in the active stimulation (205 females) and 315 (164 females) in the sham condition, who were all aged between 18-80 yrs ($M = 46.81; SD = 10.72$)\(^2\). Although all included studies were double-blinded RCTs, a proportion of these (n = 3) were single-centre cross-over studies (Baeken et al., 2013; Duprat et al., 2017; Vanderhasselt et al., 2009a; see Table 2), with participants counterbalanced to complete the active or sham condition first before being allocated to the other condition. The remaining studies were either single site double-blinded RCTs (Holtzheimer et al., 2004; Li et al., 2016; Stern et al., 2007) or multi-site and multi-phase double-blinded RCTs (George et al., 2010; O’Reardon et al., 2007).

3.2. Inclusion criteria & Measurement

The majority of studies included outpatients alone in their samples (n = 4; George et al., 2010; Holzheiner et al., 2004; O’Reardon et al., 2007; Stern et al., 2007), with two studies including a mixture of inpatients and outpatients (n = 2; Baeken et al., 2013; Duprat et al., 2016). There was no information regarding patients’ hospital status provided for the remaining two studies (see Table 3; Li et al., 2016; Vanderhasselt et al., 2009a). Across the studies\(^3\), the duration of the current

\(^2\) As data was not reported for the parameters above in Vanderhasselt et al., (2009a) we were not able to include this within the data for active and sham stimulation, gender or age estimates above.

\(^3\) Data from Stern et al., (2007) was not included in the age range, as no data relating to current depressive episode was provided in the study.
depressive episode varied from 2 months to 11 years, however, no information was provided as to how current depressive episode was calculated (i.e. through medical history, psychiatric interview).

3.3. Depression diagnosis & comorbidity

All participants received a diagnosis of depression, ranging from unipolar Major Depressive Disorder (Baeken et al., 2013; Li et al., 2016; Holzheimer et al., 2004), with the remaining studies classifying patients as having Major Depressive Disorder (see Table 3)- all being treatment resistant.

For all eight studies (see Table 3), depressive diagnoses were confirmed following a standardised clinical interview. However, the type of clinical interview differed between studies. For a proportion of studies (n = 4), the standardised neuropsychiatric interview, the Mini International Neuropsychiatric Interview (MINI; Sheehan, 1998) was used. The Structured Clinical Interview Diagnosis (SCID, 2004) was used to provide diagnosis for one study; and the remaining studies (n = 3) reported the use of the DSM-IV to make a diagnosis. Only two studies (George et al., 2010; Stern et al., 2007) provided information as to who diagnosed the patients using the clinical interviews, but none of the studies reported if the psychiatrist/ researcher who provided the diagnosis was independent to the study personnel (e.g. blinded).

The majority of studies did not explicitly measure or report whether participants experienced any other co-morbid mental health difficulties but stated within their exclusion criteria that participants with bipolar disorders (I, II), psychosis, or serious mental health disorders were excluded from the sample.

3.4. Depressive symptomatology measurement: pre and post stimulation

In the majority of studies (n = 6) baseline depression severity and post stimulation depression was measured using the 17-item HDRS (Hamilton, 1961).
However, the 21 and 24-item versions of the HDRS were also used, albeit less frequently (proportion; n = 2 studies; Stern et al., 2007; George et al., 2010, respectively). Of note, the 21 item HDRS is akin to the 17-item scale; however, concerns regarding the variability within the scores included on these measures have been raised (e.g. Williams, 2001).

All studies bar Vanderhasselt et al., (2009a) reported that either an independent blinded psychiatrist (e.g. Baeken et al., 2013; Duprat et al., 2016; Li et al., 2016; Stern et al., 2007), or a rater blind to treatment conditions conducted the assessment (e.g. George et al., 2010; Holtzheime et al., 2004; O’Reardon et al., 2007) (see Table 3). The two multi-site RCTs (O’Reardon et al., 2007; George et al., 2010) also reported that their independent clinical raters were trained to administer the outcome measures and the standard was monitored throughout the study. All participants met the criteria for at least moderate depression, as defined by the 17-item HDRS. Two studies (Baeken et al., 2013; Stern et al., 2007) indicated baseline depression scores within the “severe” range, whilst the remaining studies included a sample of patients who met criteria for “moderate” depressive disorder. Cut-off scores for the 17-item HDRS are posited to be 0-7 for “normal range”; 8-16 are indicative of “mild depression”; scores of 17-23 “moderate depression” and scores above 24 are indicative of “severe” depression (see e.g. Zimmerman et al., 2013).

3.5. Treatment resistance and Measurement

The majority of studies (n = 4) included participants who had failed at least one antidepressant treatment (treatment resistance range 1-3; see Table 3), but apart from two studies (George et al., 2010; Stern et al., 2007) of which a psychiatrist
conducted the ratings, no other study reported who administered the questionnaires relating to treatment resistance. The most common outcome measure used to assess treatment resistance was the antidepressant treatment history form (ATHF; Sackheim, 2001; n = 3 studies), with Rush et al., (2003)’s staging model of treatment resistance being used in two studies (See Table 3), and the remaining studies (Li et al., 2016; Stern et al., 2007, Vanderhasselt et al., 2009a) not specifying how treatment resistance was measured.

3.6. Medication Usage & Measurement

Participants were free from psychotropic, and antidepressant medication prior to the beginning of brain stimulation, in all included studies. Antidepressant washout periods between studies varied between 1-2 weeks, with some studies (e.g. Vanderhasselt et al., 2009a; George et al., 2010) providing a longer washout period (e.g. 3-5 weeks) for patients who were taking fluoxetine prior to starting TMS treatment. Nevertheless, many studies (n = 6) permitted participants to take low doses (e.g. 2mg-150mg) of “rescue medications” in the form of benzodiazepines or hypnotics, if needed. Some of these studies provided details regarding the number of patients who took “rescue medications” (Baeken et al., 2013; Duprat et al., 2016; see Table 3).

3.7. TMS Stimulation Parameters; site of stimulation and coil parameters

All included studies used HFTMS (n = 7) or iTBS (e.g. Duprat et al., 2016) as the active stimulation condition (see Table 4) applied to the left DLPFC. Only one study (Stern et al., 2007) also included a LFTMS condition to both the left and right DLPFC. Both Baeken et al., (2013) and Duprat et al., (2016) conducted accelerated treatment protocols, that is a greater number of sessions daily (5 sessions per day for a week, equating to 20 sessions) compared to the other studies which applied their
HFrtM3S treatment protocols once per day but over a longer period of time. Some studies’ treatment protocols were conducted for 10 sessions (e.g. Holtzheimer et al., 2004; Li et al., 2016; Stern et al., 2007), whilst others were conducted for 20 sessions (e.g. Baeken et al., 2013; Duprat et al., 2016). However, both multi-site RCTs included more than 10 sessions, with O’Reardon et al., (2007) providing 20-30 sessions (based on treatment responsiveness) in their acute phase, and George et al., (2010) providing 15 treatment sessions in the acute treatment phase. Vanderhasselt et al., (2009a) only reported one treatment session (See Table 4).

The total number of pulses applied across the different studies varied from 16,000 (Li et al., 2016) to ~31,000 for Baeken et al., (2013) and Duprat et al., (2016), with the multi-site studies providing 45,000 pulses (George et al., 2010) and 60,000 - 90,000 (O’Reardon et al., 2007) for phase 1 and acute treatment phase respectively. Although number of treatment arms varied between studies (see Table 5) all studies included active compared to sham stimulation conditions. Six studies included 2 treatment arms, whereas two studies included more than 2 arms (Li et al., 2016; Stern et al., 2007).

Studies used either neuro-navigation (n = 4) or a combination of neuro-navigation and moving the coil 5cm anterior to the motor cortex to identify the site of stimulation. Motor thresholds varied between 80% (e.g. Stern et al., 2007) to 120% for stimulation intensity, in line with TMS safety guidelines (e.g. Machii et al., 2006; NICE, 2015).

Across five studies (Baeken et al., 2013; Holtzheimer et al., 2004; Li et al., 2016; Stern et al., 2007; Vanderhasselt et al., 2009a), active and sham stimulation was conducted with coils that were identical (sound, similar visually), but the coil was rotated on the scalp for the sham condition. Two studies included coils that induced similar somatosensory effects for both active and sham- including being visually
identical (George et al., 2010; O’Reardon et al., 2007), whereas one study (Duprat et al., 2016) included a coil that looked similar, but produced different somatosensory sensations (see Table 4).

--- Insert Table 4 about here---

3.8. Primary Outcome Measure: Pre and Post Stimulation

Using Review Manager Software 5.3 (Cochrane Collaboration, 2014), we performed a meta-analysis for depressive symptom scores on the HDRS\(^4\) post active compared to sham stimulation. Means, Standard deviations and number of participants for HDRS for each condition were extracted in order to calculate the weighted standardised mean difference between conditions. We were unable to obtain data for two studies (Duprat et al., 2016; Vanderhasselt et al., 2009a), thus the meta-analysis was completed for the remaining six studies (See Figure 2; Table 5). \(^5\) For equivalence between studies we extracted data for HFTMS stimulation for the active stimulation condition in studies where there were 3 or more treatment arms (e.g. Li et al., 2016; Stern et al., 2007). Similarly, to reduce clinical heterogeneity we extracted data where at least 10 treatment sessions had taken place over the course of a week (See Tables 3 & 4 for precise stimulation parameters and TMS stimulation parameters section above for further information) \(^6\). To avoid carry over effects we took the first set of data for the cross-over RCTs (similar to Mutz et al., 2019).

---

\(^{4}\) Four studies included the 17-item HDRS; 1 included the 21-item version, and one study included the 24-item version. Of note the SMD allows us to combine different measures, as it standardises assessments to the same scale, before assessing the intervention effect with associated variability for that study.

\(^{5}\) Baseline HDRS (pre stimulation) were \(M = 24.76; SD = 4.99\) (active) and \(M = 24.33; SD = 5.1\) (sham), and SMD = -0.04; CI = -0.20; 0.12, \(p = 0.64; I^2 = 0%\) suggesting no differences using a frequentist approach.

\(^{6}\) Data for sham and active conditions for fewer than 10 sessions was also inspected, and provided similar \(M, SDs\), for active compared to sham for greater than 10 sessions.
The total number of participants included for the active stimulation and sham conditions were 285, and 290, respectively. The heterogeneity between studies was measured using Cochran’s Q statistic and $I^2$ (Deeks, Higgins & Altman, 2008). In line with a meta-analysis by Jiang et al., (2019), values $>50\%$ for $I^2$ or $<0.05$ for Cochran’s Q, indicate significant heterogeneity between studies, and signifies the use of a random rather than fixed effects model (also see Deeks, Higgins & Altman, 2008). Our data demonstrated substantial heterogeneity, $I^2 = 69\%$, and thus we used a random effects model (in line with DerSimonian & Laird, 1986), as modelled in Cochrane’s RevMan 5.3 (Cochrane Collaboration, 2014).

Overall, scores on the HDRS for post active compared to sham stimulation were significantly different (SMD = -0.54, 95% CI, -0.94, -0.14, p = 0.009, see Figure 2) indicating a greater efficacy for active compared to sham stimulation, with a moderate effect. However, when removing Stern et al., (2007), which was the source of the data heterogeneity due to an effect size (SMD) of order of magnitude greater than the other studies, there was no data heterogeneity, $I^2 = 0\%$ (also known as a sensitivity analysis). We subsequently calculated the effect of active TMS compared to sham TMS using a fixed effects model. The efficacy of active TMS compared to sham had decreased to SMD = -0.29, 95% CI, -0.46, -0.12, p = 0.0007, a small effect (with n= 275 patients included for both active and sham conditions). According to Cohen (1988) SMD of 0.2, 0.5, and 0.8 represent, small, medium and large effect sizes respectively (also see Faraone, 2008).
Typically, risk of publication bias is assessed using a funnel plot, where a symmetrical inverse funnel shape is indicative of low risk of bias, and an asymmetrical shape indicates a potential risk of bias. However, as stipulated in Deeks, Higgins & Altman (2008) data in funnel plots can be artificially inflated when including fewer than ten studies in a meta-analysis, and also when including continuous data, there is a risk of auto-correlation between treatment and control conditions, thus we did not explore this analysis.

3.9. Clinical Relevance

In order to understand the clinical relevance of our findings, and similar to Lepping et al., (2014), we calculated the % change (post-pre/ pre) of scores on the HDRS from pre stimulation to post stimulation, for active and sham stimulation separately (see Table 6). We subsequently linked the mean % change for reduction in the HDRS scores to the calculated clinical relevance that Leucht et al., (2013) and Lepping et al., (2014) had mapped out in previous studies. These authors computed % changes on the HDRS through linking them to a clinician rated scale, the Clinical Global Impressions scale, which provides an index of functioning and recovery following a medical treatment (Busner & Targum, 2007).

In our study, the mean % change on the HDRS was -31% for active and -14% for sham stimulation. These % changes correspond with the clinical response of “no change/ minimally improved” as calculated by Leucht et al., (2013) and Lepping et al., (2014). The active stimulation % change is almost in the “minimally improved”
bracket which is conceptualised as a change of -33 and above, whereas “no change” is thought to be between -9 to -32% reduction. Sham stimulation change is closer to the “no change” bracket. These % change scores indicate that depressive symptoms have reduced as a consequence of stimulation, with a greater reduction for active compared to sham, albeit the clinical relevance of these findings are minimal.

Similarly, depression scores, on average, reduced from pre to post stimulation, irrespective of stimulation type. However, in terms of depression severity, as measured on the HDRS, on average, no patients moved out of “casedness” for depression. Depression scores following active stimulation remained in the “mild” or moderate” depression range (See Table 6). Similarly post sham stimulation patients’ depression scores, on average, still remained in the mild, moderate or severe (e.g. Stern et al., 2007) range, indicating little clinical improvement.

--------------------------------- Insert Table 6 about here---------------------------------

3.10. Risk of Bias

Two independent raters assessed Risk of Bias (RoB) for each included paper, using a validated RoB tool, RevMan 5.3 (Cochrane Collaboration, 2014), recommended as the “gold” standard for RCTs (e.g. Higgins & Green, 2008). This tool has also been used in many current systematic reviews and meta-analyses (e.g. Jiang et al., 2019; Lage et al., 2016; D. M. Martin et al., 2017; Mutz et al., 2019) to appraise the quality of RCTs. Five sources of bias were appraised (selection, performance, detection, attrition, and performance) as demonstrating “low, unclear or high” risk of bias, based on the criteria specified in Higgins & Green (2008). For example, selection bias refers to how participants were allocated into the studies, e.g. were they randomised, and how was this randomisation conducted. A score of 0 was
provided for “low risk”, a score of 1 for “unclear risk” and a score of 2 for “high risk”, following the criteria outlined in Higgins & Green (2008) (see Figure 3, and for scores for each study independently Figure 4). Similar to Mutz et al., (2019) we calculated an overall risk of bias, based on the number of “low, unclear or high” biases for each source of bias (see Appendix D for full criteria; and Appendix E for individual study RoB ratings). For an overall “low” RoB a study must have been rated either low risk across all categories or have one “unclear” category. Overall “Unclear” RoB was provided if a study had 2 or more domains that were rated as “unclear”; and “High” RoB was provided as overall rating, if a study had rated as “High” in any one domain (see Figure 4 for individual study scores across domains).

Inter-rater reliability was assessed using Intraclass correlation, for the absolute agreement between raters one and two for each RoB category. The total level of agreement was 94%, CI: 0.90-0.97, indicating excellent reliability between the raters in their assessment of RoB (Koo & Li, 2016; Liljequist et al., 2019).

The greatest source of bias across the studies was allocation bias, that is how patients were allocated into groups, with 100% of the studies included not providing clear enough information to be rated as a low risk of bias. Similarly, 50% of studies did not provide sufficient information about their blinding (performance bias) to confer adequate blinding of participants and personnel during treatment sessions. Finally, only 40% of studies reported sufficient information to conclude how participants were randomised to active or sham treatment conditions (See Figure 3). Only one study (Vanderhasselt et al., 2009a; see Figure 4; and Appendix E) was rated as an unclear RoB for detection bias (blinding of outcome assessment). When averaging the RoB ratings across the studies to determine the overall RoB, 75% of
studies indicated met an “unclear” RoB, which is in concordance with Mutz et al., (2019).

Figure 3. Risk of bias graph consisting of review author’s judgements for each risk of bias item presented as percentages across all studies included.

Figure 4. Individual ratings across domains for each included study in the systematic review.
3.11. Adverse effects

All studies apart from Vanderhasselt et al., (2009a) had reported that patients had experienced some form of adverse effect, including headache, fatigue, pain, scalp discomfort (see Table 7). However, the two multi-site RCTs (O’Reardon et al., 2007; George et al., 2010) reported that a proportion of patients, 15% and 5.4% respectively withdrew from the studies due to severe headache, pain, syncope and worsening of depressive symptoms and suicidality. Stern et al., (2007) also reported that 3 patients withdrew due to headache.

------------------------------------- Insert Table 7 about here-----------------------------------

4. Discussion

The current systematic review and meta-analysis, to our knowledge, is the first to examine the efficacy of active compared to sham TMS in a sample of TRD patients, with no reported psychiatric comorbidity, and who were antidepressant free.

Congruent with previous meta-analyses that included patients with depression (e.g. Allan et al., 2011; Herrmann & Ebmeier, 2006; Lam et al., 2008; Mutz et al., 2018; Schutter, 2009; Slotema et al., 2010) we found that active HFTMS to the left DLPFC was more efficacious compared to sham stimulation, with a small effect; SMD/ hedge’s g = -0.29. This effect size is commensurate with extant TMS meta-analytic studies such as Schutter et al., (2009) that reported a small effect size (d) of 0.39 for the difference in % change in the HDRS from baseline to end of treatment in active stimulation. Similarly, Slotema et al., (2010) reported a moderate effect size of 0.55 for active compared to a sham comparator in patients who had demonstrated a response of 50% improvement in depressive symptoms. However, despite having low
statistical heterogeneity, as measured using $I^2$, the study sample in Slotema et al., (2010) included patients with comorbid psychiatric disorders, which may have inflated the true efficacy of treatment effects for rTMS for depression.

In contrast to the extant literature, our meta-analysis and review included a homogeneous sample of depressed patients, using double-blind RCT designs, which enabled us to examine the efficacy of rTMS for depression and confer a small effect for active compared to sham rTMS. Furthermore, although our meta-analysis included six studies, due to not being able to obtain data for all nine, 285 patients were included in the active condition, and 290 in the sham condition, which is similar to participant numbers in other meta-analyses (Lepping et al., 2014; Leucht et al., 2013). Moreover, despite our meta-analysis demonstrating low methodological heterogeneity, with all included studies using HFTMS to the left DLPFC for at least 10 sessions, there were differences in the speed in which treatments were delivered, with Baeken et al., (2013) providing accelerated HFrTMS over the course of a week. However, when examining our forest plot (e.g. Figure 2), there were similarities in effect sizes between all included studies irrespective of treatment parameters.

For the majority of our included studies ($n = 4/6$ included in the meta-analysis) a version of the same outcome measure – the 17- item HDRS- was used across all studies, providing a commensurate measure of depressive symptom change across studies. Also, using the SMD enables us to compare depressive symptom changes on various versions of the same questionnaire, due to standardising the measure to the same scale (e.g. Higgins & Green, 2008).

It is important though to note that the HDRS was developed in the 1960’s to measure depressive symptom changes following antidepressant trials (Bagby et al., 2004), in tandem with depression diagnoses provided using the Diagnostic and
Statistical Manual III. It does not currently reflect depressive diagnosis included within the DSM-IV, in particular the dimension related to anhedonia-or loss of pleasure. This could be problematic for TMS intervention studies, as the anhedonic dimension of depression is that which TMS is thought to upregulate, through targeting meso-limbic cortical structures, such as the DLPFC (Janicak & Dokucu, 2015). This factor could make the use of the HDRS questionable in inferring meaningful depressive changes following TMS, although this questionnaire is the most commonly used across the TMS literature, making findings comparable. Similarly, caution must be applied as to whether the HDRS captures the complexity of depression’s multidimensionality when depressive symptoms are reported as a single unified dimension (Bagby et al., 2004; Kyle et al., 2016; Williams, 2001)- although validity and reliability appear to be better on the overall depression construct than for individual items (e.g. see Bagby et al., 2004). Only one study (O’Reardon et al., 2010) in our meta-analysis provided scores across the depression dimensions of the HDRS, which precluded meaningful interpretation across studies.

We did, however, determine that across all studies, the HDRS was administered by independent raters (albeit a psychiatrist, or researcher), who were reported to be blinded to the treatment conditions. However, an issue of contention within TMS research (e.g. Duecker & Sack, 2015) is the ability to be truly blinded to active compared to sham stimulation due to coil properties such as coil orientation and the somatosensory experience of the sham coil, potentially leading to unblinding of treatment conditions (C. K. Loo et al., 2000).

We examined the potential RoB related to this issue (blinding of personnel and patients) and across other domains (e.g. allocation bias, selection bias) and similar to Mutz et al., (2019) the majority of our included studies (75%) were rated as having
an “unclear” RoB across domains. In particular, the “unclear” RoB for random sequence generation and selection bias was 60% and 100% respectively, which relates to the randomisation of patients into active and sham groups, and how this information was concealed. Similarly, 50% of studies were judged to have an “unclear” RoB for blinding of patients and personnel. Taken together, these RoB ratings make it difficult to determine whether patients were able to tell which treatment they received for these studies, and thereby could modulate the true efficacy of rTMS. Nevertheless, Berlim et al., (2013) have reported that patients were only slightly better than chance at determining the treatment arm they received when asked to guess whether they were given active or sham TMS. However, across all studies, blinded personnel, who were required to be independent of the treatment sessions conducted the HDRS ratings both pre and post stimulation sessions, suggesting little impact on the potential bias on outcome measures. Although scores on the HDRS can vary based upon skill level and the experience of the rater providing the outcome measure (e.g. Hooijer et al., 1991), it was the same rater/s who conducted the HDRS between active and sham stimulation, which would mean that level of experience would not introduce a systematic bias between conditions. Future studies should measure the level of rater expertise empirically.

Despite including a homogeneous patient population in terms of diagnosis in our study, the hospital status of the patients varied with some being inpatients, and some being a mixture of outpatients and inpatients, which is similar to those included in the extant literature (Jin & Phillips, 2014; Kang et al., 2016; Taylor et al., 2018). Furthermore, the patients included in our study had a variable length of current depressive episode ranging from 2 months to 11 years, which could modulate the treatment effectiveness, as level of treatment resistance has been reported to be a
predictor of response to rTMS (Beuzon et al., 2017) with patients who have greater treatment resistance responding more poorly to active TMS (e.g. Kedzior et al., 2015). Similarly, although we included a sample of medication free patients with a wash-out period of at least 1-week pre stimulation sessions, in the majority of these studies, “rescue medication” (benzodiazepines) were permitted, which could have decreased the efficacy of active TMS (cf. Hunter et al., 2019).

We also acknowledge that our effect size was moderate (SMD/ Hedge’s g = -0.54) with the inclusion of Stern et al., (2007), however, due to the level of statistical heterogeneity created by the magnitude of Stern’s effect (towards active stimulation), we reported the more conservative SMD of -0.29, in line with our sensitivity analysis, and decreasing statistical heterogeneity. It is possible that the true effect size of active compared to sham TMS is greater that reported (-0.29) when considering the use of “rescue medications” and level of current treatment resistance outlined above.

4.1. Clinical relevance

It is likely that TMS is an efficacious treatment for depression, but with the small effect size we found, comparable to the larger evidence-base (Slotema et al., 2010; Schutter et al., 2009; Herrmann & Ebmeier, 2006), we need to be cautious about how clinically meaningful these effects are for patients with depression. Indeed, when comparing the % change of reduction in depressive symptoms following active and sham stimulation we found “no change/minimal improvement” in relation to changes mapped out for clinical improvement (Lepping et al., 2014; Leucht et al., 2013). The “no change”/ “minimal improvement” is congruent to the level of clinical significance TMS reported by Lepping et al., (2014). This finding also coincided with patients not moving out of “casedness” following neither active nor sham stimulation. Thus, the clinical relevance of this small effect size should be called into
question in terms of the number of patients needed to treat and rates of remission and recovery, in order to make clinically meaningful gains (e.g. Button et al., 2015; Lepping et al., 2014). Moreover, a minimal clinically important difference, which is the smallest clinical difference that is important to patients (Button et al., 2015; McGlothlin & Lewis, 2014) is typically measured using self-report patient scales, which can be “anchored” to a clinician-rated questionnaire. However, we were not able to measure this variable empirically in our meta-analysis due to no studies including self-report questionnaires.

It is also important to consider other approved evidence-based treatments for depression such as cognitive behaviour therapy (CBT) and interpersonal therapy that also demonstrate slightly larger (moderate – large) effect sizes for intervention compared to treatment as usual using the HDRS as an outcome measure (e.g. see Cuijpers et al., 2011; Driessen et al., 2010, respectively). However, these psychological treatments are endorsed for mild- moderate depression (e.g. NICE; 2009) whilst TMS has been approved for treatment resistant depression (e.g. NICE, 2015). Though, mindfulness based cognitive therapy (MBCT) is a promising future avenue for treatment resistant depression, with efficacious and long lasting effects compared to treatment as usual (Kuyken et al., 2015, 2019), and should be compared against TMS. Furthermore, a proportion of patients, as indicated by our meta-analysis, are likely to experience short-term mild adverse effects such as headache, fatigue, dizziness, and “worsening of depressive symptoms” as a consequence of TMS, which are unlikely to occur for psychological therapies of a similar level of efficacy. Although, interestingly, a proportion of patients have also reported to experience psychological distress including “worsening of depressive symptoms (29%)” following CBT (e.g. Schermuly-Haupt et al., 2018).
Nevertheless, NICE (2015) have approved the use of rTMS to treat depression, based on the results of a number of meta analyses and systematic reviews, irrespective of site of stimulation (left, right or bilateral), and frequency of stimulation. Since these guidelines have a direct impact upon patient care and treatment, it is vital policy makers examine both the short term and long-term usage of TMS as a treatment strategy taking into account clinical relevance, and clinically meaningful changes, thereby improving its clinical utility and usefulness.

4.2. Limitations

Due to the heterogeneity in previous TMS efficacy literature, we aimed to conduct a meta-analysis with a homogeneous sample of depressive patients, who were medication-free, had a similar number of treatment sessions, and did not display comorbid psychiatric diagnoses. This enabled us to determine the strength of evidence for depressive symptom change, for active compared to sham TMS. However, due to our inclusion criteria, we included a small number of studies, that did not all include self-report measures, or questionnaires related to clinical relevance. This made it difficult to calculate clinically meaningful changes through the anchoring of self-report methods with clinician rated symptom changes such as the HDRS.

4.3. Conclusion

In conclusion, we find that active TMS has a small but significant effect on depression scores as measured on the HDRS, in a controlled homogeneous sample of studies. This tallies with existing findings in the literature, however, we caution that this significant result does not translate into clinical significance nor demonstrate a robust reduction of depression “casedness”. Furthermore, the key symptom of depression, anhedonia, which TMS is thought to target, is unlikely to be adequately captured in the HDRS, which was normed alongside an earlier version of the DSM.
Thus, the clinical relevance of TMS remains unresolved, which necessitates further research and raises important questions about the continued use of this treatment for depression. Future research needs to include additional measures of depressive symptom change, such as self-report questionnaires and clinician rated symptom change, CGI-S, to triangulate information and ascertain precise clinically meaningful differences to better inform policy and guidelines. These effect sizes also should be compared with other effective treatments for treatment resistant depression such as MBCT.


---
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Table 1. Exclusion Criteria for study selection

<table>
<thead>
<tr>
<th>Number of studies excluded</th>
<th>Reason/s for exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>119</td>
<td>Participant/s having a reported comorbid mental health disorder, or having another diagnosis other than a depressive disorder (e.g. bipolar, PTSD, OCD), as specified in the inclusion criteria.</td>
</tr>
<tr>
<td>128</td>
<td>Intervention is not TMS (e.g. ECT; tdcs)</td>
</tr>
<tr>
<td>17</td>
<td>Site of stimulation is not the DLPFC, but another neural area, such as the motor area, or dorsomedial prefrontal cortex, for example.</td>
</tr>
<tr>
<td>138</td>
<td>Comparator condition does not include a sham control.</td>
</tr>
<tr>
<td>7</td>
<td>Outcome measures. Studies that did not include outcome measures relating to depressive symptoms (e.g. depressive symptoms questionnaires) for active and sham stimulation.</td>
</tr>
<tr>
<td>7</td>
<td>Study design is not a Randomised Controlled Trial (RCT).</td>
</tr>
<tr>
<td>5</td>
<td>Blinding. Studies are not double-blinded RCTs</td>
</tr>
<tr>
<td>39</td>
<td>Concurrent antidepressant usage. Studies that included a concurrent antidepressant/patients were not medication free.</td>
</tr>
</tbody>
</table>

Total excluded: 460
Table 2. Characteristics of included studies (in bold) and those excluded due to duplicate data.

<table>
<thead>
<tr>
<th>Study</th>
<th>Double-blind RCT</th>
<th>Cross-over</th>
<th>Single-Site</th>
<th>Multi-Site &amp; Multi-Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baeken et al. (2013)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Vanderhasse et al. (2009a)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Vanderhasse et al. (2009b)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Duprat et al. (2016)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Baeken et al. (2017)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Baeken et al. (2019)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Caeyenberghs et al. (2018)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Desmyter et al. (2016)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>(n = 3 studies included)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>O'Reardon et al. (2007)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Lisanby et al. (2009)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Rosenquist et al. (2013)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>George et al. (2010)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>(n = 2 studies included)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Holzheiner et al. (2004)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Li et al. (2016)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>(n = 3 studies included)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

1 = These studies are part of the same larger clinical trial: FWO08/PDO/168; 2 = These studies were part of the same larger clinical trial: BOF-01J08107; 3 = These studies are part of the same larger clinical trial (http://clinicaltrials.gov/show/NCT01832805); 4 = These studies are part of the same larger clinical trial (NCT 0010461).
<table>
<thead>
<tr>
<th>Study</th>
<th>Diagnosis: who screened + Comorbidity</th>
<th>Treatment Resistance Questionnaire (M; SD) &amp; who assessed</th>
<th>Duration of Current Episode</th>
<th>Depression Severity (M; SD) &amp; who assessed</th>
<th>Medication &amp; Benzodiazepine Usage (patients = n; [A/S])</th>
<th>Study Sponsor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baeken et al. (2013)</td>
<td>Outpatients + Inpatients; UDP; (MINI, ICD-10); ANR</td>
<td>No comorbidity reported</td>
<td>$M = 7.83$ yrs; $SD = 7.21$</td>
<td>HDRS: 17 item, $M = 26.4$ (8.24); ANR</td>
<td>2 week medication wash-out period prior to study enrolment. Habitual benzodiazepine allowed (n = 14; [6/8])</td>
<td>Scientific Fund W Gepts UZ Brussel (FWO08/ PDO/168)</td>
</tr>
<tr>
<td>Duprat et al. (2016)</td>
<td>Outpatients + Inpatients; MDD (MINI); ANR</td>
<td>No comorbidity reported</td>
<td>$M = 3.87$ yrs; $SD = 6.08$</td>
<td>HDRS: 17 item, $M = 21.34$ (5.26); ANR</td>
<td>2 week medication wash-out period prior to study enrolment.</td>
<td>Ghent University Multidisciplinary Research Partnership; Applied Biomedical Grant</td>
</tr>
<tr>
<td>George et al. (2010)</td>
<td>Outpatients MDD (DSM-IV); Psychiatrist</td>
<td>Moderate Treatment Resistance (ATHF) - 1.5 failed treatments screened on the phone/ on site- psychiatrist</td>
<td>$M = 74.1$ wks.; $SD = 64.9$</td>
<td>24-item HDRS (&gt; 20); $M = 26.4$ (4.9); ANR</td>
<td>Patients medication free 2 weeks pre baseline assessment and 5 weeks for fluoxetine.</td>
<td>National Institute of Health - Optimization of TMS treatment of depression</td>
</tr>
<tr>
<td>Holzheier et al. (2004)</td>
<td>Outpatients MDD (DSM-IV); ANR</td>
<td>No comorbidity reported</td>
<td>Range: ≤4 yrs to &gt;10 yrs</td>
<td>17-item HDRS (&gt;18); $M = 20.6$ (4.1); ANR</td>
<td>2 week medication wash-out period prior to baseline assessments.</td>
<td>University of Washington</td>
</tr>
<tr>
<td>Li et al. (2016)</td>
<td>Hospital status unknown Unipolar MDD (DSM-IV); MINI; ANR</td>
<td>No comorbidity reported</td>
<td>$M = 6.13$ months; $SD = 6.63$</td>
<td>17-item HDRS (&gt;18); $M = 22.4$ (5.33); ANR</td>
<td>1-week medication wash-out period. No patients on fluoxetine.</td>
<td>Taipei Veterans General Hospital; National Science Council; Grant; Ministry of Science &amp; Technology; National Yang-Ming University; Yen Tjing Ling Medical Foundation</td>
</tr>
<tr>
<td>O’Reardon et al. (2007)</td>
<td>Outpatients MDD (DSM-IV); ANR</td>
<td>No comorbidities reported; but same data as Lisanby et al. (2009)’</td>
<td>$M = 13.4$ months; $SD = 9.7$</td>
<td>17-item HDRS (&gt;20); CGSI = 4; $M = 22.75$ (3.4); ANR</td>
<td>Free of antidepressants</td>
<td>NIMH; Neuronetics (TMS device producer)</td>
</tr>
<tr>
<td>Stern et al. (2007)</td>
<td>Outpatients; MDD (SCID; DSM-IV); Psychiatrist</td>
<td>No comorbidity reported</td>
<td>No date for current depressive episode</td>
<td>21-item HAMD (&gt;20); $M = 27.68$ (3.45); ANR</td>
<td>2 week medication washout, from psychotropic medication prior to baseline assessment. Lorazepam (up to 2mg daily doses allowed) during first half of washout period.</td>
<td>Spanish Ministerio de Education y Cienca, Milton Fund, Stanley Vada NAMI, NIMH, National alliance for Research in schizophrenia and depression</td>
</tr>
<tr>
<td>Vanderhasselt et al. (2009a)</td>
<td>Hospital status unknown Depressive Disorder (DSM-IV; MINI); ANR</td>
<td>No comorbid diagnoses reported</td>
<td>Range: 2 months - 11 years</td>
<td>17-item HAMD (&gt;16); Mild ANR</td>
<td>2 week washout period, of antidepressant medication prior to study start; 3 weeks for fluoxetine.</td>
<td>Scientific Fund W Gepts UZ Brussel</td>
</tr>
</tbody>
</table>

Diagnostic: UDP = unipolar depressed patients; MDD = major depressive disorder; Questionnaire: ATHF = antidepressant treatment history form; Clinical Interview: Mini International Neuropsychiatric Interview (MINI); Diagnostic and Statistical Manual *No comorbidity reported, however, in a paper using the same data, comorbid anxiety disorders are reported. ANR: administrator not reported; Sponsor: NIMH: National Institute of Mental Health
Table 4. TMS treatment parameters, and type coils used.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention, Site of Stimulation + Parameters</th>
<th>Determination of stimulation site</th>
<th>Motor threshold (MT)</th>
<th>Active Type of coil</th>
<th>Sham Type of coil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baeken et al. (2013)</td>
<td>aHFrTMS_20Hz_IDLPFC</td>
<td>3D-MRI neuro-navigation</td>
<td>EMG; rAPB MT: 110%</td>
<td>High speed magnetic stimulator connected to figure of eight shaped cooled coil</td>
<td>Same coil as active, however, coil placed at a 90° angle; coil resting on scalp.</td>
</tr>
<tr>
<td>Duprat et al. (2016)</td>
<td>aTBS_IDLPFC</td>
<td>Structural MRI; Brain neuro-navigation</td>
<td>EMG; rAPB MT: 110%</td>
<td>Magstim Rapid 2 Plus1 stimulator, figure of eight shaped coil</td>
<td>Figure of 8 shaped coil, identical to active, bar somatosensory sensations.</td>
</tr>
<tr>
<td>George et al. (2010)</td>
<td>HFtTMS_10Hz_IDLPFC</td>
<td>MRI with vitamin E TMS coil 5 cm anterior to MT location</td>
<td>EMG: weekly rMT; 1 &amp; rAPB MT: 120 &amp; 110%</td>
<td>Figure-8 solid-core coil.</td>
<td>Similar to active coil, but metal insert to block magnetic field, scalp electrodes to match somatosensory sensation from active coil.</td>
</tr>
<tr>
<td>Holzheiner et al. (2004)</td>
<td>HFtTMS_10Hz_IDLPFC</td>
<td>5cm anterior to motor cortex</td>
<td>EMG: rFDI muscle MT: 110%</td>
<td>Magnetic stimulator; Dantec, Magpro; Medtronic; Shoreview; MN- figure of 8 coil- active: coil flat on the scalp, short axis of coil orientated in parasagittal plane.</td>
<td>Same location, same stimulation – but lateral edge of coil rotated at 45°</td>
</tr>
<tr>
<td>Li et al. (2016)</td>
<td>HFtTMS_10 Hz_IDLPFC</td>
<td>Brain-navigation software, infra-red system for PFC using patients’ MRI scans</td>
<td>MT: 100%</td>
<td>Magstim super rapid magnetic stimulator, 4 booster modules 700mm air-cooled figure eight shaped coil</td>
<td>Same coil as active but angled at 90° off skull.</td>
</tr>
<tr>
<td>O’Reardon et al. (2007)</td>
<td>HFtTMS_10 Hz_IDLPFC_acute phase</td>
<td>120% + first week of acute: 110% visual twitch contralateral hand muscle, beginning of each treatment week</td>
<td>Neuronetics Model 2100 Therapy System Investigational Device</td>
<td>sham- had an embedded magnetic shield- limited magnetic energy reaching the cortex to 10% to less than active coil.</td>
<td></td>
</tr>
<tr>
<td>Stern et al. (2007)</td>
<td>HFtTMS_10Hz_IDLPFC_8s train; 52s intertrain interval x 20 trains</td>
<td>5cm anterior to optimal area for stimulating the thumb</td>
<td>EMG, rAPB MT: 80%</td>
<td>Dantec Magpro stimulator; and Magstim Rapid Super-rapid magnetic stimulator- 8-shaped stimulation coil</td>
<td>Same coil Oriented perpendicular to scalp</td>
</tr>
<tr>
<td>Vanderhasselt et al. (2009a)</td>
<td>HFtTMS_10Hz_IDLPFC</td>
<td>MRI- neuro-navigated</td>
<td>EMG MT: 110%</td>
<td>Magstim high speed magnetic stimulator, figure of 8 coil</td>
<td>sham- figure of 8 coil held at 90°, resting on the head</td>
</tr>
</tbody>
</table>

HFrTMS= high frequency repetitive transcranial magnetic stimulation; LFtTMS= low frequency repetitive transcranial magnetic stimulation; aHFrTMS = accelerated high frequency transcranial magnetic stimulation; piTBS= intermittent theta burst stimulation ; piTBS = prolonged intermittent theta burst stimulation; l_DLPFC = left Dorsolateral Prefrontal Cortex; r_DLPFC = right Dorsolateral Prefrontal Cortex; Neuro-navigation, MRI = magnetic resonance imaging; Motor Threshold; EMG = electromyography; rAPB = right abductor pollicis muscle; rFDI = right first dorsal interosseous muscle; rMT = resting motor threshold; l = left; r = right.
<table>
<thead>
<tr>
<th>Study</th>
<th>Research Question &amp; Aim</th>
<th>Design</th>
<th>Arms, Stimulation Type: Gender (F/M); [Age, years, SD]</th>
<th>Primary Outcome: Pre-Stimulation (SD) HDRS</th>
<th>Primary Outcome: Post-Stimulation (SD) HDRS</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backen et al. (2013)</td>
<td>Aim: examine whether a one-week HFrTMS protocol would increase clinical outcomes for patients with depression</td>
<td>Randomised Double-Blind Sham-Controlled Crossover study</td>
<td>2 aHFTMS (7/2) [51.77, 12.10] Sham (5/6) [47.27, 13.66]</td>
<td>HDRS_17item_Pre-Stim aHFTMS = 26.33 (8.15)</td>
<td>HDRS_17item_Post-Stim Wk1 (20 sessions) aHFTMS = 19.63 (8.35)</td>
<td>HDRS scores ↓ over time (pre/ post) ns differences between A/S stimulation.</td>
</tr>
<tr>
<td>Duprat et al. (2016)</td>
<td>Aim: examine the effect of aiTBS on depressive symptomatology (active compared to sham aiTBS)</td>
<td>RCT double-blind Sham-Controlled cross-over design</td>
<td>2 iTBS (16/6) [40.1, 11.5] Sham (17/8) [43.2, 12.2]</td>
<td>HDRS_17item_Pre-Stim iTBS = 21.1 (no data)</td>
<td>Post Stim_Wk1 (20 sessions) iTBS = 16.4 (nd)</td>
<td>HDRS score ↓ over time (pre/ post). Ns differences between A/S stimulation.</td>
</tr>
<tr>
<td>George et al. (2010)</td>
<td>Aim: to conduct a high quality, multi-site randomised clinical trial, addressing some of the key limitations of previous RCTs for TMS interventions</td>
<td>Prospective multi-site (4 sites) Randomised Double-Blind Sham-Controlled duration-Adaptive study.</td>
<td>2 HFrTMS (58/34) [47.7, 10.6] Sham (50/48) [46.5, 12.3]</td>
<td>HDRS_24 item_Pre_Stim HFrTMS = 26.3 (5)</td>
<td>HDRS score ↓, and a marginally sd between A/S stimulation, p = 0.06.</td>
<td></td>
</tr>
<tr>
<td>Holzheiner et al. (2004)</td>
<td>Aim: examine whether active compared to sham rTMS improve depressive symptoms.</td>
<td>Randomised Controlled Trial- Double-blind</td>
<td>2 HFrTMS (4/3) [40.4, 8.5] Sham (3/5) [45.4, 4.9]</td>
<td>HDRS_17item_Pre_Stim HFrTMS = 22.7 (5.3)</td>
<td>HDRS_17item_Pre_Stim Wk1 (10 sessions) HFrTMS = 14.6 (3.2)</td>
<td>HDRS no different between active and sham stimulation.</td>
</tr>
<tr>
<td>Li et al. (2016)</td>
<td>Aim/s: Examine whether post attention task changes frontalโอ power can increase rACC activity and influence active rTMS efficacy.</td>
<td>Randomised double-blind Sham-Controlled trial.</td>
<td>3 HFrTMS + sham RECT (7/5) [39.4, 13.2] HFrTMS + active RECT (8/4) [43.4, 9] Sham + active RECT (6/6) [42.4, 12.5]</td>
<td>HDRS_17item_Pre_Stim HFrTMS = 22.3 (5)</td>
<td>HDRS_17item_Post_Stim Wk4 (20 sessions) HFrTMS = 17.4 (6.5)</td>
<td>HDRS score ↓, and sd between A/S, p = .006.</td>
</tr>
<tr>
<td>O’Reardon et al. (2007)</td>
<td>Aim: Examining the efficacy of active compared to sham rTMS.</td>
<td>Multi-site (23 sites) Double-Blind Randomised, Sham-Controlled Trial.</td>
<td>2 HFrTMS (86/69) [47.9, ± 11.0] Sham (74/72) [48.7, ± 10.8]</td>
<td>HDRS_17item_Pre_Stim HFrTMS = 22.6 (3.3)</td>
<td>HDRS_17item_Post_Stim Wk4 (20 sessions) HFrTMS = 17.4 (6.5)</td>
<td>HDRS score ↓, and sd between A/S, p = .006.</td>
</tr>
<tr>
<td>Stern et al. (2007)</td>
<td>Aim: Examine the efficacy of Low and HFrTMS compared to sham rTMS in reducing depressive symptomatology.</td>
<td>Design: Randomised Parallel group, Double-Blind, Placebo-Controlled Trial.</td>
<td>4 HFrTMS (16/4) [53.2, 12] LF_rTMS (16/4) [52.3, 9.4] LF_rTMS (7/3) [52.8, 9.5] Sham (9/6) [53.3, 9]</td>
<td>HDRS_21item_Pre_Stim HFrTMS = 27.8 (3.2)</td>
<td>HDRS_21item_Post_Stim Wk2 (10 sessions) HFrTMS = 15.1 (6)</td>
<td>HDRS score ↓ over time for HFrTMS_L but not for sham.</td>
</tr>
<tr>
<td>Vanderhasselt et al. (2009a)</td>
<td>Aim: examine effects of active compared to sham rTMS on task switching and mood in patients with depression.</td>
<td>Design: Double-Blind, Placebo-Controlled, Cross-over Within Subject.</td>
<td>2 HFrTMS (no data) [no data] Sham (no data) [no data]</td>
<td>HDRS no data</td>
<td>HFrTMS = no data</td>
<td>HDRS no data</td>
</tr>
</tbody>
</table>

Gender: F = Female; M = Male; SD = standard deviation; Stimulation: HFrTMS = high frequency repetitive transcranial magnetic stimulation left; HFrTMS_r = high frequency repetitive transcranial magnetic stimulation right; aHFTMS = accelerated high frequency transcranial magnetic stimulation; iTBS= intermittent theta burst stimulation; RECT = rACC-engaging cognitive task; piTBS = prolonged intermittent theta burst stimulation; Questionnaires: HDRS = Hamilton depression rating scale; VAS = Visual analogue scale; abbreviations: a = active; s = sham; ns = non-significant; sd = significantly different; Time: Wk = week
Table 6. The % change of depressive symptom reduction, as measured on the HDRS for active and sham stimulation.

<table>
<thead>
<tr>
<th>Study</th>
<th>Sham Stimulation</th>
<th>Active Stimulation</th>
<th>HDRS version</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre HDRS score</td>
<td>Post HDRS score</td>
<td>% change on the HDRS</td>
</tr>
<tr>
<td>Baeken et al. (2013)</td>
<td>26.45 (severe)</td>
<td>22.36 (moderate)</td>
<td>-15%</td>
</tr>
<tr>
<td>George et al. (2010)</td>
<td>26.5</td>
<td>23.38</td>
<td>-12%</td>
</tr>
<tr>
<td>Holzheiner et al. (2004)</td>
<td>20.8 (moderate)</td>
<td>15.3 (mild)</td>
<td>-26%</td>
</tr>
<tr>
<td>Li et al. (2016)</td>
<td>21.9 (moderate)</td>
<td>19.3 (moderate)</td>
<td>-12%</td>
</tr>
<tr>
<td>O’Reardon et al. (2007)</td>
<td>22.9 (moderate)</td>
<td>19.4 (moderate)</td>
<td>-15%</td>
</tr>
<tr>
<td>Stern et al. (2007)</td>
<td>27.4 (severe)</td>
<td>26.7 (severe)</td>
<td>3%</td>
</tr>
</tbody>
</table>

Mean % Change: -14% [no change/minimally improved].

- We were not able to calculate the "cut-off" for depression severity for George et al., (2010) due to not being able to locate valid cut-off criteria for the 24-item HDRS.
<table>
<thead>
<tr>
<th>Study</th>
<th>Adverse Effects reported A/S</th>
<th>Number of participants who withdrew: Active / Sham</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backen et al. (2013)</td>
<td>Headache &amp; fatigue during the first few sessions. Paracetamol aided with this- no information regarding how many people experienced these effects, or differences between A/S.</td>
<td>None reported to have withdrawn due to adverse effects</td>
</tr>
<tr>
<td>Duprat et al. (2016)</td>
<td>Pain at site of stimulation and headache reported for the initial few sessions.</td>
<td>None reported to have withdrawn from the study relating adverse effects</td>
</tr>
<tr>
<td>George et al. (2010)</td>
<td>Headache (32%); discomfort (17%); insomnia (7%); increased anxiety/depression (6%); fatigue; muscle aches; vertigo; skin pain; facial muscle twitching.</td>
<td>5.4% of patients dropped-out of the study due to pain/headache, and syncope (Active stimulation). A further two had serious adverse effects: worsening of depression (Active stimulation); and paranoid ideation (Sham stimulation).</td>
</tr>
<tr>
<td>Holzheimer et al. (2004)</td>
<td>Mild pain in the rTMS stimulation condition</td>
<td>No patients reported to have dropped out for either A/S.</td>
</tr>
<tr>
<td>Li et al. (2016)</td>
<td>No adverse effects measured in the paper. Although subjective ratings of pain were taken using a VAS, and reported to be comparable across stimulation type/s.</td>
<td>No patients reported to have dropped out of the study due to adverse effects.</td>
</tr>
<tr>
<td>O’Reardon et al. (2007)</td>
<td>Adverse effects measured weekly. Scalp discomfort was main adverse effect reported. No further detail provided.</td>
<td>A = 7.7% and S = 8.2% discontinued treatment/s up to week 4, due to scalp discomfort. However, 16 serious adverse effects were also reported: suicidality, worsening of depressive symptoms (9 = A; 7 = S).</td>
</tr>
<tr>
<td>Stern et al. (2007)</td>
<td>Severe headache; pain.</td>
<td>HFrTMS = 0; S = 3 patients withdrew from the study due to severe headache</td>
</tr>
<tr>
<td>Vanderhasselt et al., (2009a)</td>
<td>No adverse effects reported.</td>
<td>NA</td>
</tr>
</tbody>
</table>

Stimulation: A= active; S= Sham; rTMS = repetitive transcranial magnetic stimulation; HFrTMS = high frequency repetitive transcranial magnetic stimulation; Questionnaire/s: VAS = visual analogue scale
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Abstract

Depression is the leading cause of disability worldwide and its effects can be fatal, with over 800,000 people dying by suicide each year. Neuromodulatory treatments such as transcranial magnetic stimulation (TMS) are being used to treat depression. Despite its endorsement by two regulatory bodies: NICE (2016) and the FDA (2008), there are major questions about the treatment efficacy and biological mechanisms of TMS. Ahn et al. (2013) justified the use of TMS in a clinical context in an important study indicating that excitatory TMS increases reward responsiveness. Yet, a pseudo-replication of this study by Duprat et al. (2016) found an effect of active TMS only with the addition of an exploratory covariate to the analyses – trait reward responsiveness. These partially conflicting results call into question the basic scientific validity of using TMS as a treatment. Here we aim to replicate Ahn et al.’s (2013) key study, and to test the reliability of the effects depending on trait reward responsiveness as described by Duprat et al. (2016). Using excitatory and sham TMS, we tested volunteers using the probabilistic learning task to measure their reward responsiveness both before and after stimulation. We also examined affect (positive, negative) following stimulation. Participants demonstrated an increase in reward responsiveness commensurate with the reward sensitivity literature. However, we did not replicate Ahn et al. (2013) or Duprat et al. (2016) ‘s key findings. Moreover, following active stimulation, positive affect was reduced, suggesting an increase in anhedonia. Given our findings, we question the basic mechanisms and effects which support the use of TMS for depression, particularly considering potential deleterious effects of reduced positive affect in patients with depression.

Keywords: transcranial magnetic stimulation, reward responsiveness, anhedonia, depression, replication.
1. Introduction

Depression is the leading cause of disability across the globe (WHO, 2017), with over 300 million people estimated to suffer from the disease. It is characterised by pervasive low mood, loss of pleasure, sleep disturbance and reduced libido, amongst other symptoms (see ICD-10; WHO, 1992). These symptoms of depression impair daily functioning, which can impact on employee retention, and quality of life (Kessler, 2012). The effects of depression can be fatal, with as many as 800,000 people globally dying by suicide (WHO, 2017).

It is apparent from both the economic and personal costs of depression that effective evidence-based interventions are of paramount importance. The recommended treatment for moderate depression is psychological therapy with medication (NICE, 2009). However, the long-term effectiveness of these treatments is subject to debate (Ali et al., 2017; Cuijpers et al., 2013; Knekt et al., 2008). More recently the National Institute for Health and Care Excellence (NICE, 2015) in the UK, and the Food and Drug Administration (FDA, 2008) in the USA, approved the use of repetitive transcranial magnetic stimulation (rTMS) to treat depression. TMS has been repeatedly shown to affect cortical excitability (Huang, Rothwell, Chen, Lu, & Chuang, 2011). However, the precise neural mechanisms of action with respect to depression are unclear (Aleman, 2013; Janicak & Dokucu, 2015; Wassermann & Zimmermann, 2012). There are also important questions around its efficacy as a treatment (Chervyakov, Chernyavsky, Sinitsyn, & Piradov, 2015; Janicak & Dokucu, 2015; Martin et al., 2003; Matheson, Shemmell, De Ridder, & Reynolds, 2016; Wassermann & Zimmermann, 2012).

The dorsolateral prefrontal cortex (DLPFC) is the region most commonly targeted in the treatment of depression (Lefaucheur et al., 2014), where TMS appears to reduce symptoms of depression (Conelea et al., 2017; Fitzgerald, Hoy, Daskalakis, & Kulkarni,
In particular, a reduction in negative mood is observed, as measured on the Hamilton depression scale (J. Chen et al., 2013). However, improvement of symptoms is inconsistent across studies and individuals (Fox, Liu, & Pascual-Leone, 2013; see review by Loo & Mitchell, 2005). The evidence-base also shows considerable variation for the number of treatment sessions provided (George et al., 2009) and the type of TMS protocols administered (e.g. Bakker et al., 2015; Chung, Hoy, & Fitzgerald, 2015; Duprat, De Raedt, Wu, & Baeken, 2016). Further discrepancies between treatment protocols extend to the frequencies of the rTMS applied, i.e. low-frequency TMS (i.e. <1 Hz; Liu, Zhang, Zhang, & Li, 2014) versus higher-frequency TMS (Fitzgerald et al., 2009; Liu et al., 2014).

Predominantly through demonstrations of effects upon motor cortical excitability, low-frequency (LF; ~<1Hz) TMS has been associated with reduced cortical excitability, whilst high-frequency (HF; ~>5Hz) TMS is associated with excitation of neural activity (Huang, Edwards, Rounis, Bhatia, & Rothwell, 2005; Siebner & Rothwell, 2003). However, despite these opposing effects on physiology, a meta-analysis conducted by J. Chen et al. (2013) indicated both high and low-frequency TMS yielded similar reductions in depressive symptoms. Despite the similar efficacy of LF-TMS and HF-TMS (see RCT by Eche et al., 2012) the majority of the current protocols use HF-TMS over the left DLPFC to increase excitability in the treatment of depression (Allan, Kalu, Sexton, & Ebmeier, 2012; Wassermann & Zimmermann, 2012).

More recent rTMS protocols have begun using intermittent Theta Burst Stimulation (iTBS) to stimulate the left DLPFC (Duprat, De Raedt, et al., 2016; Duprat et al., 2017). iTBS combines low and high-frequency stimulation and has been shown to be relatively effective in reducing the TMS intensity required to produce a motor evoked response, indicating increased excitability (Huang et al., 2005). However, the precise frequency range of iTBS protocols used in depression treatment is variable (cf. Blumberger et al., 2009).
The development of TMS protocols for treating depression is promising, yet the variation between competing treatment protocols has led to inconclusive results. Despite variation between protocols (iTBS, low-frequency rTMS; high-frequency rTMS) all competing treatment protocols are endorsed by NICE (2015) and the FDA (2008).

Common symptoms of depression that have been linked to the functioning of the DLPFC include reduced reward responsiveness and anhedonia (Ballard et al., 2011; Staudinger, Erk, & Walter, 2011). In particular, the DLPFC appears to be innervated via dopaminergic pathways (Der-Avakian & Markou, 2012; Fidalgo et al., 2014), that is neural pathways that are associated with reward responsiveness and pleasure. These dopaminergic pathways are linked to the DLPFC and produce neurotransmitters such as dopamine, which are thought to play a role in external reward anticipation (e.g. reward responsiveness) (Ballard et al., 2011), making this area and its associated projections particularly sensitive to reward responsiveness or lack thereof, e.g. anhedonia. It has been suggested that facilitatory rTMS applied to the left DLPFC stimulates the mesolimbic reward pathway (Janicak & Dokucu, 2015), which is hypoactive in depression (see review by Belujon & Grace, 2017; Koenigs & Grafman, 2009). The probabilistic learning task (PLT; Pizzagalli, Jahn, & O’Shea, 2005) has been robustly related to anhedonia (Pizzagalli, IOSIFESCU, Hallett, Ratner, & Fava, 2008; Pizzagalli, Jahn, et al., 2005) and reward processing in healthy and depressed individuals (Huys, Pizzagalli, Bogdan, & Dayan, 2013). It has also been associated with neural areas such as the left DLPFC, which have been linked to reward responsiveness using fMRI (Der-Avakian & Markou, 2012; Ott, Ullsperger, Jocham, Neumann, & Klein, 2011) and electrophysiological approaches (e.g. Pizzagalli, Sherwood, Henriques, & Davidson, 2005). More recently the probabilistic learning task
has been used to measure reward responsiveness following rTMS stimulation (Ahn, Kim, & Kim, 2013; Duprat, De Raedt, et al., 2016; Duprat et al., 2017).

One of the most important pieces of evidence that has contributed to the advancement of rTMS to treat depression is the work of Ahn et al. (2013). The authors applied facilitatory HF-TMS to the left DLPFC in controls, leading to heightened reward processing following rTMS compared to sham. Duprat et al. (2016) attempted a partial replication of Ahn et al.’s (2013) study, also using the probabilistic learning task, and did not find an increase in reward processing in comparison to an alternative control condition. Nevertheless, reward responsiveness appeared to be modulated by participants’ trait hedonic capacity (Duprat, De Raedt, et al., 2016), which was taken as further support for the use of facilitatory TMS as a treatment. If such an effect replicates, it might provide further support for the recent suggestion of a personalised approach in the use of rTMS as a treatment (Singh et al., 2019). However, the inconsistency in the effect between Ahn et al. (2013) and Duprat et al. (2016), and the post-hoc nature of the relationship to trait capacity, challenges the reliability of this evidence. Despite the inconsistency between these findings, both of these studies have been used to justify the use of TMS on patients as treatment for depression (e.g. Blumberger et al., 2018; Duprat et al., 2017). Although the studies that we are replicating included non-depressed participants, both Ahn et al. (2013) and Duprat et al. (2016)’s work have contributed to the advancement of using TMS as a treatment for depression. Our replication will include a non-depressed participant sample for equivalence to the studies that we are replicating, and in order to test whether these effects do in fact replicate given the discrepant findings between these papers.

The above evidence indicates that the ability of TMS to alter neuronal functioning may impact key markers of depression (anhedonia and reward sensitivity), despite the mixed evidence. This promising avenue for treatment comes at a time when both the
efficacy and cost of traditional treatments of depression are a concern (Ali et al., 2017; Friborg & Johnsen, 2017; Johnsen & Friborg, 2015). For example, the long-term effectiveness of low intensity Cognitive Behavioural Therapy, once thought to be the gold standard (Layard & Clark, 2014), is now being questioned (Ali et al., 2017). In addition, the efficacy of antidepressant medication compared to placebo for depression is also mixed (cf. Cipriani et al., 2018; Kirsch, 2014). There is a need for novel treatments that show both clinical utility and long-term effectiveness, which TMS may be able to answer.

1.1. Aims and hypotheses of the current study

Here, we propose to examine the utility of TMS as a method to affect reward sensitivity, a key component of depression, aiming to reconcile the discrepant findings in the existing literature (Ahn et al., 2013; Duprat, De Raedt, et al., 2016) by conducting a replication of Ahn et al. (2013). We will include additional measures of trait hedonic capacity and apply the increasingly utilised excitatory iTBS from Duprat et al. (2016), to redress the discrepant findings (described further in the methods section). The study will use the probabilistic learning task and will be extended through the inclusion of measures of mood. As iTBS (Duprat, Desmyter, et al., 2016; Duprat et al., 2017) is starting to be more commonly used in the treatment of depression than the HF-TMS protocol used by Ahn et al (2013), this replication will apply iTBS (Blumberger, 2018; Bultea et al., 2017; Duprat et al., 2017) (see Appendix H for any deviations from the replication and reasoning). Comparisons will be made to a sham control.

1.1.1. Primary Hypothesis

We predict an increase in response bias (RB) which measures a participant’s ability to learn to favour one type of stimuli over another, typically increasing over sequential blocks (1,2,3) of the reward learning task, the PLT (both RB and the PLT are explained in greater detail in section 2.3.1 and 2.6). We predict that RB will increase as a function of
active compared to sham stimulation, the basic expression of which would be an elevation in RB in block one following active stimulation compared to the equivalent sham stimulation. This is our critical effect of interest and was demonstrated by Ahn et al. (2013) in the first block of their probabilistic learning task. Our prediction is theoretically grounded in the multiple treatment studies that have found that active stimulation decreases depressive symptomatology, such as anhedonia, compared to sham stimulation (cf. Fitzgerald et al., 2009; George et al., 2010a; Lam, Chan, Wilkins-Ho, & Yatham, 2008; O’Reardon et al., 2007).

1.1.2. Secondary Hypotheses

We expect scores from the secondary questionnaire, which measures mood (Positive and Negative Affect Scale; PANAS; Watson, Clark, & Tellegen, 1988), to show a reduction in negative mood and increase in positive mood respectively (e.g. Chaves, Lopez-Gomez, Hervas, & Vazquez, 2017; Moulier et al., 2016). In particular, we expect active compared to sham TMS will modulate mood ratings.

1.1.3. Replication interactions of interest

In addition to the above hypotheses, Ahn et al. (2013) and Duprat et al. (2016) demonstrated significant interactions and secondary effects consistent with TMS having a positive effect in reducing symptoms of depression, as measured using RB from the probabilistic learning task. However, neither Ahn et al’s (2013) nor Duprat et al’s (2016) significant interactions are fully in line with the theoretical prediction that active compared to sham stimulation will increase RB in the probabilistic learning task. Ahn et al. (2013) reported a significant interaction between block and stimulation in which RB increased for active stimulation in block 1, but interestingly also increased following sham stimulation compared to active for block 2 of the task. Similarly, Duprat et al’s (2016) main significant interaction of time (pre/post stimulation) × stimulation (active/sham) × block (1,2,3) was
only apparent when TEPS-CON – measuring hedonic capacity, was added as covariate (see Methods; Questionnaires). This indicated an increase in RB as a pre-stimulation baseline for active compared to sham stimulation when hedonic capacity was taken into account. For completeness of this replication, we will test for the exact replication of these secondary interactions.

2. Method

2.1. Task overview & Procedure

The iTBS protocol used by Duprat et al. (2016; 2017) was used to stimulate the DLPFC (for further details see ‘Transcranial Magnetic Stimulation’ section). Participants were asked to attend two testing sessions (see Figure 1) and were assigned to either a sham or active iTBS condition, determined through initially flipping a coin (see Duprat et al., 2016); (e.g. heads = sham; tails = active). If participants were assigned to the active condition during the first session, they received sham stimulation during the second session, and vice versa. To determine participants’ reward learning, participants completed a PLT (Pizzagalli, Jahn, et al., 2005) prior to iTBS stimulation. Participants were asked to complete a further PLT following TMS stimulation.

During the first session, participants were asked to complete the Temporal Experience of Pleasure Scale questionnaire (TEPS; Gard, Gard, Kring, & John, 2006) and the PLT task, prior to TMS stimulation. In both sessions participants were asked to complete a further questionnaire, to determine whether mood ratings have changed before and after TMS stimulation (PANAS; Watson, Clark, & Tellegen, 1988; see ‘Questionnaire section’ for further information). The PANAS was undertaken before and after completing the PLT task.

2.2. Participants
Twenty-four participants were recruited from a TMS participant database at Cardiff University Brain Research Imaging Centre (CUBRIC) in Cardiff University. All participants had undergone safety screening for contra-indications of TMS. Nineteen participants ($Mage = 21.53; SD = 1.577; 15 females/ 4 males) were included in the final TMS analyses, with five excluded (equipment issues: n= 3; voluntary withdrawal: n =2). All participants were right-handed, spoke English fluently and proficiently and had no history of mental health difficulties. Participants were paid £10 per hour, and a maximum of £12 on the reward-learning tasks. The ethics committee at Cardiff University’s School of Psychology has approved the study. For exclusion criteria, see Appendix I.
Figure 1. Task procedure for participants entering study. TEPS = Temporal Experience Pleasure Scale questionnaire; PANAS = Positive and Negative Affect Scale; PLT = Probabilistic Learning Task; TMS = Transcranial Magnetic Stimulation.

2.3. Study Design

The study is a repeated measures design, with participants undergoing all conditions; 2 (Stimulation: Active and Sham), 2 (Time: Pre and Post stimulation), 2 (Condition: Rich and Lean) and 3 (Block: One, Two, Three). In accordance with Duprat et al. (2016), we administered the hedonic capacity questionnaire, TEPS (Gard et al., 2006). We also examined the effect of rTMS (sham, active) on mood, before and after stimulation.

2.3.1. Probabilistic Learning Task (Pizzagalli, Jahn, et al., 2005; Pizzagalli et al., 2008)

The PLT is based on signal detection theory (McCarthy & Davison, 1979) and measures an individual’s decision to choose stimuli A over stimuli B (Pizzagalli, Iosifescu, et al., 2008; Pizzagalli, Jahn, et al., 2005) based on a prior reinforcement learning schedule. Participants received varied rewards based on an asymmetric reinforcement schedule (e.g. ‘rich’ or ‘lean’ stimuli; Pizzagalli et al., 2005). Previous literature has suggested that reward learning is biased towards the most rewarded stimuli (Pizzagalli, Goetz, Ostacher, Iosifescu, & Perlis, 2008; Pizzagalli, Iosifescu, et al., 2008; Pizzagalli, Jahn, et al., 2005). Individuals with depression tend to display a lower RB to more frequently rewarded
stimuli compared to non-depressed controls, suggesting difficulty with reinforcement leaning (Pizzagalli et al., 2008).

Each application of the task (four in total, two in session one, and two in session 2; see Figure 1) was comprised of three blocks of 100 trials (Block 1, Block 2, Block 3). For each trial, a fixation cross appeared on the screen for 500ms, followed by a cartoon face without a mouth for 500ms. Another cartoon face was subsequently presented on the screen with either a ‘long’ (13mm) or ‘short’ (11.5mm) mouth for 100 ms. The participant provided a keyboard response to assign whether the mouth was ‘long’ or short’. If correct, a feedback screen was presented for 1750 ms, which was either blank or announced that the participant had won five pence. For each block of 100 trials, a pseudo random sequence of 50 long and 50 short mouths was presented.

One mouth-type, the “rich” condition, was selected at random to be rewarded three times as often as the other mouth-type, the “lean” condition. In total 40 trials were rewarded per block, 30 of these were the “rich” condition and 10 of these were the “lean” condition. Participants were asked to try and win as much money as they can. Also, participants were told that not all trials will be rewarded, but they were not told about the rich versus lean stimulus.

The PLT was implemented in PsychoPy (Peirce, 2007), and was presented on a Microsoft PC with an Asus LCD monitor (60 Hz refresh rate). Please see Appendix J for counterbalancing.

2.4. Transcranial Magnetic Stimulation

Following the iTBS protocol of Duprat et al. (2016), we applied iTBS stimulation using a MagStim Rapid² stimulator (Magstim Company Limited, Wales, UK), which was connected to a 70mm “figure eight” shaped cooled coil (P/N 3910-00). We used the Brainsight neuronavigation system (Brainsight Rogue Research, Inc.) to accurately target
the left DLFPC. In the instances of MRI scans not being available, we used the default MNI average brain scan in Brainsight 2.3, Rogue Research, Inc to target the left DLPFC (see Appendix K for further information). As in Duprat et al’s (2016) protocol, individual motor thresholds were determined using surface electromyography to produce a motor evoked potential in the right abductor pollicis brevis muscle, during the first testing session.

Participants were asked to take part in two testing sessions, where they received either active (see Appendix L for stimulation parameters) or sham iTBS with an interval of approximately one week between the sessions.

For the sham stimulation, a sham coil was used (P/N 3950-00), which has the same visual appearance and auditory artefact as the active coil but does not deliver appreciable magnetic stimulation. Therefore, sham stimulation follows the same procedure as the active condition. Order of stimulation was counterbalanced between participants and initial allocation to active and sham conditions was randomised using a coin toss.

2.5. Questionnaires

2.5.1. Temporal Experience of Pleasure Scale (TEPS; Gard et al. 2006; see Appendix M)

The TEPS consists of 18 self-report items, of which there are two subscales: anticipatory (TEPS-ANT; ten items) and consummatory (TEPS-CON; eight items) pleasure. Consummatory pleasure has been linked to immersive pleasurable experiences (Gard et al., 2006; Gard, Kring, Gard, Horan, & Green, 2007), and anticipatory pleasure has been related to reward responsiveness (Gard et al., 2006). The sum of these two scales provides a measure of hedonic capacity. The higher the total score on these scales, the greater the hedonic capacity. Conversely, the lower the total score, the lower the hedonic capacity (anhedonia, e.g. Gard et al., 2007; Strauss, Wilbur, Warren, August, & Gold,
2011). Internal consistency for each subscale has good reliability, consummatory (\(\alpha = 0.71\)) and anticipatory (\(\alpha = 0.74\)) (Gard et al., 2006). The TEPS scale has been used with both non-clinical (the target of this replication; Ahn et al., 2013; Duprat et al., 2016) and clinical populations (e.g. Gard et al., 2006, 2007; Sherdell, Waugh, & Gotlib, 2012).

2.5.2. Positive and Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 1988; see Appendix N)

To determine participants’ current mood, we used the PANAS (Watson, Clark, & Tellegen, 1988). This scale consists of ten positive (e.g. ‘proud’) and ten negative (e.g. ‘jittery’) adjectives. Participants rated on a Likert scale (1-5), the extent to which they currently feel that emotion. Scores on the PANAS range between 10-50, on both positive and negative subscales separately. A relatively higher score on the positive affect scale (PA) reflects a more positive mood, whereas a higher score on the negative affect (NA) subscale reflects a more negative mood (see Watson, Clark, & Carey, 1988). Each subscale of the PANAS has good internal reliability, PA (\(\alpha = 0.89\)) and NA (\(\alpha = 0.85\)) (Crawford and Henry, 2004). The PANAS has been used with both clinical populations (people diagnosed with depression and anxiety) and in non-clinical populations (Watson, Clark, & Carey, 1988). Lower scores on the PA scale have been related to anhedonia and depression (e.g. Crawford & Henry, 2004; Watson, Clark, & Carey, 1988). Higher scores on the NA scale have been related to depression and anxiety disorders (e.g. Crawford & Henry, 2004). The PANAS has good discriminant and convergent validity (Crawford & Henry, 2004).

2.6. Primary Dependent Variable - Probabilistic Learning Task: Response Bias

The RB relates to the participant’s preference to the most frequently rewarded stimulus (“rich”) when compared to the least rewarded stimulus (“lean”). RB was calculated using the formula below. The response rate will increase if the participant selects “rich” stimuli more frequently than “lean” stimuli, regardless of accuracy. In
accordance with previous studies, i.e. Ahn et al. (2013), Duprat et al. (2016), Pizzagalli et al. (2005), RB is likely to increase between blocks 1 & 2 as a consequence of reinforcement learning. The number of trials presented in the PLT are equal to those used in previous studies applying the PLT (e.g. Ahn et al., 2013; Chevallier et al., 2016; Duprat et al., 2016; Lancaster, Heerey, Mantripragada, & Linden, 2015; Lancaster et al., 2012; Pizzagalli, Goetz, et al., 2008; Pizzagalli, Iosifescu, et al., 2008; Pizzagalli, Jahn, et al., 2005). Similar to Ahn et al. (2013), effect sizes were reported using partial eta-squared ($\eta_p^2$). In accordance with Duprat et al. (2016), we also calculated Cohen’s $d$ to evaluate effect sizes, and if the assumption of sphericity was violated Greenhouse Geiser correction was applied to the data.

$$ RB = \left[ \log b = \frac{1}{2} \log \left( \frac{\text{Rich correct} \times \text{Lean incorrect}}{\text{Rich incorrect} \times \text{Lean correct}} \right) \right] $$

Figure 3. Formula for calculating response bias (RB), taken from Pizzagalli, Jahn, et al. (2005).

2.7. Bayes Factors and sample size estimates

We used a Bayesian approach (Dienes, 2014) to estimate the likely sample size needed to provide support for the null or alternative hypothesis, related to our effects of interest (see Appendix O for precise calculations). For all hypotheses, we estimated a sample size of 30 $^3$ to provide substantial support for the null or alternative (substantial support detailed further below).

2.8. Analyses (pre-registered) & prior calculations

In line with our hypotheses (primary; secondary; main replication of interest), we conducted Bayesian analyses as our primary decision statistic of interest. In contrast to frequentist statistics, Bayesian statistics allow us to estimate how much evidence our data

---

$^3$ I tested 24 participants over 2 x 2hr sessions (with 19 useable datasets), however, with the advent of COVID, testing was truncated and therefore we did not meet the inclusion threshold of 30.
provides for the null, compared to the alternative hypothesis (Dienes, 2014; Dienes & Mclatchie, 2018). As our report is geared to determine whether the effects of Ahn et al. (2013) and Duprat et al. (2016) replicate, Bayes analyses enabled us to model the distribution of prior effects (prior distribution) against observed values to determine the strength of evidence towards an effect or the null (e.g. posterior distribution) (Dienes, 2008). For our primary hypothesis and replication of interest, our priors were modelled to be equivalent to the effects reported by Ahn et al., (2013) and Duprat et al., (2016) for equivalence, and as recommended by Dienes et al., (2008) for replication studies. Namely, we have made the assumption that our effects would be comparable to those of Ahn et al., (2013) and Duprat et al., (2016) based upon drawing from a similar participant sample and assuming no additional variance in our study and measures. We also computed traditional frequentist statistics for each hypothesis. We include a pre-planned analysis section, as specified by Cortex, to provide clarity regarding our pre-registered results and prior calculations. In our results section, we provide a full exposition of the analyses related to our pre-registered analyses (see Appendix P for behavioural results) and detail any exploratory (non-registered) tests. Bayes Factors (BF) greater than 3 are thought to demonstrate substantial evidence for the alternative hypothesis (Jeffreys, 1998; Dienes, 2016) and those that are less than 1/3 have been also thought to show substantial evidence in favour of the null hypothesis (Jeffreys, 1998; Dienes, 2016), with BF's between 1/3 and 3 considered as “insensitive” (Jeffreys, 1998; Dienes, 2016) (see Appendix Q for Cortex’s cut-off). We calculated our Bayesian results using Dienes (2008)’s BF calculator.

2.8.1. Main analyses: Primary Hypothesis

We designed our replication attempt to find an effect that uses the same task (the PLT) and stimulation (active, sham) as the target publications (Ahn et al., 2013; Duprat et al., 2016), and is consistent with the evidence-base that RB will increase as a function of
active TMS. Therefore, our main critical one-degree of freedom test of interest is based on that of Ahn et al’s (2013) direct comparison of the effects of active compared to sham stimulation on RB for Block 1 of the PLT (active block1 – sham block 1).

As our primary analysis, we calculated a BF applied to our data modelling H1 as a \( t \)-distribution using the mean difference and \( SE \) equivalent to those observed by Ahn et al. (2013) for their corresponding one \( df \) test of interest \((M = 0.14; SE= 0.063, df = 17)\) (Dienes & Mclatchie, 2018).

In addition, we computed a complimentary frequentist paired \( t \)-test for active compared to sham stimulation for RB in Block 1.

### 2.8.2. Secondary analyses

Our secondary hypothesis that active compared to sham TMS will increase positive mood and decrease negative mood was based on Chaves et al’s (2017) clinical trial study. Amongst other variables, Chaves et al. (2017) measured mood using the PA and NA subscales of the PANAS questionnaire, before and after psychological therapies such as Cognitive Behaviour Therapy (CBT). Since Chaves et al., (2017)’s work is a recent clinical trial that tested a large participant sample \((n = 95)\) and measured change following psychological therapy, using the same measure (e.g. the PANAS) as we propose here, we set our prior to expect a similar effect. As a prior is a “best guess” of an effect size based on a set of assumption and similar samples, and study designs (e.g. Dienes, 2008), Chaves et al., (2017)’s study provides an estimate of an effect of a psychological therapy, change following a mood questionnaire and a large sample size which aids precision. It is important to note, however, that our intervention was TMS and not a psychological therapy per se, but no studies to our knowledge have been conducted using mood measures and TMS in a similar demographic sample.
For our secondary analyses, to assess the evidence that active stimulation compared to sham will (a) increase positive affect, and (b) decrease negative affect, we calculated BFs (Dienes & Mclatchie, 2018) modelling H1 as a \( t \)-distribution as the mean difference and \( SE \) observed by Chaves et al. (2017) for treatment effects on (a) changes in positive affect (\( M = 4.91, SE = 0.82, df = 95 \)) and (b) changes in negative affect (\( M = -5.92, SE = -0.94, df = 95 \)) (Dienes, 2008; Dienes & Mclatchie, 2018). To obtain a value that could be used in a 1 \( df \) test, we subtracted the post stimulation PANAS PA score from the pre PANAS PA stimulation ratings for both active and sham separately. We subsequently computed the difference between active and sham for these ratings. More negative scores for this index relate to lower positive mood. PANAS NA values were computed similarly. More negative scores on this index indicate mood has decreased.

We also conducted two paired sample \( t \)-tests as complimentary frequentist statistics comparing post active and sham stimulation, one applied to the positive affect measure and the other applied to the negative affect measure.

2.8.3. Replication interactions of interest

The previous critical effects of interest in both Ahn et al. (2013) and Duprat et al. (2016) were significant interactions. Ahn et al. (2013) reported a significant 2 \( \times \) 3 interaction between Stimulation (active, sham) and Block (1,2,3) for reward learning. Duprat et al. (2016) reported a significant 2 \( \times \) 2 \( \times \) 3 interaction (with the presence of the TEPS-CON covariate) for Time (pre, post) \( \times \) Stimulation (active, sham) \( \times \) Block (1,2,3 on the reward learning task). While these are consistent with the primary outcome of active TMS increasing reward responsiveness compared to sham (main analyses), these interactions are not the basic effects one would expect of active TMS having an effect on the PLT. Therefore, the interactions reported by Ahn et al. (2013) and Duprat et al. (2016) are of secondary interest.
To test for the interactions described by Ahn et al. (2013) and Duprat et al. (2016), we computed a BF for both of their reported interactions. Following the method outlined in Dienes (2014) for reducing interaction effects to a one-degree of freedom test, for Ahn et al’s (2013) primary finding of a Stimulation × Block interaction, we computed the differences between active and sham in each block, then subjected these scores to a linear contrast (e.g., B1 + -0.5*B2 + -0.5*B3) to reduce the interaction term to a one-degree of freedom test.

We subsequently used the BF calculator (Dienes, 2008) to apply the parameters calculated from Ahn et al’s (2013) primary interaction: $M_{\text{diff}} = 0.16$, $SE = 0.08$, $SD = 0.33$, and the obtained $M_{\text{diff}} (0.087)$ and $SE (0.092)$ for the interaction from our study, reduced to a one-degree of freedom test as described above.

For Duprat et al’s (2016) interaction (Time × Stimulation × Block with the added covariate of hedonic capacity; TEPS-CON), we used the same procedure as described above to reduce the significant interaction into its constituent one-degree of freedom test, prior to using these parameters in the BF calculator (Dienes & Mclatchie, 2018). We computed a linear contrast between active and sham in each block, once for each level of the ‘Time’ factor, and then compute the differences between these two scores, reducing the comparison to a simple difference score. To account for the presence of the covariate, we used the covariate-adjusted means (as were reported for Duprat et al., 2016’s interaction term above), to calculate our one-degree of freedom values. That is, we computed a repeated-measures ANCOVA with the factors (Time × Stimulation × Block with the covariate) to obtain the resulting adjusted means to compute our mean differences (similar to Dienes, 2014), and SE for calculating the resulting BF. These were integrated with a prior based on the results obtained from reducing Duprat et al’s (2016) results into a one-degree of freedom test; $M_{\text{diff}} = 0.14$, $SE = 0.07$, $SD = 0.33$, and the obtained $M_{\text{diff}} (0.205)$
and SE (0.165) from the interaction in our study following the same principle for reducing the interaction into a 1df using the same weighted contrast as above.

We also report all frequentist equivalents of the above statistics, as well as a full exposition of the ANOVAs and interactions for both Ahn et al. (2013) and Duprat et al. (2016).

2.8.4. Manipulation Checks

We conducted an outcome neutral test, where we compared participants’ RB scores from block three of the PLT to the value of zero, using a one-sample t-test. At the group level, this was achieved by computing the average RB in block three for the post sham stimulation session, before submitting the scores to a one-sample t-test. This test will reveal whether participants have a RB significantly larger than zero, indicating if they are responding more to rich compared to lean stimuli, after undergoing the first and second blocks of the study. Taking the values from block 3 following sham stimulation will provide a baseline measure of the propensity to acquire a RB. We computed the Bayesian equivalent of this one-degree of freedom test, that is RB for block 3 of the PLT compared to the numerical value of zero, applying priors based on the mean of the effects and standard errors reported for block three of post sham stimulation for both Ahn et al. (2013) ($M = 0.19, SE = 0.061, df = 17, SD = 0.26$) and Duprat et al. (2016) ($M = 0.26, SE = 0.070, df = 20, SD = 0.32$).

3. Results

3.1. Pre-registered: Primary hypothesis

We computed a BF applied to our observed data ($M = -0.15, SE = 0.26$) with a prior based on the mean difference and SE observed by Ahn et al. (2013) for their corresponding one df test of interest ($M = 0.14; SE = 0.063, df = 17, SD = 0.26$). The resultant BF was = 0.601, which indicates a value that is insensitive –i.e. no support for either the null or the
alternative hypothesis. Our complimentary frequentist one-sample t-test indicated a non-significant difference from zero for RB (active block 1 minus sham block 1) for block 1 of the PLT, $t(18) = -0.592, p = 0.562$.

Combined, the result from both the Bayes and frequentist statistics indicate no conclusive support for either the alternative or null hypothesis.

3.2. Pre-registered: Secondary hypothesis

3.2.1. Positive Affect

Using Dienes (2008) online Bayes calculator with the pre-specified t-distribution of Chaves et al., (2017) for PA, ($M = 4.91; SD = 8.075$), and our sample Mean (-3.22) and SE = 1.159, resulted in BF = 2.55. This BF indicates a weak effect towards the alternative hypothesis, suggesting that positive mood ratings were reduced, i.e. mood was less positive for active ($M = -3.500; SE = 1.269$) compared to sham ($M = -0.278; SE = 1.226$) stimulation. However, we currently have insufficient data to be certain of this weak effect.

For our pre-registered complimentary frequentist analysis, we computed a paired t-test for post PA for active compared to post sham PA. There were no significant difference following post active ($M = 27.56; SE = 2.073$) compared to post sham ($M = 28.22; SE = 7.50$) stimulation, $t(17) = -0.522, p = 0.588, d = -0.130$, indicating no mood changes for post stimulation conditions.

3.2.2. Positive Affect - Exploratory Analysis

We conducted a non-pre-registered paired-samples t-test for post-pre active PA versus post-pre sham PA, for the Bayes analysis above. We found support for the alternative hypothesis with a significant difference following active ($M = -3.500; SE = 1.269$) compared to sham ($M = -0.278; SE = 1.226$) stimulation, $t(17) = -2.780, p = 0.013, d = -0.655$. This finding compliments our Bayes analysis, suggesting that positive mood is reduced following active compared to sham stimulation.
3.2.3. Negative Affect

We calculated the BF for the NA subscale of the PANAS, based upon a model of Chaves et al., (2017) \( (M = -5.92; SE = -0.94; SD = -9.246) \), and the Mean (0.222), and \( SE = 0.488 \) of our observed data, which yielded a BF of \( = 0.048 \). This result suggests strong support for the null, with a BF of 0.048, indicating neither active nor sham TMS affects negative mood as measured on the PANAS NA. Similarly, for our complimentary paired-samples t-test (post active NA versus post sham NA) following active \( (M = 10.72; SE = 0.253) \) or sham \( (M = 10.67; SE = 0.256) \) stimulation for the NA subscale of the PANAS, there were no significant differences between conditions, \( t(17) = 0.236, p = 0.816, d = 0.056 \).

3.2.4. Negative Affect – Exploratory Analysis

A paired-samples t-test for post-pre active NA versus post-pre sham NA, indicated that there was no significant difference for NA mood for active \( (M = -0.278; SE = 0.360) \) or sham \( (M = -0.500, SE = 0.452) \) stimulation, \( t(17) = 0.455, p = 0.655, d = 0.107 \).

3.3. Pre-registered: Replication/s of Interest

As pre-specified, we reduced Ahn et al., (2013)’s primary interaction (Simulation × Block), to a one-degree of freedom test, through computing the difference between active and sham for each block, then subjecting these scores to a linear contrast, (described in the analysis section). We applied the parameters calculated from Ahn et al’s (2013) primary interaction: \( M_{\text{diff}} = 0.16, SE = 0.08, SD = 0.33 \), and our obtained interaction, \( M_{\text{diff}} \) (0.087) and \( SE \) (0.092) using the method reported above. The resultant BF was 0.403, which provides evidence towards the null hypothesis, but is not conclusive. Congruent with Ahn et al. (2013)’s design and main analysis, we also ran a \( 2 \times 3 \) frequentist Repeated Measures ANOVA, with post stimulation (active, sham) and PLT Block (1,2,3) as the within subjects’ factors. No data violated the assumption of sphericity, all \( ps > .762 \). As
predicted, there was a main effect of block for the PLT $F(1, 18) = 5.775, p = 0.007, \eta^2 = .243, d = 1.133$. Post-hoc comparisons using Bonferroni correction indicates that response bias for block 3 ($M = -0.273; SE = 0.096$) was larger than the response bias in block 1 ($M = -0.138; SE = 0.069$), $t = -3.599, p = 0.006, \eta^2 = 0.149, d = -0.826$, suggesting response bias had increased irrespective of stimulation type across the blocks (see Figure 4). There were no other significant main effects or interactions either for stimulation (active versus sham) or for stimulation x block respectively, $F(1, 18) = 1.037, p = 0.322, \eta^2 = 0.054, d = 0.478$; $F(2, 36) = 0.884, p = 0.422, \eta^2 = 0.047, d = 0.444$.

**Figure 4.** Graph depicting the main effect of increase in RB from blocks 1 to 3, for the combined means of active and sham conditions.
Similarly to the analyses above, we reduced Duprat et al.’s (2016) main interaction (Time × Stimulation × Block with the added covariate of hedonic capacity; TEPS-CON) into a one-degree of freedom test, $M_{\text{diff}} = 0.14$, $SE = 0.07$, $SD = 0.33$. To account for the presence of the covariate, we used the covariate-adjusted means (as were reported for Duprat et al., 2016’s interaction term above), to calculate our one-degree of freedom values. That is, we computed a repeated-measures ANCOVA with the factors (Time × Stimulation × Block with the covariate) to obtain the resulting adjusted means to compute our mean differences (similar to Dienes, 2014), and SE for calculating the resulting Bayes Factor. Using the values explicated above (the $M_{\text{diff}}$ and SE calculated for Duprat et al. (2016)’s primary interaction), and the obtained $M_{\text{diff}} (0.205)$ and $SE (0.165)$ from the interaction in our study, we calculated a BF of 0.737, which does not provide any conclusive evidence for H1 or H0. For our complimentary pre-registered frequentist statistics in line with Duprat et al. (2016)’s main analyses, we conducted a 2 (time: pre, post) × 3 (block: 1,2,3) × 2 (Stimulation: active, sham) Repeated Measures ANCOVA with TEPS-Con included as the covariate. There were no significant main effects or significant interactions, all $F$s between 0.231 and 1.550, all $ps$ between 0.228 and 0.775.

3.4. Pre-registered: Manipulation Checks.

We conducted a frequentist one sample t-test for the average RB in block 3 of the post sham stimulation PLT. The test indicates that RB has increased compared to zero, indicating the task has been effective, with participants displaying a propensity to acquire a response bias, that is responding more to rich compared to lean stimuli over the blocks, although this test did not reach statistical significance; $t(18) = 2.033$, $p = 0.057$, $\eta^2 = 0.052$, $d = 0.466$. However, when conducting the manipulation checks modeled on the prior parameters (i.e. based on previous existing effects) of Ahn et al., (2013), with our
observed data ($M_{\text{diff}} = 0.317$, $SE = 0.156$), we obtained a BF of 3.307. We also obtained a BF of 3.054, for H1 modeled upon Duprat et al., (2016), and our observed data. These BFs suggest evidence in favour of H1- that is participants are acquiring a RB over the blocks.

4. Discussion

We examined whether active compared to sham TMS was effective in generating an increase in reward responsiveness, in a sample of healthy control participants, akin to the studies we were replicating (e.g. Ahn et al., 2013 and Duprat et al., 2016). Overall, we found no conclusive evidence for our primary hypothesis and replication interactions of interest. For our secondary hypotheses, we noted substantial evidence towards the null for negative mood, and significantly reduced positive mood following stimulation, indicating stimulation influenced mood changes, in contrast to our predictions. We discuss these findings in depth below.

Firstly, we predicted that response bias would increase as a function of active stimulation in block one of the PLT, which was our primary hypothesis. However, our Bayes Factor was inconclusive (BF = 0.601), indicating no support for either the null or alternative hypothesis. Similarly, our frequentist $t$-test indicated a non-significant result suggesting no support for the alternative. Taken together, the frequentist and Bayesian findings provide an inconclusive result, as to whether our primary hypothesis replicates.

Why might this be? We had estimated a sample size of 30 participants to generate a Bayes Factor of 0.14, when assuming the same effect, and variability as that of Ahn et al., (2013)’s primary finding. Therefore, it is unsurprising that we obtained an inconclusive finding using a sample size of 19, of which testing was truncated by the recent global pandemic. However, it is possible that our null effect compared to Ahn et al., (2013)’s primary finding could be explained by gender differences. Namely Ahn et al., (2013) included an all-male sample (n = 18) whereas our study included a primarily female
population (n = 15 females; and 4 males). Specifically, gender differences have been reported for processing styles (e.g. Boggio, Roche, da Silva, & Fregni, 2008; Byrne, & Worthy, 2015). Thus, our samples could reflect a differential proclivity to develop a RB in males and females. Moreover, our sample was more akin to the ratio and prevalence rates of females to males who suffer from depression (e.g. Albert, 2015). Therefore, one could argue our sample confers greater ecological validity in assessing the potential clinical relevance of TMS for depression.

4.1. Replications of interest

Using a Bayesian approach, we did not provide substantial support for neither Ahn et al., (2013) nor Duprat et al., (2016)’s main interactions of interest. We obtained a weak effect (BF = 0.403) favouring the null for our replication of Ahn et al., (2013)’s stimulation × block interaction. However, we did not obtain a value under the cut-off of 1/3, which would have provided “substantial” support for the null, according to broadly accepted standards (e.g. Dienes, 2014; Jeffreys, 1998).

It is possible that we may not have had sufficient participants, as indicated by our sample size estimate, which suggested a sample size of 30 to obtain a BF of 0.20. However, the theoretical underpinning of this interaction appears questionable, with Ahn et al., (2013)’s post active compared to post sham stimulation providing an increase in RB for block 1 of the PLT, which the authors argue is evidence for the enhanced effect of one session of active TMS. The increased effect of RB for block one for active compared to sham stimulation in Ahn et al., (2013)’s study was surprising as the extant reward responsiveness literature evidences increased RB across sequential blocks of the task, as a function of reinforcement learning (e.g. Pizzagalli, Iosifescu, et al., 2008; Pizzagalli et al., 2005; Lancaster et al., 2012), that is participants learn to favour the most frequently rewarded stimulus. In contrast to the PLT literature conduced with healthy controls, Ahn et
al., (2013) demonstrated a decrease in learning for block 2 of the PLT for active stimulation. Conversely, our study exhibited learning across the sequential blocks of the PLT, irrespective of stimulation type, indicating reward learning had occurred in line with the PLT evidence-base (e.g. Pizzagalli, Iosifescu, et al., 2008; Pizzagalli et al., 2005; Lancaster et al., 2012; Barr et al., 2008).

We also found inconclusive evidence (BF = 0.737) for Duprat et al., (2016)’s main significant interaction (Time × Stimulation × Block with the added covariate of consummatory pleasure) and no support for the alternative hypothesis using our frequentist ANCOVA test. Duprat et al., (2016)’s main interaction of interest, found that iTBS increased reward responsiveness more for those participants with higher baseline hedonic capacity, as measured on the consummatory subscale of the TEPS (Gard et al., 2006). However, this finding is intriguing as theoretically we would have expected the anticipatory subscale of the TEPS to modulate the effects of iTBS, as this subscale measures reward responsiveness, whilst the consummatory subscale is linked to positive experiences. The significant interaction therefore calls into question how meaningful Duprat et al., (2016)’s effect was in terms of the evidence-base for TMS. Moreover, the authors themselves (Duprat et al., 2016) report that they did not correct for multiple comparisons (i.e. six ANCOVAs, which yielded one marginally significant effect), with a possible type I error. Nevertheless, we calculated a Bayesian sample size estimate of 30, necessary to find a BF of 0.20 akin to the significant interaction proposed by Duprat et al., (2016).

Given that both Ahn et al., (2013) and Duprat et al., (2016)’s main significant interactions were not supported theoretically, as explicated above, a manipulation check to see whether the task was working would have been useful. Indeed, a strength of our replication study was conducting a manipulation check to determine whether the PLT was
working as it should, which neither Ahn et al., (2013) nor Duprat et al., (2016)’s studies conducted. We demonstrated substantial evidence for the alternative hypothesis (BF = 3.307; BF = 3.054) with a t-distributed prior, scaled to the effects of Ahn et al., (2013) and Duprat et al., (2016) and a near significant difference with our frequentist test (p = 0.057), indicating that the RB had increased across the study, and that reinforcement learning had occurred.

4.2. Secondary Hypotheses: Mood Ratings

Our replication study found weak support towards the alternative hypothesis for positive mood (BF = 2.55), with PANAS PA scores decreasing, that is becoming less positive following active TMS. Similarly, our commensurate (exploratory) frequentist paired t-test provided a significant effect indicating a decrease in positive mood following active TMS. This finding was contrary to what we had predicted, that is, that positive mood would increase as a function of active TMS. Reduced positive affect on the PANAS has been linked to anhedonia in depressed patients (cf. Watson & Clark, 1984) and is indicative of reduced motivation and pleasure (e.g. Crawford & Henry, 2004). Similar to our finding, some early studies have reported decreased happiness in “healthy” controls, using self-report mood measures following TMS (cf. Pascual-Leone et al., 1996; George et al., 1996., Martin et al., 1997). Nevertheless, this finding was surprising, as we had expected active TMS to increase pleasure, as demonstrated for an increase in reward responsiveness on our behavioural PLT task, and contrary to our expectation active stimulation decreased positive mood.

It is possible that the discrepant findings between self-report ratings on positive mood, and the behavioural task could be related to demand characteristics, and social desirability effects (van der Mortel, 2008), that is participants might modulate their behaviour in line with the effects they believe the researcher is hoping to find. However, if
this was the case, we might have expected a self-reported increase in positive mood following active and sham stimulation, and indeed mood changes for negative affect. A more convincing argument could be related to length of testing sessions (~2 hrs), which could modulate a transient mood change for interest and pleasure, which should be tested empirically.

However, the discrepant result between an objective behavioural, PLT, task and self-reported mood ratings, notwithstanding whether they are measuring precisely the same construct of anhedonia, could have important implications for depressive treatment protocols, and clinical implications. Namely, if a participant’s subjective view of behavioural change is incongruent with objective measures, such as the PLT, further treatments may be sought out, due to perceived distress (Bristow & Patten, 2002), which may be costly and potentially detrimental to the well-being of the individual. Given the discrepant findings between the subjective self-report PANAS PA rating and the enhanced reward responsiveness on the PLT, clinicians and policy-makers should consider using both clinical and statistical measures to ensure ecological validity of treatment effects (e.g. Button et al., 2015), as including one of these measures without the other could lead to misleading and incomplete findings.

Moreover, reduced positive mood following stimulation leads to a more fundamental question about whether TMS should be used as a treatment for depression, given the core premise of TMS treatment protocols for depression is to increase positive mood rather than decrease it. A possible future avenue for TMS protocols could be measuring individual differences in stress hormones, such as cortisol, which are thought to modulate the effectiveness of TMS in non-depressed healthy control participants (e.g. Baeken et al., 2014) and in depressed patients (Baeken et al., 2009). Using personalised TMS protocols, which take into account individual differences in neural connectivity and
variability (e.g. Singh et al., 2019; Caeyenberghs et al., 2018; Tik et al., 2017) could enhance the effectiveness of TMS treatments and indeed enhance reward sensitivity.

We also predicted that negative mood, as measured on the PANAS NA, would decrease as a function of TMS, that is participants would experience less negative mood following active rTMS. We found substantial support for the null hypothesis- no change-in our Bayesian analysis (BF = 0.048), commensurate with a non-significant result towards the alternative with our frequentist analysis. Negative mood did not change as a consequence of active or sham stimulation, which is in line with the evidence supporting no reduction in negative mood in healthy controls (e.g. Baeken et al., 2008; Moulier et al., 2016; Mousimann et al., 2000; Jenkins, Shajahan, Lappin, & Ebmeier, 2002). However, compared to other mood studies, a strength of our current study is our Bayesian approach, so we can indicate support for the null, as opposed to earlier studies that used frequentist statistics and inferred null results. In light of stimulation not decreasing negative mood, and active stimulation decreasing positive mood, we question the basic application of TMS to treat depression, as the mood change we would have expected are absent, or in the opposite direction.

4.3. Limitations

Due to the limitation on data collection, a possible limitation in our replication study may be the participant numbers that we have included are not sufficient to generate conclusive results for our primary statistic of interest. However, we did include a commensurate sample size to Ahn et al., (2013) and used the same frequentist statistics, which could call into question the basic effects that Ahn et al. (2013) reported (in addition to including an all-male sample that is not representative of depression prevalence). Therefore, our replication results must be treated with some caution, particularly the results
for our primary hypothesis and replications of interest due to the Bayes factors not meeting the required cut-off for substantial support for neither the null nor alternative hypothesis.

4.4. Conclusions

In sum, participants in our study demonstrated reward responsiveness akin to that found in the extant PLT literature. However, we failed to replicate Ahn et al. (2013) and Duprat et al. (2016)’s key findings that active stimulation would modulate reward responsiveness. Nevertheless, we demonstrated that positive affect was reduced, akin to anhedonia, following active stimulation, which is concerning for the use of TMS as a treatment for depression as TMS is thought reduce anhedonia. Our divergent findings between behavioural (PLT) and subjective self-report mood measures (decreased positive mood) highlight the need to link clinical and statistical measures. A lack of which could lead to an unclear and incomplete assessment of the efficacy of treatment effects for patients treated with TMS.
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Supplementary material such as applications, images and sound clips, can be published with your article to enhance it. Submitted supplementary items are published exactly as they are received (Excel or PowerPoint files will appear as such online). Please submit your material together with the article and supply a concise, descriptive caption for each supplementary file. If you wish to make changes to supplementary material during any stage of the process, please make sure to provide an updated file. Do not annotate any corrections on a previous version. Please switch off the 'Track Changes' option in Microsoft Office files as these will appear in the published version.
Appendix B- Searches conducted for our 4 databases: PsycINFO, Medline, Embase, CENTRAL

PsycINFO search terms (1806 to 27th November 2019).

1. neuromodulat*.mp (5215) [could not map onto subject heading with truncation].
2. transcranial magnetic stimulation.mp (10514) [fewer papers with TMS when using the subject heading]
3. exp Brain Stimulation.mp (22271) (multi-purpose generated fewer papers)
4. tms.mp. (5090) [no subject heading for this term].
5. intermittent theta burst stimulation.mp (149) [no subject heading for this term].
6. itbs.mp (369) [no subject heading for this term].
7. repetitive tms.mp (329) [no subject heading for this term].
8. rtms.mp (2946) [no subject heading for this term].
9. continuous theta burst stimulation.mp (252)
10. ctbs (369)
11. 1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9 or 10 (29205)
12. major depress*.mp(130534)
13. depress*. (357180)
14. exp treatment resistant depression/ or treatment resistant depression.mp (2924) [explode subject heading or .mp keyword]
15. 12 or 13 or 14 (357180)
16. 11 and 15 (5147)
17. Dorsolateral Prefrontal Cortex.mp (5861) [far fewer papers when using the subject heading]
18. DLPFC.mp (3001)
19. exp Prefrontal cortex/ or prefrontal cortex.mp [36789]
20. 17 or 18 or 19 (36980)
21. 16 and 20(1056)
22. limit 21 to (full text; peer reviewed journal; adulthood <18+ years> and English and human)
729 papers/ abstracts

mp = [multi-purpose; mp =title, abstract, heading word, table of contents, key concepts, original title, tests & measures, mesh]* = truncation; any variation of the suffix at the end of the word. Generated further results.

Medline search terms (Ovid MEDLINE ® ALL. 1946 to November 27, 2019).

1. neuromodulat* [13631]
2. transcranial magnetic stimulation.mp [13910] [when using exp Transcranial Magnetic Stimulation/ fewer papers are found; 10729].
3. brain stimulation.mp [13957]
   [no subject heading- searched as keyword and .mp]
4. tms.mp. [9555]
5. intermittent theta burst stimulation.mp [161]
6. itbs.mp [277]
7. repetitive tms.mp [423]
8. rtms.mp [3471]
9. continuous theta burst stimulation.mp [272] [no subject heading for this]
10. ctbs.mp [434]
11. 1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9 or 10 [42678]
12. major depress*.mp [39662] [with major depressive disorder exp subject heading, 28749]
13. depress*.mp [496502] [with depression exp as subject heading, 112242]
14. treatment resistant depression.mp [1741] [with depressive disorder, treatment-resistant/1119]
15. 12 or 13 or 14 [469502]
16. 11 and 15 [4331]
17. Dorsolateral Prefrontal Cortex.mp [6089]
18. DLPFC.mp [2958]
19. Prefrontal Cortex.mp or Prefrontal Cortex/[41641]
20. 17 or 18 or 19[41775]
21. 16 and 20 [830]

22. limit 20 to (adulthood <19+ years> and English and human) [357]

713 abstracts

.mp in this case covers .ti, .ab, .ot, .nm, .hw, .fx, .kf, .ox, .px, .rx, .ui, .sy

(title, abstract, title, original title, name of substance word, subject heading word, floating sub-heading word, keyword heading word, organism supplementary concept word, protocol supplementary concept word, organism supplementary concept word, rare disease supplementary concept word, unique identifier, synonyms).

Embase search terms (1947 to present (November 27, 2019).

1. neuromodulat*.mp [52528] [mapping keyword/term to subject heading but fewer papers with this].

2. transcranial magnetic stimulation.mp [25077]

3. brain stimulation.mp [25142]

4. tms.mp. [17556]

5. intermittent theta burst stimulation.mp [425]

6. itbs.mp [711]

7. exp repetitive tms/ [2406]

8. rtms.mp [6953]

9. continuous theta burst stimulation.mp [500]

10. ctbs [887]

11. 1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9 or 10 [103189]

12. major depress*.mp [83309] [when exp major depression/ generated fewer than the .mp search; 61775].

13. depress* [802677][when exp major depression/ generated fewer than the .mp search; 466055].

14. treatment resistant depression.mp [4406] [when exp treatment resistant depression/ generated fewer than the .mp search; 2826].

15. 12 or 13 or 14

16. 11 and 15 [12981]
17. Dorsolateral Prefrontal Cortex.mp [12266] [when exp Dorsolateral Prefrontal Cortex/ generated fewer than the .mp search; 5520].

18. DLPFC.mp [6164]

19. Prefrontal cortex [73153] [when exp. Prefrontal cortex: 72774]

20. 17 or 18 or 19 [73684]

21. 16 and 20 [2493]

22. limit 20 to (adulthood <18 to 64 years> and English and human)

1090 papers/ abstracts (minus 5 duplicates in Embase itself) = 1085.

.mp in this case covers .ti, .ab, .hw, .tn, .ot., .dm, .mf, .dv, .kw, .fx, .dq(title, abstract, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword, floating subheading word, candidate word term).

CENTRAL Cochrane database 27th of November, 2019

1. Neuromodulat* [MESH; 2298]
2. transcranial magnetic stimulation [4749]
3. brain stimulation [9040]
4. tms [4096]
5. intermittent theta burst stimulation [239]
6. itbs [228]
7. repetitive tms [2303]
8. rtms [2580]
9. continuous theta burst stimulation [196]
10. ctb [171]
11. #1 or #2 or #3 or #4 or #5 or #6 or #7 or # 8 or #9 or #10 [13661]
12. major depress* [original search with “major depression” is 26292; now 29703]
13. depress* [98915]
14. treatment resistant depression [2131]
15. #12 or #13 or #14 [98915]
16. #11 and #15 [2670]
17. Dorsolateral Prefrontal Cortex [2055]
18. DLPFC [1258]
19. Prefrontal cortex [4399]
20. #17 or #18 or #19 [4538]
21. #16 and #20 [880]
21= systematic reviews; 7 = protocols

880 abstracts/ papers (minus 21 systematic reviews and minus 7 protocols in CENTRAL itself) = 852.

3379 papers in total
Appendix C - Screening Form designed for study selection (modelled on that of Boland et al., 2017): systematic review and meta-analysis.

Review question: Do neuromodulatory treatments really reduce depressive symptomatology?

Inclusion Criteria:

Population: Adults over the age of 18, who have received a diagnosis of Treatment Resistant Depression (TRD) or Major Depressive Disorder (MDD).

Intervention: Facilitatory (>1Hz) or Inhibitory (<1Hz) TMS protocols; Intermittent theta burst; combination of inhibitory and facilitatory treatment protocols applied to the left and/or right dorsolateral prefrontal cortex (DLPFC)

Comparator: Double-blinded sham-controlled trials, with sham TMS compared to active TMS.

Outcomes: Questionnaires measuring depressive symptom change.

Study Design: Double-blinded randomised controlled trials.

<p>| Screening and Selection Tool for TMS treatment protocols with sham comparator |
|---------------------------------|-------------------------------|
| <strong>Reviewer Name</strong>             | <strong>Date:</strong>                    |
| <strong>Author Name/ DOI</strong>           | <strong>Year:</strong>                    |
| <strong>Title</strong>                      | <strong>Journal:</strong>                 |
| <strong>Patient Population</strong>         | <strong>Include</strong>                  | <strong>Exclude</strong>                  |
| Adults &gt;18 who have received a diagnosis of Treatment Resistant Depression (TRD) or Major Depressive Disorder (MDD). | People who are &lt;18. Adults who are 18+ who have been diagnosed with other conditions than MDD or TRD, including co-morbid conditions (e.g. anxiety + depression) or bipolar disorder (including the depressive phase). |
| <strong>Interventions</strong>              | <strong>Include</strong>                  | <strong>Exclude</strong>                  |
| Facilitatory TMS protocols     | Other brain stimulation- i.e. transcranial direct current stimulation; deep brain stimulation; electroconvulsive therapy; vagal nerve stimulation. |
| Inhibitory TMS protocols       | Adjunctive Psychotropic Treatments. |
| Combination of inhibitory + facilitatory protocols | |
| Intermittent Theta Burst Protocols. | |</p>
<table>
<thead>
<tr>
<th>Comparators</th>
<th>Include</th>
<th>Exclude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shank stimulation as a comparator condition to active TMS.</td>
<td></td>
<td>Studies without a sham comparator, or which do not involve brain stimulation protocols as specified in the intervention section.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Include</th>
<th>Exclude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaires measuring depressive symptom change.</td>
<td></td>
<td>No questionnaires measuring depressive symptom change.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study Design</th>
<th>Include</th>
<th>Exclude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomised Controlled Trials (Double-Blind)</td>
<td></td>
<td>Any other study design apart from RCTs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Overall decision</th>
<th>Included</th>
<th>Excluded</th>
</tr>
</thead>
</table>
Appendix D- Similar to Higgins & Green (2008) & Mutz et al., (2019)’s criteria, Risk of Bias (RoB) was assessed for our included studies against the criteria below.

Random sequence generation:
- **Low RoB**: Randomisation was clearly specified (coin “toss”, random number generator, throwing dice).
- **Unclear RoB**: Unclear method of randomisation - not described clearly.
- **High RoB**: Arbitrary randomisation process that could lead, e.g. to uneven groups, or other systematic bias.

Allocation concealment:
- **Low RoB**: assignment concealed from personnel and participant through means such as e.g. concealed envelopes, central allocation, computer database.
- **Unclear RoB**: no concealment method provided
- **High RoB**: allocation not concealed

Blinding of participants and personnel:
- **Low RoB**: Appropriate blinding of key personnel, and patients. If in the event of inefficient blind for key personnel or patient, outcome assessment must be blinded, outcome assessment must be blinded, and no compromise to blinding integrity.
- **Unclear RoB**: No blinding information provided
- **High RoB**: Blind broken, or outcome measure will be affected through insufficient blind.

Blinding of outcome assessment:
- **Low RoB**: Raters Blind to treatment conditions, and allocation concealed.
- **Unclear RoB**: Insufficient information to determine whether raters blinded.
- **High RoB**: Raters not blinded.

Incomplete outcome data:
- **Low RoB**: No missing data, but if this occurs, valid explanation for why this is the case (e.g. participant attrition, with valid reasons).
- **Unclear RoB**: Unclear reasons for missing data/participant attrition.
- **High RoB**: High drop-out rate, and very unbalanced treatment groups.

Selective outcome reporting
- **Low RoB**: The “primary” and “secondary” outcome measures that were pre-specified have been reported clearly.
- **Unclear RoB**: Only “primary” outcome measures were reported.
- **High RoB**: Missing “primary” outcome measure.

Overall bias:
- **Low RoB**: Low RoB for all domains, or 1 “Unclear” RoB.
- **Unclear RoB**: Two or more domains with “Unclear” RoB.
- **High RoB**: If any one domain has a rating of “High” RoB.
Appendix E. RoB: Individual ratings with author judgement (concordant with excellent inter-rater reliability, 94 %, CI: .90-.97).

Baeken, 2013

Risk of bias table

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Low risk</td>
<td>Randomly assigned to active or sham condition for the first week- using a coin toss.</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear risk</td>
<td>No details provided as to how patients were initially selected for the study, no screening information.</td>
</tr>
<tr>
<td>Blinding of participants and personnel (performance bias)</td>
<td>Unclear risk</td>
<td>Patients blindfolded and wore ear plugs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sham coil was identical to the active coil-held at 90 degrees (experimenters not blind to treatment condition). “we cannot exclude that our procedure resulted in a lower blinding success”</td>
</tr>
<tr>
<td>Blinding of outcome assessment (detection bias)</td>
<td>Low risk</td>
<td>Independent rater- psychiatrist administered the 17-item HDRS &quot;before and after&quot; rTMS treatment</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Low risk</td>
<td>1 patient dropped out due to no-improvement after the first week.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11 patients allocated to sham; 9 to active.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>35% of patients defined as &quot;clinical responders&quot;,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No data for the active and sham conditions, separately, so difficult to determine whether data was different between conditions, and whether some patients may have been &quot;responders&quot; in the sham condition. However, no interaction</td>
</tr>
</tbody>
</table>
between A/S suggests a similar performance for both type/s of stimulation.

at least two domains with unclear RoB

## Duprat 2016

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors’ judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Low risk</td>
<td>&quot;patients were randomized (flipping a coin) to receive in the first week either real or sham iTBS&quot; (p. 9)</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear risk</td>
<td>No details provided as to how patients were initially selected for the study, no screening information</td>
</tr>
<tr>
<td>Blinding of participants and personnel (performance bias)</td>
<td>Low risk</td>
<td>&quot;patients were blindfolded, wore earplugs and were kept unaware of the type of stimulation they received&quot; -how? (p.9) No information as to how the experimenters were blinded to treatment conditions, in particular with swapping coils.</td>
</tr>
<tr>
<td>Blinding of outcome assessment (detection bias)</td>
<td>Low risk</td>
<td>17-item HDRS used to assess depressive symptoms each week, by a psychiatrist, blinded to the treatment conditions. What about the other clinical assessments, was the rater blind to the treatment conditions?</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Low risk</td>
<td>3 people excluded from the dataset with appropriate reasons (suicide attempt, administration of active stimulation x 2, and spontaneous improvement).</td>
</tr>
</tbody>
</table>
Selective reporting (reporting bias) Low risk
All outcome measures reported were accounted for (HDRS, BDI, VAS). However, HDRS data separated into responders/non-responders so unable to determine differences between sham and active treatment conditions. However, no interaction for order (i.e. Active/ Sham) in the ANOVA produces some evidence that A/S have similar effects.

Overall Bias Low risk
1 domain unclear, or all Low risk

### George 2010

#### Risk of bias table

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Low risk</td>
<td>Study describes that 199 patients were randomised, after screening 860 patients.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Patients randomised to active or sham conditions using permuted blocks by site and treatment resistance.</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear risk</td>
<td>&quot;Patients recruited using media advertisements, and physician referrals&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;physicians telephone screened potential participants- using inclusion and exclusion criteria&quot;.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unclear how allocation concealment was maintained, although sounds promising. Screened 860 to randomise 199, with the final sample consisting of 190 patients- selection bias? How were these patients allocated?</td>
</tr>
<tr>
<td>Blinding of participants and personnel (performance bias)</td>
<td>Low risk</td>
<td>The sham coil mimicked the somatosensory experience of the active rTMS- as this was an active coil, which would aid with patients and experimenters</td>
</tr>
</tbody>
</table>
not knowing the treatment condition assignment. Also masked rTMS administrators.

Blinding of outcome assessment (detection bias)  Low risk  The paper reported continuous assessment of evaluator reliability compared with a masked evaluator- training was also provided for the evaluators to mitigate any potential unmasking.

Data managed via coordination unit, analyses conducted via independent statisticians and cross-checked by coordination unit.

Incomplete outcome data (attrition bias)  Low risk  190 patients included in the final analyses due to 9 being excluded (7 due to sham procedure being piloted, and two patients did not take part in the study). Incomplete reporting of pilot testing- and number of patients included in this, although likely not to affect main hypotheses. All other participants from the 199 accounted for (860 initially screened, but 601 excluded, discussed in selection bias section).

Selective reporting (reporting bias)  Low risk  All analyses seemed appropriate to assess the hypotheses delineated. Power analyses for an odds ratio of >2, and 80% power, with a sample size of 240. However, sample size was 190, with an odds ratio of 4.2- so powered sufficiently.

Overall Bias  Low risk  1 domain unclear, or all domains low risk

Holtzheimer 2004

Risk of bias table

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
</table>
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<table>
<thead>
<tr>
<th>Bias Type</th>
<th>Risk Level</th>
<th>Risk Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Unclear risk</td>
<td>The authors reported that patients were randomly allocated to receive active and sham stimulation. However, no further details about how patients were randomised into the groups.</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear risk</td>
<td>Referrals from doctors, ECT centres, advertisements.</td>
</tr>
<tr>
<td>Blinding of participants and personnel</td>
<td>Unclear risk</td>
<td>Unsure - no information provided about how participants or experimenters were blinded. Unlikely to have been kept blinded, as active and sham coil were the same (just rotated for sham stimulation - sensation would be different for the two sessions).</td>
</tr>
<tr>
<td>Blinding of outcome assessment (detection bias)</td>
<td>Low risk</td>
<td>Raters were blinded to the treatment groups, administered the HDRS, and self-reported BDI. Blinded to treatment groups.</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Low risk</td>
<td>Initially 15 patients included in the treatment (n = 7 for active; n = 8 for sham). However, 3 patients excluded from further analyses for the neuropsychological portion of the results. The study is likely to be under-powered to find any true differences between active and sham conditions.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>Authors report that 3 patients are excluded from analyses (so n = 12 in final analyses). However, it is unclear what data is included in both clinical outcomes and neuropsychological tests. Discrepancy between sample size reported (n = 12), and data for n = 15 patients included in tables (1 and 2).</td>
</tr>
</tbody>
</table>

**Overall Bias**: Unclear risk
- At least 2 domains with unclear risk of bias

Li 2016
### Risk of bias table

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Unclear risk</td>
<td>The study is described as randomised, with n=12 patients being allocated to 3 treatment groups. However, no further details are provided either in the paper or supplementary material, as to how patients are randomised.</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear risk</td>
<td>No information about allocation concealment in either the paper or supplementary material.</td>
</tr>
<tr>
<td>Blinding of participants and personnel (performance bias)</td>
<td>Unclear risk</td>
<td>No details provided.</td>
</tr>
<tr>
<td>Blinding of outcome assessment (detection bias)</td>
<td>Low risk</td>
<td>Blinded raters (psychiatrist) assessed efficacy outcome measures- blind to randomisation and study design.</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Low risk</td>
<td>53 participants assessed for eligibility with 17 excluded (with reasons)- 12 patients allocated to each of the three treatment arms.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>Data analyses appropriate for hypotheses (influence of frontalØ on clinical outcomes: questionnaires).</td>
</tr>
<tr>
<td>Overall Bias</td>
<td>Unclear risk</td>
<td>at least two domains with unclear risk of bias</td>
</tr>
</tbody>
</table>

**O'Reardon 2007**
<table>
<thead>
<tr>
<th>Bias Type</th>
<th>Risk</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Unclear</td>
<td>&quot;patients randomized 1:1 to either receive active TMS or sham TMS&quot; &quot;Tapered in a blinded manner in six sessions across 3 weeks&quot; (p.1209). How?</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear</td>
<td>No information provided as to how patients were allocated to groups, and how this information was concealed from experimenters and patients.</td>
</tr>
<tr>
<td>Blinding of participants and personnel (performance bias)</td>
<td>Low risk</td>
<td>From the larger dataset (O'Reardon et al., 2007) raters were blinded to outcome measures, and were not permitted to access treatment sessions. Quality control conducted for outcome assessors.</td>
</tr>
<tr>
<td>Blinding of outcome assessment (detection bias)</td>
<td>Low risk</td>
<td>&quot;All efficacy outcome measures were assessed by blinded raters, who were not permitted access to the treatment sessions&quot; (p 1207) &lt;br&gt;- reliability and quality control of the raters was monitored through video monitoring. &lt;br&gt;Patients asked to not disclose any details of their treatment to raters. Raters, and other personnel unaware of primary efficacy measures.</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Low risk</td>
<td>325 patients were screened and 24 were excluded with reasons, so final sample of 301 patients included in data analyses.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>Data analyses and reporting appear to be appropriate to study aim: efficacy of rTMS compared to sham. Data included medication free patients in the double-blind RCT portion of the study.</td>
</tr>
<tr>
<td>Overall Bias</td>
<td>Unclear</td>
<td>at least 2 domains unclear RoB</td>
</tr>
</tbody>
</table>

**Stern 2007**
## Risk of bias table

<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Unclear risk</td>
<td>The authors describe that patients were randomised into groups, with the active and sham coils being identical, and only receiving stimulation from one machine. No detailed provided though as to how participants were randomised into respective groups.</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear risk</td>
<td>No data provided as to how patients were allocated to treatment groups. &quot;patients were interviewed by a psychiatrist, who was able to consult with their treating psychiatrist&quot; (p.180).</td>
</tr>
<tr>
<td>Blinding of participants and personnel (performance bias)</td>
<td>Low risk</td>
<td>&quot;patients and TMS technicians wore earplugs to prevent auditory threshold shifts&quot; (p.181).</td>
</tr>
<tr>
<td>However, sham coil was orientated perpendicular, which could alert the experimenter to the fact that they were delivering sham stimulation (experimenter not adequately blinded). But outcome measures conducted by blinded personnel.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blinding of outcome assessment (detection bias)</td>
<td>Low risk</td>
<td>&quot;psychiatrist blinded to group assignment conducted all assessments of patients' symptoms (p.181).</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Low risk</td>
<td>All patients included in the study reported. Data provided for each outcome measure.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>All outcome measures reported appropriately.</td>
</tr>
<tr>
<td>Overall Bias</td>
<td>Unclear risk</td>
<td>at least 2 unclear RoB</td>
</tr>
</tbody>
</table>

**Vanderhasselt 2009a**
<table>
<thead>
<tr>
<th>Bias</th>
<th>Authors' judgement</th>
<th>Support for judgement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Unclear risk</td>
<td>Unsure whether randomisation was upheld from the larger trial (where a coin was flipped to determine first stimulation type; e.g. Baeken et al., 2017).</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>Unclear risk</td>
<td>Unsure as to how this was conducted.</td>
</tr>
<tr>
<td>Blinding of participants and personnel (performance bias)</td>
<td>Unclear risk</td>
<td>&quot;subjects were fully aware that one of the sessions was placebo&quot; (p. 38).</td>
</tr>
<tr>
<td>Blinding of outcome assessment (detection bias)</td>
<td>Unclear risk</td>
<td>Same coil used for active and sham stimulation conditions, but coil held at 90° for sham, which the experimenter would be aware was sham. Also, sensation on scalp may feel different for patient/s, so unclear re: integrity of blind.</td>
</tr>
<tr>
<td>Blinding of outcome assessment (detection bias)</td>
<td>Unclear risk</td>
<td>Participants were blindfolded, and wore earplugs.</td>
</tr>
<tr>
<td>Incomplete outcome data (attrition bias)</td>
<td>Low risk</td>
<td>Out of the 16 patients initially selected for the trial, data for 14 were used for the VAS, with reasons.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Low risk</td>
<td>No interaction between time (active/sham session first) for mood ratings, indicating similar performance. However, was power sufficient to detect any effect? All other outcomes (switching task effects reported).</td>
</tr>
<tr>
<td>Overall Bias</td>
<td>Unclear risk</td>
<td>at least two domains unclear RoB</td>
</tr>
</tbody>
</table>
Appendix F – Cortex Guidelines: Registered Reports

Guidelines for authors

Registered Reports are a form of empirical article in which the methods and proposed analyses are pre-registered and reviewed prior to research being conducted. This format is designed to minimise bias in deductive science, while also allowing complete flexibility to conduct exploratory (unregistered) analyses and report serendipitous findings.

The cornerstone of the Registered Reports format is that a significant part of the manuscript will be assessed prior to data collection, with the highest quality submissions accepted in advance. Initial submissions will include a description of the key research question and background literature, hypotheses, experimental procedures, analysis pipeline, a statistical power analysis (or Bayesian equivalent), and pilot data (where applicable).

Initial submissions will be triaged by an editorial team for suitability. Those that pass triage will then be sent for in-depth peer review (Stage 1). Following review, the article will then be either rejected or accepted in principle for publication. Following in principle acceptance (IPA), the authors will then proceed to conduct the study, adhering exactly to the peer-reviewed procedures. When the study is complete the authors will submit their finalised manuscript for re-review (Stage 2) and will upload their raw data, digital study materials, and laboratory log to a publicly accessible file-sharing service. Pending quality checks and a sensible interpretation of the findings, the manuscript will be published regardless of the results.

Registered Reports are not subject to a word limit. Submissions should be as concise as possible, but as long as necessary to ensure that the description of methods is clear and comprehensive, and that all methods are reproducible.

The review process for Registered Reports
Stage 1: Initial manuscript submission and review

Stage 1 submissions should include the manuscript (details below) and a brief cover letter. Please note that the editorial board will not agree to send manuscripts for in-depth review until a complete Stage 1 submission has been considered.

The Stage 1 cover letter should include:

- A brief scientific case for consideration. Authors are encouraged to refer to the likely replication value of the research. Replication studies are welcome in addition to novel studies.
- A statement confirming that all necessary support (e.g. funding, facilities) and approvals (e.g. ethics) are in place for the proposed research. Note that manuscripts will be generally considered only for studies that are able to commence immediately; however, authors with alternative plans are encouraged to contact the journal office for advice.
- An anticipated timeline for completing the study if the initial submission is accepted.
- A statement confirming that the authors agree to share their raw data, any digital study materials,
Manuscript preparation guidelines – Stage 1

Initial Stage 1 submissions should include the following sections:

• Abstract
  o A succinct summary of the research question, hypotheses and proposed methods. The Stage 1 Abstract is provisional and subject to revision at Stage 2 to include results and conclusions.

• Introduction
  o A review of the relevant literature that motivates the research question and a full description of the experimental aims and hypotheses. Please note that following IPA, the Introduction section cannot be altered apart from correction of factual errors, typographic errors and altering of tense from future to past (see below).

• Methods
  o Full description of proposed sample characteristics, including criteria for data inclusion and exclusion (e.g. outlier extraction). Procedures for objectively defining exclusion criteria due to technical errors or for any other reasons must be specified, including details of how and under what conditions data would be replaced.
  o A description of experimental procedures in sufficient detail to allow another researcher to repeat the methodology exactly, without requiring further information. These procedures must be adhered to exactly in the subsequent experiments or any Stage 2 manuscript can be rejected.
  o Proposed analysis pipeline, including all pre-processing steps, and a precise description of all planned analyses, including appropriate correction for multiple comparisons. Any covariates or regressors must be stated. Where analysis decisions are contingent on the outcome of prior analyses, these contingencies must be specified. Only pre-planned analyses can be reported in the main Results section of Stage 2 submissions. However, unplanned exploratory analyses will be admissible in a separate section of the Results (see below).
  o Authors are welcome to proposed blinded analysis techniques that control bias without requiring detailed pre-specification of analyses (e.g. as discussed here and deployed here).
  o Studies involving Neyman-Pearson inference should include a statistical power analysis. 3

Estimated effect sizes should be justified with reference to the existing literature or theory. Since publication bias overinflates published estimates of effect size, power analysis must be based on the lowest available or meaningful estimate of the effect size. Where relevant, the a priori power must be 0.9 or higher for all proposed hypothesis tests, with a set to .02 (not
.05). In the case of highly uncertain effect sizes, a variable sample size and interim data analysis is permissible but with inspection points stated in advance, appropriate Type I error correction for ‘peeking’ employed, and a final stopping rule for data collection outlined.

Methods involving Bayesian hypothesis testing are encouraged. For studies involving analyses with Bayes factors, the predictions of the theory must be specified so that a Bayes factor can be calculated. Authors should indicate what distribution will be used to represent the predictions of the theory and how its parameters will be specified. For example, will you use a uniform distribution up to some specified maximum, or a normal/half-normal distribution to represent a likely effect size, or a JZS/Cauchy distribution with a specified scaling constant? For inference by Bayes factors, authors must be able to guarantee data collection until the Bayes factor is at least 6 times in favour of the experimental hypothesis over the null hypothesis (or vice versa). Authors with resource limitations are permitted to specify a maximum feasible sample size at which data collection must cease regardless of the Bayes factor; however to be eligible for advance acceptance this number must be sufficiently large that inconclusive results at this sample size would nevertheless be an important message for the field. For further advice on Bayes factors or Bayesian sampling methods, prospective authors are encouraged to read this key article by Schönbrodt and Wagenmakers. These two articles by Cortex editor Zoltan Dienes (here and here) also provide practical advice for specifying theoretically relevant effect sizes for hypothesis testing.

For fMRI studies, various tools are available to support power calculations (e.g. www.neuropowertools.org and http://fmripower.org/) or authors are welcome to propose custom methods. In place of conventional hypothetico-deductive methods, authors are welcome to propose more innovative analytic approaches such as integration of Bayesian optimisation and hypothesis testing.

Please note that, due to the increasing volume of submissions, proposals that propose power analyses or Bayes factors thresholds but which fail to meet the minimum requirements (Power ≥ .9 and α ≤ .02; BF ≥ 6 or ≤ 1/6 for all hypothesis tests) may be desk rejected without the opportunity to resubmit. Authors who are unable to meet minimum sample size requirements (e.g. due to resource limitations) are encouraged to consider consortia-based methods of collaboration and recruitment, including the Psychological Science Accelerator and StudySwap.

Full descriptions must be provided of any outcome-neutral criteria that must be met for successful testing of the stated hypotheses. Such quality checks might include the absence of floor or ceiling effects in data distributions, positive controls, or other quality checks that are orthogonal to the experimental hypotheses.

Timeline for completion of the study and proposed resubmission date if Stage 1 review is successful. Extensions to this deadline can be negotiated with the Registered Reports editor.

Any description of prospective methods or analysis plans should be written in future tense. • Pilot Data

Optional. Can be included to establish proof of concept, effect size estimations, or feasibility of proposed methods. Any pilot experiments will be published with the final version of the manuscript and will be clearly distinguished from data obtained for the pre-registered experiment(s).

Stage 1 submissions that are judged by the editorial board to be of sufficient quality and within journal scope will be sent for in-depth peer review. In considering papers at the registration stage, reviewers will be asked to assess:
1. The scientific validity of the research question(s).
2. The logic, rationale, and plausibility of the proposed hypotheses.
3. The soundness and feasibility of the methodology and analysis pipeline (including statistical power analysis where appropriate).
4. Whether the clarity and degree of methodological detail is sufficient to exactly replicate the proposed experimental procedures and analysis pipeline.
5. Whether the authors have pre-specified sufficient outcome-neutral tests for ensuring that the obtained results can test the stated hypotheses, including positive controls and quality checks.

Following Stage 1 peer review, manuscripts will be rejected outright, offered the opportunity to revise, or accepted. Proposals that exceed the highest standards of scientific rigour will be issued an in principle acceptance (IPA), indicating that the article will be published pending completion of the approved methods and analytic procedures, passing of all pre-specified quality checks, and a defensible interpretation of the results. Stage 1 protocols are not published following IPA. Instead they are held in reserve by the journal and integrated into a single completed article following approval of the final Stage 2 manuscript.

Authors are reminded that any deviation from the stated experimental procedures, regardless of how minor it may seem to the authors, could lead to rejection of the manuscript at Stage 2. In cases where the pre-registered protocol is altered after IPA due to unforeseen circumstances (e.g. change of equipment or unanticipated technical error), the authors must consult the editorial board immediately for advice, and prior to the completion of data collection. Minor changes to the protocol may be permitted per editorial discretion. In such cases, IPA would be preserved and the deviation reported in the Stage 2 submission. If the authors wish to alter the experimental procedures more substantially following IPA but still wish to publish their article as a Registered Report then the manuscript must be withdrawn and resubmitted as a new Stage 1 submission. Note that registered analyses must be undertaken, but additional unregistered analyses can also be included in a final manuscript (see below).

Stage 2: Full manuscript review

Once the study is complete, authors prepare and resubmit their manuscript for full review, with the following additions:

• Cover letter. The Stage 2 cover letter must confirm:
  o That the manuscript includes a link to the public archive containing anonymized study data, digital materials/code and the laboratory log.
  o That the manuscript contains a link to the approved and published Stage 1 protocol on the Open Science Framework or other recognised repository.
  o That, for primary Registered Reports, no data for any pre-registered study (other than pilot data included at Stage 1) was collected prior to the date of IPA. For secondary Registered Reports, authors should confirm that no data (other than pilot data included at Stage 1) was subjected to the pre-registered analyses prior to IPA.
  o That the Stage 2 manuscript tracks all changes, however minor, to any part of the submission that was approved at Stage 1. Authors should submit a tracked-changes version of the Stage 2 manuscript in addition to a clean version.

Please note that authors are welcome to update the title of the Stage 2 submission (e.g. to reflect the conclusions) and can also add or remove authors without requesting permission from the journal office. The Abstract should also be updated to state the results and conclusions.
• Submission of anonymised raw data, digital study materials, and laboratory log
  o Anonymised raw data and digital study materials must be made freely available in a public repository/archive with a link provided within the Stage 2 manuscript. Authors are free to use any repository that renders data and materials freely and publicly accessible and provides a digital object identifier (DOI) to ensure that the data remain persistent, unique and citable. Potential repositories include (but are not limited to), Figshare, Harvard Dataverse, and Dryad. For a comprehensive list of available data repositories, see
  
  [http://www.re3data.org/](http://www.re3data.org/)
  
  o Data files should be appropriately time stamped to show that data was collected after IPA and not before. Other than pre-registered and approved pilot data, no data acquired prior to the date of IPA is admissible in the Stage 2 submission. Raw data must be accompanied by guidance notes, where required, to assist other scientists in replicating the analysis pipeline. Authors are required to upload any relevant analysis scripts and other digital experimental materials that would assist in replication.
  
  o Any supplementary figures, tables, or other text (such as supplementary methods) can either be included as standard supplementary information that accompanies the paper, or they can be archived together with the data. Please note that the raw data itself should be archived (see above) rather than submitted to the journal as supplementary material.
  
  o A basic laboratory log must also be provided outlining the range of dates during which data collection took place. This log should be uploaded to the same public archive as the data and materials. **Authors are reminded that the laboratory log must contain no information that could identify any individual participant, including their name, initials, date of birth, or any identifying notes. Where the specific date or time of testing could identify a participant then authors should replace the log with a signed declaration that all data collection, other than any preliminary data reported in the Stage 1 manuscript, took place after the date of in principle acceptance.**
  
  o The Stage 2 manuscript must also contain a link to the registered protocol (deposited following IPA) on the Open Science Framework or other recognised repository. If the protocol was deposited under an embargo, the embargo must be lifted at the point of Stage 2 submission to permit full public access.
  
• Background, Rationale and Methods
  o Apart from minor revisions, **the Introduction cannot be altered from the approved Stage 1 submission, and the stated hypotheses cannot be amended or appended.** At Stage 2, any description of the rationale or proposed methodology that was written in future tense within the Stage 1 manuscript should be changed to past tense. Any textual changes to the Introduction or Methods (e.g. correction of typographic or factual errors) must be clearly marked in the Stage 2 submission. Any relevant literature that appeared following the date of IPA should be covered in the Discussion.
  
• Results & Discussion
  o The outcome of all registered analyses must be reported in the manuscript, except in rare instances where a registered and approved analysis is subsequently shown to be logically flawed or unfounded. In such cases, the authors, reviewers, and editor must agree that a collective error of judgment was made and that the analysis is inappropriate. In such cases the analysis would still be mentioned in the Methods but omitted with justification from the Results.
  
  o It is reasonable that authors may wish to include additional analyses that were not included in the registered submission. For instance, a new analytic approach might become available between IPA and Stage 2 review, or a particularly interesting and unexpected finding may emerge. Such analyses
are admissible but must be clearly justified in the text, appropriately caveated, and reported in a separate section of the Results titled “Exploratory analyses”. Authors should be careful not to base their conclusions entirely on the outcome of statistically significant post hoc analyses.

Authors reporting null hypothesis significance tests are required to report exact p values and effect sizes for all inferential analyses.

The resubmission will most likely be considered by the same reviewers as in Stage 1, but could also be assessed by new reviewers. In considering papers at Stage 2, reviewers will be asked to decide:

1. Whether the data are able to test the authors’ proposed hypotheses by satisfying the approved outcome-neutral conditions (such as quality checks, positive controls)
2. Whether the Introduction, rationale and stated hypotheses are the same as the approved Stage 1 submission (required)
3. Whether the authors adhered precisely to the registered study procedures
4. Whether any unregistered post hoc analyses added by the authors are justified, methodologically sound, and informative
5. Whether the authors’ conclusions are justified given the data

Reviewers are informed that editorial decisions will not be based on the perceived importance, novelty or conclusiveness of the results. Thus, while reviewers are free to enter such comments on the record, they will not influence editorial decisions. Reviewers at Stage 2 may suggest that authors report additional post hoc tests on their data; however, authors are not obliged to do so unless such tests are necessary to satisfy one or more of the Stage 2 review criteria.

Manuscript withdrawal and Withdrawn Registrations
It is possible that authors with IPA may wish to withdraw their manuscript following or during data collection. Possible reasons could include major technical error, an inability to complete the study due to other unforeseen circumstances, or the desire to submit the results to a different journal. In all such cases, manuscripts can of course be withdrawn at the authors’ discretion. However, the journal will publicly record each case in a section called Withdrawn Registrations. This section will include the authors, proposed title, the abstract from the approved Stage 1 submission, and brief reason(s) for the failure to complete the study. Partial withdrawals are not possible; i.e. authors cannot publish part of a registered study by selectively withdrawing one of the planned experiments. Such cases must lead to withdrawal of the entire paper. Studies that are not completed by the agreed Stage 2 submission deadline (which can be extended in negotiation with the editorial office) will be considered withdrawn and will be subject to a Withdrawn Registration.

Incremental Registrations
Authors may add experiments to approved submissions. In such cases the approved Stage 2 manuscript will be accepted for publication, and authors can propose additional experiments for Stage 1 consideration. Where these experiments extend the approved submission (as opposed to being part of new submissions), the editorial team will seek to fast-track the review process. This option may be particularly appropriate where an initial experiment reveals a major serendipitous finding that warrants follow-up within the same paper. In cases where an incremented submission is rejected (at either Stage 1 or 2), authors will retain the option of publishing the most recently approved version of the manuscript. For further advice on specific scenarios for incremental registration, authors are invited to contact the editorial office: cortex@ed.ac.uk

Tips for Avoiding Desk Rejection at Stage 1

Many Registered Report submissions are desk rejected at Stage 1 prior to in-depth review for failing to sufficiently meet the Stage 1 editorial criteria. For submissions that are otherwise highly promising, the journal will sometimes desk reject with the option to resubmit. However, due to the increasing
volume of submissions at Cortex, desk-based reject-and-resubmit decisions are being deployed more selectively and most manuscripts with these problems will now be desk rejected outright. To help minimize the chances of authors’ submissions being desk rejected, we list below the top ten reasons why Stage 1 submissions are rejected prior to review. Authors are advised to consult this list carefully to increase their chances of proceeding immediately to Stage 1 in-depth review.

1. The cover letter doesn’t make necessary statements concerning ethics, data archiving, protocol registration and so forth (see above).

2. The protocol contains insufficient methodological detail to enable replication and prevent researcher degrees of freedom. One commonly neglected area is the criteria for excluding data, both at the level of participants and at the level of data within participants. In the interests of clarity, we recommend listing these criteria systematically rather than presenting them in prose.

3. Lack of correspondence between the scientific hypotheses and the pre-registered statistical tests. This is a very common problem. To maximize the clarity of correspondence between predictions and analyses, authors are advised to number their hypotheses in the Introduction and then number the proposed analyses in the Methods to make clear which analysis tests which prediction. Ensure also that power analysis, where applicable, is based on the actual test procedures that will be employed to test those hypotheses; e.g. don’t propose a power analysis based on an ANOVA but then suggest a linear mixed effects model to test the hypothesis. Where multiple hypotheses are being tested, each must be associated with a power analysis, Bayesian sampling plan or appropriate alternative, and all must achieve the minimum requirements (see 4). To help ensure that these requirements are met, we strongly recommend that authors include a study design table in their manuscript, as available in Section 9 of this template.

4. Power analysis, where applicable, fails to reach the minimum level (.90), or authors fail to calibrate their power analyses to the required $\alpha = .02$ (rather than the traditional $\alpha = .05$).

5. Power analysis is over-optimistic (e.g. based on previous literature but not taking into account publication bias) or insufficiently justified (e.g. based on a single point estimate from a pilot experiment or previous study). Proposals should be powered to detect the smallest effect that is plausible and of theoretical value. Pilot data can help inform this estimate but are unlikely to form an acceptable basis, alone, for choosing the target effect size due to risk of bias.

6. Intention to infer support for the null hypothesis from statistically non-significant results, without proposing use of Bayes factors or frequentist equivalence testing.

7. Inclusion of exploratory analyses in the analysis plan. Inclusion of exploratory “plans” at Stage 1 blurs the line between confirmatory and exploratory outcomes at Stage 2. Instead, such analyses can be included at Stage 2 and need not be pre-registered. Under some circumstances, exploratory analyses could be discussed at Stage 1 where they are necessary to justify study variables or procedures that are included in the design exclusively for exploratory analysis.

8. Failure to clearly distinguish work that has already been done from work that is planned. Where a Stage 1 proposal contains a mixture of preliminary/pilot work that has already been undertaken and a proposal for work not yet undertaken, authors should use the past tense for pilot work but the future tense for the proposed work. At Stage 2, all descriptions shift to past tense.

9. Lack of pre-specified positive controls or other quality checks, or an appropriate justification for their absence (See Stage 1 criterion 5). We recognise that positive controls are not possible with all study designs, in which case authors should discuss why they are not included.

10. Where applicable, lack of power analysis within proposed positive controls or manipulation checks that depend on hypothesis testing.
Appendix G: Stage 1 In Principle Acceptance Confirmation for our Registered Report, following editorial and peer review.

Dear Dr. Lowri Hadden,

Thank you for submitting your work to Cortex for consideration as a Registered Report (Stage 1). We are pleased to award in-principle acceptance (IPA) of your paper.
Appendix H - Deviations from Ahn et al. (2013) and Duprat et al. (2016)

Table 1 below highlights the principle deviations from Ahn et al’s (2013) protocol. We describe each major deviation from Ahn et al. (2013) and justify alternative methods e.g. the use of an iTBS protocol, as opposed to the HF-TMS protocol used by Ahn et al. (2013). Note that iTBS is thought to be more efficient than HF-TMS, involving fewer pulses for comparable effects and both the HF-TMS and iTBS protocols, applied respectively in Ahn et al. (2013) and Duprat et al. (2016), are acknowledged as excitatory TMS protocols (Huang et al., 2011). As the more recently developed iTBS is more efficient, its use in treatment appears to be growing at a faster rate than HF-rTMS and was, therefore, the focus of this replication (Bakker et al., 2015; Grossheinrich et al., 2009). We also used a MagStim Rapid 2 stimulator as opposed to a MagStim Rapid 2 Plus 1 (see Table 1) used by Duprat et al. (2016) based on stimulator availability, which resulted in a frequency drop-off. The frequency drop-off was due to the capacitance of this system not being powerful enough to sustain the power output necessary for the higher motor thresholds (e.g. motor thresholds above 55), that is our system generated slightly lower frequency outputs (44.83 Hz as opposed to 50 Hz, see Table 2) compared to Duprat et al., (2016). Frequencies above ~5Hz are posited to induce excitatory effects (e.g. Siebner & Rothwell, 2003; Huang et al. 2005), thus our protocol remains excitatory (with the average frequency output in our study being 44.83 Hz), and still above the high frequency (10 Hz) TMS protocol used by Ahn et al., (2013).
Table 2. Frequency drop-off relating to motor threshold and power output of stimulator (MagStim Rapid ²).

<table>
<thead>
<tr>
<th>PID</th>
<th>Motor Threshold (MT)</th>
<th>Power Output (1.10 x MT)</th>
<th>Frequency</th>
<th>Frequency Drop-off</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>55</td>
<td>40Hz</td>
<td>2Hz</td>
</tr>
<tr>
<td>2</td>
<td>53</td>
<td>58</td>
<td>40Hz</td>
<td>4Hz</td>
</tr>
<tr>
<td>3</td>
<td>44</td>
<td>48</td>
<td>50Hz</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>48</td>
<td>50Hz</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>53</td>
<td>49Hz</td>
<td>1Hz</td>
</tr>
<tr>
<td>6</td>
<td>55</td>
<td>61</td>
<td>45Hz</td>
<td>5Hz</td>
</tr>
<tr>
<td>7</td>
<td>53</td>
<td>58</td>
<td>46Hz</td>
<td>4Hz</td>
</tr>
<tr>
<td>8</td>
<td>66</td>
<td>73</td>
<td>39Hz</td>
<td>1Hz</td>
</tr>
<tr>
<td>9</td>
<td>46</td>
<td>51</td>
<td>50Hz</td>
<td>5Hz</td>
</tr>
<tr>
<td>10</td>
<td>65</td>
<td>72</td>
<td>39Hz</td>
<td>11Hz</td>
</tr>
<tr>
<td>11</td>
<td>65</td>
<td>72</td>
<td>39Hz</td>
<td>11Hz</td>
</tr>
<tr>
<td>12</td>
<td>54</td>
<td>59</td>
<td>45Hz</td>
<td>5Hz</td>
</tr>
<tr>
<td>13</td>
<td>57</td>
<td>63</td>
<td>44Hz</td>
<td>6Hz</td>
</tr>
<tr>
<td>14</td>
<td>61</td>
<td>67</td>
<td>42Hz</td>
<td>8Hz</td>
</tr>
<tr>
<td>15</td>
<td>55</td>
<td>61</td>
<td>45Hz</td>
<td>5Hz</td>
</tr>
<tr>
<td>16</td>
<td>60</td>
<td>66</td>
<td>42Hz</td>
<td>8Hz</td>
</tr>
<tr>
<td>17</td>
<td>65</td>
<td>72</td>
<td>39Hz</td>
<td>11Hz</td>
</tr>
<tr>
<td>18</td>
<td>48</td>
<td>53</td>
<td>49Hz</td>
<td>1Hz</td>
</tr>
<tr>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Average</td>
<td>54.944</td>
<td>60.555</td>
<td>44.83 Hz</td>
<td>5.16 Hz</td>
</tr>
</tbody>
</table>

Table 1: Major deviations from Ahn et al., (2013) protocol, and justification of alternative methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TMS protocol</td>
<td>HFTMS</td>
<td>iTBS</td>
<td>iTBS in accordance with Duprat et al., (2016)</td>
<td></td>
</tr>
<tr>
<td>TMS Stimulator</td>
<td>Magstim 200 Magnetic Stimulator</td>
<td>MagStim Rapid ² Plus</td>
<td>MagStim Rapid ² Plus</td>
<td></td>
</tr>
<tr>
<td>Number of Probabilistic Learning Tasks</td>
<td>2 (post active and post sham stimulation)</td>
<td>4 (pre and post active and pre and post sham stimulation)</td>
<td>4 probabilistic learning tasks in accordance with Duprat et al., (2016)</td>
<td></td>
</tr>
<tr>
<td>Hedonic Capacity Questionnaire</td>
<td>No measures used to assess hedonic capacity.</td>
<td>Temporal Experience of Pleasure Scale (Gard et al., 2006).</td>
<td>Temporal Experience of Pleasure Scale (Gard et al., 2006).</td>
<td></td>
</tr>
<tr>
<td>Mood questionnaire</td>
<td>No measures used to assess mood.</td>
<td>No measures used to assess mood.</td>
<td>Positive and Negative Affect Schedule (Watson et al., 1988).</td>
<td></td>
</tr>
</tbody>
</table>

Although a different stimulator will be used, with the potential of reduced frequency due to capacitance of the system, the frequencies are well within the range (i.e. 10Hz) to generate excitatory neural changes (e.g. Huang et al., 2005; Siebner & Rothwell, 2003). A baseline measure of reward bias allows for the exclusion of the possibility that day-to-day variance might explain observations. Based on Duprat et al., (2016)’s finding that hedonic capacity interacts with reward responsiveness. To ensure effects of active compared to sham TMS is related to depressive symptoms, e.g. low mood. See secondary hypotheses section for precise hypotheses.
Appendix I - Exclusion Criteria

If participants did not pass initial safety measures pertaining to TMS approved by Cardiff University, they did not participate in the experiment (Allen, Singh, Verbruggen, & Chambers, 2018; Maizey et al., 2013). In line with Duprat et al. (2016), if individuals did not complete the task appropriately (e.g. only pressing one key throughout the experiment) they were not included in any analyses. In addition, if participants’ reaction times were too quick (i.e. under 200ms) or too slow (i.e. over 2000ms) those responses were not included in any analyses (Ahn et al., 2013); if this occurred on greater than 10% of trials the participant’s data was excluded. Participants were free to withdraw for any reason. Unanticipated technical failings also resulted in participant data being excluded (n = 3, the coil overheating). If a participant only completed one testing session, their data was not included in the analyses.

Appendix J - Counterbalancing

![Figure A1](image.png)

**Figure A1.** Counterbalancing procedure for sessions: pre and post stimulation. Keyboard presses “Z” and “M” will be counterbalanced within a testing session and between participants. The main experimental manipulation of “rich” and “lean” stimuli will be counterbalanced within stimulation sessions. The pairing will be determined randomly at the start of the stimulation session and counterbalanced across each stimulation session.

For the PLT, several parameters were counterbalanced (see Figure A1). To reduce order effects and to control for a laterality bias, the response keys (“Z” or “M”) that participants press were counterbalanced between stimulation sessions. This was conducted...
through the assignment of odd and even numbered participants receiving opposite keyboard presses. Each of the response keys were paired with a face with a “long” or “short” mouth, which relates to the experimental manipulation of “rich” versus “lean” reinforcement schedules. For the odd numbered participants, the “Z” key was paired with a “long” mouth and the “M” key with a “short” mouth pre-stimulation and the reverse pairing post stimulation (“Z” with “short” and “M” with “long”). The even participants received the opposite pairings. Within each stimulation session, the face that was rewarded richly or leanly – short or long – was chosen at random (using Python’s shuffle function) at each pre-stimulation session. Then, at post-stimulation sessions, the ordering was reversed. Participants were also asked to press the “Z” key with their left index finger and the “M” key with their right index finger.

**Appendix K- TMS Target location.**

The study that is the target of our replication, Ahn et al (2013), used a standard location for the DLPFC for each participant, but they do not give precise information about how they located this area. We used participants’ MRI scans, where available, to take into account individual structural differences between participants. The target for the DLPFC was identified in Montreal Neurological Institute (MNI) coordinates as x=–27, y=30, z=38, which is the mean of DPLFC co-ordinates reported as being active in a perceptual decision-making task (Heekeren, Marrett, Bandettini, & Ungerleider, 2004), and targeted in a TMS based cognitive control intervention (Hayashi, Ko, Strafella, & Dagher, 2013).

**Appendix L- TMS parameters: treatment protocol.**

The active iTBS consisted of 1620 pulses in 54 cycles of 10 bursts of 3 pulses with a train duration of 2s and inter-train interval of 8s with a power output of 110% of the resting motor threshold.
Appendix M – Questionnaire removed due to copyright
Appendix N – Questionnaire removed due to copyright
Appendix O- Bayes Factors and sample size estimates

Primary Hypothesis

We used a Bayesian approach (Dienes, 2014) to estimate the likely sample size needed to provide support for the null or alternative hypothesis, related to our critical effect of interest. Assuming a difference of zero and the same $SE$ and sample size reported in Ahn et al. (2013), and applying the R Code (Dienes & Belfi, 2019) we were able to estimate the Bayes Factor for our proposed sample size of 30 under the null as 0.14. This was computed through scaling the $SE$ (0.063) in Ahn et al. (2013) by the square root of their sample size divided by our proposed sample size ($SE_{scaled} = 0.049$) for use in the Bayes Factor function. As we are closely replicating Ahn et al. (2013) study, we have made the assumption that our testing procedures will be similar and should, therefore, yield no additional variance.

Secondary Analysis

For our secondary analysis that active compared to sham stimulation will increase positive affect and decrease negative affect, using the R Code (Dienes & Belfi, 2019), and assuming no effect and the $SE$, and sample size reported in Chaves et al. (2017), we were able to estimate the Bayes Factor for our proposed sample size of 30 under the null as 0.01 for negative affect, measured on the PANAS-NA; and the Bayes Factor of 0.02 for positive affect, as measured on the PANAS-PA.

Previous Critical Interactions of Interest

We computed the Bayes Factor for the significant interactions reported in Ahn et al. (2013) and Duprat et al. (2016) following the method outlined in Dienes (2014) and detailed further in our main analyses section above. Using the R Code (Dienes & Belfi, 2019), sample size, and SEs calculated for Ahn et al. (2013) interaction (Stimulation × Block) we estimated a Bayes factor of 0.20 under the null for our sample size of 30. The Bayes Factor was
computed through scaling the $SE$ (0.08) for Ahn et al’s (2013) interaction by the square root of their sample size divided by our sample size ($SE_{scaled} = 0.06$). We followed the same procedure for Duprat et al’s (2016) significant interaction (described further in our analysis section). For Duprat et al. (2016), the Bayes Factor we obtained under the null was 0.20, using their $SE$ (0.07; with a $df = 20$), scaling to our sample size of 30 ($SE_{scaled} = 0.06$).

**Manipulation Checks**

Using the method described above in the corresponding Analysis section, and R code produced by Dienes and Belfi (2019) we estimated a Bayes Factor of 0.04 under the null for our sample size of 30, using the sample size, $SE$ and $df$ for the RB reported in block 3 for Ahn et al. (2013) post sham stimulation ($M = 0.19$, $SD = 0.26$, $SE = 0.061$). Similarly for Duprat et al. (2016), we used the reported mean for RB in block 3 post sham stimulation ($M = 0.26$, $SD = 0.32$, $SE = 0.070$) and obtained a Bayes Factor of 0.02 under the null after scaling the SEs of the sample to our maximum sample size of 30.

**Appendix P – Behavioural analyses**

**Exploratory analyses: Behavioural**

**Response Accuracy**

In accordance with Ahn et al. (2013) and Duprat et al. (2016) and due to low variance in the data, we used arcsine transformation on the accuracy data. Similar to Ahn et al. (2013) we conducted a $2 \times 3 \times 2$ Repeated Measures ANOVA with condition (lean, rich) $\times$ block (1,2,3) and post stimulation (active, sham). There was no main effect of condition, $F(1,18) = 1.188, p = .290, \eta_p^2 = 0.062, d = 0.514$; block: $F(2, 36) = 1.003, p = 0.377, \eta_p^2 = 0.053, d = 0.473$ or stimulation: $F(1,18) = 0.122, p = 0.731, \eta_p^2 = 0.007, d = 0.167$. However, there was a significant interaction between condition $\times$ block, $F(2,36) = 5.297, p = 0.010, \eta_p^2 = 0.227$,
Bonferroni post-hoc comparisons revealed that response accuracy increased for the richly rewarded condition ($M = 1.319, SE = .027$) whilst decreasing for the “lean” rewarded ($M = 1.241; SE = 0.21$) condition in block 3 of the probabilistic learning task (see Figure A2), which is indicative of reinforcement learning, irrespective of rTMS application. There were no further significant interactions, all $p > 0.364$. The interaction between condition and block is visualised in figure A2.
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**Figure A2.** Response accuracy (arcsine transformed) across blocks (1,2,3) for rich and lean stimuli (averaged across active and sham stimulation), illustrating accuracy increasing for rich, but decreasing for lean stimuli.

In line with the additional factor, time (pre-post) in Duprat et al., (2016)’s paper, we conducted a further Repeated Measures ANOVA identical to the one above, but including the factor time (pre, post). There were no significant main effects, all $p$ values ranging from 0.077 (for time) to 0.84 (for stimulation). The only significant interaction was between condition × block (1,2,3) as explicated above, $F (2, 36) = 4.122, p = 0.024, \eta_p^2 = 0.186, d = 0.956$. Pairwise comparisons using Bonferroni correction indicated that participants were...
more accurate for the rich and less accurate for the lean across the blocks, \(M_{\text{diff}} = -0.045\), \(p = 0.039\).

**Reaction Time**

In line with data analysis conducted by Ahn et al., (2013) we conducted a \(2 \times 3 \times 2\) Repeated Measures ANOVA, for post stimulation (2: active, sham) \(\times\) block (1,2,3) \(\times\) condition (rich, lean) as the factors. In accordance with Ahn et al., (2013) we did not log transform the RTs. However, we also conducted a further Repeated Measures ANOVA identical to that of Ahn et al., (2013), but with the addition of time (pre-post) as a factor and this data was log transformed consistent with the analyses of Duprat et al., (2016).

For the first ANOVA replicating Ahn et al., (2013)'s analyses, there was no significant main effect of stimulation, \(F(1,18) = 4.228, p = 0.055, \eta^2_p = 0.190\), (active, \(M = 0.447, SE = 0.016\); Sham, \(M = 0.428, SE = 0.013\)). However, there was a main effect of condition, \(F(1,18) = 7.012, p = 0.016, \eta^2_p = 0.280\), with rich responses (\(M = 0.426, SE = 0.012\)) being faster than lean (\(M = 0.449, SE = 0.017\)). There was also a significant interaction between block (1,2,3) \(\times\) condition (rich, lean), \(F(2, 36) = 3.643, p = 0.036, \eta^2_p = 0.168\). Post-hoc tests using Bonferroni correction indicates that reaction time for rich stimuli are getting faster across the blocks, (\(M = 0.407, SE = 0.015\)) whilst RTs for lean stimuli is decreasing across blocks (\(M = 0.407, SE = 0.010\), \(p = 0.001\). There were no other main effects or interactions (all \(ps > 0.112\)).

We also replicated the analysis of Duprat et al. (2016) for the reaction time data, which was log transformed. This repeated measures ANOVA was identical to the one above, but included the additional factor of time (pre-post), alongside stimulation (active, sham), block (1,2,3) and condition (rich, lean). Here, we found a main effect of block, \(F(1.508, 27.136) = 0.012, p = 0.012, \eta^2_p = 0.250, d = 1.154\) (with RTs log ms, increasing across the
blocks) and a main effect of condition $F(1, 18) = 12.667, \, p = 0.002, \, \eta^2_p = .413, \, d= 1.677$ with faster RTs for rich ($M = 5.988, \, SE = 0.029$) compared to lean stimuli ($M = 6.020, \, SE = 0.31$).

There was also a significant interaction between time $\times$ block $\times$ condition, $F(2, 36) = 7.063, \, p = 0.003, \, \eta^2_p = 0.282, \, d = 1.253$. Follow-up comparisons using Bonferroni corrections revealed that log RTs for the rich ($M = 5.946; \, SE = 0.023$) condition were faster than the lean ($M = 6.028; \, SE = 0.031$) condition post stimulation ($M = 5.973, \, SE = 0.037$) at block 3 for post stimulation, $p = .001$, irrespective of stimulation type (see Figure A2). There were no other comparisons, all ps $>.105$, or other significant main effects or interactions, ps between 0.073 and 0.895.

**Figure A3.** This graph depicts the significant interaction between condition x block x time illustrating faster reaction times for rich compared to lean for post stimulation, irrespective of stimulation type, for block 3 of the PLT.
Our behavioural analyses were commensurate with those of the extant PLT literature (Pizzagalli et al., 2005; Pizzagalli et al., 2008) indicating that response accuracy increased for the richly rewarded stimuli across blocks, whilst accuracy decreased for the lean rewarded stimuli, suggesting that participants acquired a response bias. Irrespective of stimulation type, reaction time was also quicker for rich compared to lean stimulation post stimulation. This reaction time result could be indicative of familiarity with the PLT, although we included the same number of PLTs as Duprat et al., (2016) who found faster reaction times for the rich stimuli following active iTBS alone.

**Appendix Q- Bayes Factor cut-offs Cortex.**

Given the Bayesian approach adopted we intended to continue collecting data until the resultant Bayes factors for primary and secondary analyses were all greater than 6 or less than 1/6 or we have collected data from 30 participants, due to feasibility constraints and in line with the above calculations. Bayes factors greater than 6 are to be interpreted as substantial evidence for the hypothesis and Bayes factors less than 1/6 are to be interpreted as substantial evidence for the null (Dienes, 2011; Jeffreys, 1998). This cut off aligns with Cortex’s guidelines. However, due to complications arising from COVID, and not being able to continue testing, we were not able to meet this stringent threshold of obtaining Bayes Factors above 6 or below 1/6.