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Highlights 

• Maximize renewable energy penetration through coordinated re-phasing of solar PV. 

• An automatic PV re-phasing switch that can connect to single-phase PV inverters. 

• A modified DBFOA to determine the optimum phase combination of PV systems. 

• The key mechanisms of DBFOA are modified to cater to PV re-phasing problem. 

• A contextually optimized initializer to improve the convergence speed of DBFOA. 

Abstract 

As combating climate change has become a top priority and as many countries are taking steps to 

make their power generation sustainable, there is a marked increase in the use of renewable energy 

sources (RESs) for electricity generation. Among these RESs, solar photovoltaics (PV) is one of 

the most popular sources of energy connected to LV distribution networks. With the greater 

integration of solar PV into LV distribution networks, utility providers impose caps to solar 

penetration in order to operate their network safely and within acceptable norms. One parameter 

that restricts solar PV penetration is unbalances created by loads and single-phase rooftop schemes 

connected to LV distribution grids. In this paper, a novel method is proposed to mitigate voltage 

unbalance in LV distribution grids by optimally re-phasing grid-connected rooftop PV systems. A 

modified version of the discrete bacterial foraging optimization algorithm (DBFOA) is introduced 

as the optimization technique to minimize the overall voltage unbalance of the network as the 

objective function, subjected to various network and operating parameters. The impact of utilizing 

the proposed PV re-phasing technique as opposed to a fixed phase configuration are compared 

based on overall voltage unbalance, which was observed hourly throughout the day. The case 

studies show that the proposed approach can significantly mitigate the overall voltage unbalance 

during the daytime and can facilitate to increase the usable PV capacity of the considered network 

by 77%.  

Keywords: Renewable energy integration, Rooftop solar PV, PV re-phasing, network unbalance, 

LV distribution networks, Bacterial foraging optimization. 
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List of Abbreviations 
ACO Ant Colony Optimization 

ADN Active Distribution Network 

APF Active Power Filter 

BFOA Bacterial Foraging Optimization Algorithm 

BF-SD Bacterial Foraging-Spiral Dynamic 

CPN Colored Petri nets 

CPU Central Processing Unit 

DBFOA Discrete Bacterial Foraging Optimization 

DG Distributed Generators 

DFR Distribution Feeder Reconfiguration 

DGA Discrete Genetic Algorithm 

DSS Distribution System Simulator 

DVR Dynamic Voltage Restorer 

FPV Floating PV 

GA Genetic Algorithm 

GPV Ground-mounted PV 

HS Heuristic Search 

IEC International Electrotechnical Commission 

LV Low Voltage 

LVDG Low Voltage Distribution Grid 

MV Medium Voltage 

PV Photovoltaic 

PWM Pulse Width Modulation 

RES Renewable Energy Sources 

RMS Root Mean Square 

SA Simulated Annealing 

SCADA Supervisory Control and Data Acquisition 

SFLA Shuffled Frog Leaping Algorithm 

SOP Soft Open Points 

SOCP Second-Order Cone Programming 

S-MILP Stochastic Mixed-Integer Linear Programming 

VUF Voltage Unbalance Factor 

 

Nomenclature 
ℍ𝑉𝑈

𝑖 Highest unbalance region in the network 

𝑖 Index of i-th PV configuration vector 

𝑗 Incremental counter (index) for D-Chemotaxis step 

𝐽𝐶
𝑖  Cumulative cost of i-th PV configuration vector 

𝐽𝑙𝑎𝑠𝑡 Best cost recorded 

𝐽(𝑖, 𝑗, 𝑘, 𝑙) 
Cost of i-th PV configuration vector at  j-th D-Chemotaxis step, k-th D-Reproduction step and l-th 

D-Elimination Dispersal step 

𝐽(𝒙) Penalized objective function 

𝑘 Incremental counter (index) for D-Reproduction step 

kn Radius of the highest unbalance region 

𝑘𝑅 Number of phase combinations having smallest active power mismatch 

𝑙 Incremental counter (index) for D-Elimination Dispersal step 

nVUFmax
 Busbar with the highest voltage unbalance 

𝑁 Total number of busbars in the network 

𝑁𝑐 Number of D-Chemotaxis steps 

𝑁𝑝𝑣 Number of grid-connected PV systems in the network 

𝑁𝑟 Maximum number of random phase changing steps performed 

𝑁𝑟𝑒 Number of D-Reproduction steps 

𝑃𝑒𝑑 D-Elimination Dispersal probability 

𝑟 Incremental counter (index) for the random phase changing step 

𝑅𝑁𝑖 A random number between 0 and 1 

𝑆 Number of PV configuration initializers 

𝑉𝑈𝐹̅̅ ̅̅ ̅̅  Mean voltage unbalance factor 

𝑉𝑈𝐹𝑚𝑎𝑥 Specified maximum unbalance level 

𝑉𝑈𝐹𝑛 Voltage unbalance factor at 𝑛-th busbar 
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𝑉𝑚𝑎𝑥 Specified maximum phase voltage magnitude 

𝑉𝑚𝑖𝑛 Specified minimum phase voltage magnitude 

𝑉𝑛
− Negative sequence voltage component at n-th busbar 

𝑉𝑛
+ Positive sequence voltage component at n-th busbar 

𝑉𝑛
𝑎 Voltage magnitude of phase-a at n-th busbar 

𝑉𝑛
𝑏 Voltage magnitude of phase-b at n-th busbar 

𝑉𝑛
𝑐 Voltage magnitude of phase-c at n-th busbar 

𝒙 PV configuration vector 

𝑥𝑚 m-th element of the PV configuration vector 

𝒙𝑖(𝑗, 𝑘, 𝑙) 
i-th PV configuration vector at j-th D-Chemotaxis step, k-th D-Reproduction step and l-th D-

Elimination Dispersal step 

𝑍𝑎𝑏𝑐𝑛 Impedance matrix for the overhead cable 

𝜇𝑉𝑛
𝑎 Penalty function for voltage magnitude of phase-a 

𝜇𝑉𝑛
𝑏 Penalty function for voltage magnitude of phase-b 

𝜇𝑉𝑛
𝑐 Penalty function for voltage magnitude of phase-c 

𝜇𝑉𝑈𝐹𝑛
 Penalty function for voltage unbalance 
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1. Introduction 

With the de-carbonization agenda of many countries, the integration of renewable energy sources 

(RES) such as solar and wind energy into the power system has increased considerably. Among 

these RES, photovoltaic solar energy (PV) is one of the fastest-growing renewable energy sources 

with an annual growth rate of 35 to 40% [1]. At the end of 2019, the global cumulative solar energy 

capacity stood at 580 GW. These installations come in three forms: ground-mounted PV (GPV) 

[2, 3], floating PV (FPV) [4, 5], and rooftop PV [6,7]. As GPV and FPV use dedicated feeders for 

connection to the network, there is no local impact on the network, whereas the random installation 

of small-size rooftop PV systems in LV networks causes a voltage unbalance. The unbalance in 

the phase voltages and the resulting flow of large neutral currents can increase the distribution and 

transformer losses due to overheating and can overload the neutral conductor [8,9]. Due to these 

consequences of voltage unbalance, utility providers limit the usable PV capacity that they can 

accommodate for LV networks [10–12]. Therefore, an effective solution is needed to improve the 

future integration of solar PV sources into LV networks. How to effectively reduce the unbalance 

is a long-standing question, and much effort has been devoted to answering this question in the 

past decade.  

Table 1 summarizes the various approaches proposed in the literature in order to minimize network 

unbalance along with their advantages and limitations. As can be seen from Table 1, these 

techniques can be mainly divided into two categories [13]. The first category mitigates the network 

unbalance by using neutral current compensation devices such as passive harmonic filters and 

specially designed active power filters. The second category is based on distribution network 

reconfiguration techniques and can be divided into two: distribution feeder reconfiguration (DFR) 

and phase balancing. It is important to note that both DFR and phase balancing techniques use 

non-linear, non-differentiable, highly combinatorial, and constrained optimization algorithms to 

find the optimal solution [14]. 

The neutral current compensation devices do not mitigate the network imbalance, but they filter 

excess neutral current flowing through the neutral conductor. In [15], a synchronous machine has 

been used to filter out all the zero-sequence harmonic currents of the neutral. Apart from the 

synchronous machines, different transformer topologies have also been analyzed by the researches 

to compensate neutral current. Commonly used topologies to reduce the neutral current are a zig-

zag transformer [16], a star-delta transformer [17], T-connected transformer [18] and, star-hexagon 

transformer constructed from three single-phase three-winding transformers [19]. Nowadays, 

power-electronic-based compensators such as H-bridge shunt Active Power Filter (APF) [20], 

capacitor midpoint APF [21], and three-phase four-wire four-leg APF  [22], and Dynamic Voltage 

Restorer (DVR) [23] have also been used to overcome neutral current and other power quality 

problems. However, all of the aforementioned methods reduce only the neutral current but cannot 

reduce total power loss, voltage, or current unbalance. Hence, many researchers have used DFR 

techniques to mitigate system-level unbalance and power losses. 

The DFR technique optimizes the open or closed status of sectionalizing switches and tie switches 

to transfer the loads from overloaded feeders to the lightly loaded feeders in order to minimize 
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desired objective functions (e.g., voltage unbalance, load unbalance, power loss, etc.) [24]. Many 

researchers have used different optimization techniques to identify the optimum states of the 

sectionalizing and/or tie switches. In [25], a heuristic search methodology has been utilized for the 

feeder reconfiguration problem. In [26], Ant Colony Optimization (ACO) along with Graph 

Theory has been used to determine the optimum status while maintaining the system radiality. In 

[27], a method to convert distribution network reconfiguration problem into a spanning tree of the 

graph is proposed, then an improved ACO algorithm is utilized to solve the reconfiguration 

problem. In [28], the genetic algorithm (GA) is utilized for the reconfiguration problem using a 

composite multi-objective function of power loss saving, voltage profile, voltage unbalance and 

current unbalance of the system. In [29], a multi-objective evolution programming method with 

adapted weight calculation is applied in order to overcome the weakness of the traditional GAs 

[30,31]. In [32], a combined optimization technique has been developed with heuristic rules and 

fuzzy logic for efficiency and robust performance. A hybrid optimization algorithm based on fuzzy 

logic and Bees algorithm is also used in reconfiguration and multiple DG placement [33]. In 

addition, a Colored Petri nets (CPN) inference mechanism-based distribution feeder load balancing 

technique has been proposed in [34]. An improved version of an aforementioned CPN optimization 

algorithm is proposed in [35]. Recently, an enhanced second-order cone programming (SOCP)-

based method for load balancing using multi-terminal soft open points (SOP) has been proposed 

in [36]. An improved version of the aforementioned algorithm has been proposed in [37] which 

allocates SOPs and DG units simultaneously with and without network reconfiguration. In [38], a 

dynamic distribution network reconfiguration approach is proposed in the context of the active 

distribution network (ADN) under high penetration of distributed generations. In [39], an optimal 

network reconfiguration technique is formulated as a multi-objective stochastic mixed-integer 

linear programming (S-MILP) model. In [40], a new technique based on Bacterial Foraging with 

Spiral Dynamic (BF-SD) is applied for simultaneous optimization of re-phasing, reconfiguration, 

and DG placement. Although the aforementioned DFR techniques can only mitigate unbalance at 

the system level it cannot mitigate phase unbalance at the feeder level [13]. Hence, phase balancing 

techniques have been proposed to mitigate feeder level unbalance.  

The phase balancing technique can be implemented in two ways: (1) load re-sequencing and (2) 

load re-phasing. In the load re-sequencing technique, the phase sequence at each busbar is re-

sequenced to their optimal combination. To avoid any reverse operation of inductive loads, the 

positive and negative phase sequences are only taken into account [41]. In the load re-phasing 

technique, the loads from the overloaded phases are transferred to the lightly loaded phases by 

analyzing the current or power difference between the phases. To identify the optimum phase 

sequence for the three-phase loads and optimum phase combination for the single-phase loads, 

different optimization techniques have been proposed. In [42], a mixed-integer programming 

formulation for phase balancing optimization has been proposed. In [43],  Simulated Annealing 

(SA) has been introduced as an effective method to solve the phase balancing problem while 

paying attention to the non-linear effects such as voltage drops and energy losses. In [44], an 

application program is developed which contains a function of load flow and phase balancing of 

feeders with phase re-phasing. In [45], A fuzzy logic-based phase balancing approach along with 

an optimization oriented expert system has been proposed for LVDGs. An advanced version of 

the aforementioned algorithm has been proposed in [46] in which the algorithm is extended for 
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both radial and meshed distribution networks in the presence of unbalanced loads. In [47] and [48], 

the economic feasibility of the phase balancing approach to mitigate network unbalance has been 

analyzed under the presence of plug-in battery electric vehicles changing and distributed energy 

storage systems.  However, all of these phase balancing techniques have been tested on small LV 

networks with a few loads and have not been implemented in large LV networks due to the high 

computational time they use to identify the optimum solution. Also, the aforementioned unbalance 

mitigation techniques raise many concerns when they implemented in practical networks such as: 

• high initial cost due to the fact that load switches need to be installed between the phases, 

at each end of the client [13], 

• several other indirect costs such as the cost of customer interruption, the cost of customer 

reliability, etc. [47], and 

• possible harm or damage to the customer equipment at the time of re-phasing. 

Considering the above limitations of load re-phasing, in this paper, a PV re-phasing technique is 

proposed that only relies on the rooftop solar systems to minimize the network unbalance. 

Therefore, the re-phasing switches need to be installed only at the connection point of each rooftop 

solar system and require much fewer re-phasing switches per network as compared to load/feeder 

re-phasing techniques. Due to this low capital requirement for the implementation of the proposed 

PV re-phasing technique, it is ideal for the large-scale deployment in LV networks to minimize 

the network unbalance. Also, the proposed PV re-phasing technique has no impact on supply 

reliability and requires minimum or no customer interruption. Therefore, the proposed PV re-

phasing technique is a more economical and effective way to minimize the network unbalance, 

and thereby facilitate to improve the integration of clean and renewable solar energy into the LV 

networks. The main contributions of this paper are listed as follows: 

• A novel strategy to minimize unbalance in LV networks based on automatic re-phasing 

of grid-connected rooftop PV systems. The grid-connected rooftop solar systems are 

periodically re-phased to their optimal phase combination at pre-selected time intervals to 

minimize the system unbalance. The proposed PV re-phasing technique can maintain the 

voltage unbalance well below the 1% threshold line while simultaneously maintaining the 

phase voltages within their acceptable limits. This will help utility providers to allow more 

rooftop solar systems into the network without bothering about network unbalance. The 

case studies demonstrate that the proposed PV re-phasing strategy can improve the usable 

PV capacity of the considered network by 77%. 

• A PV rephasing switch is proposed to perform automatic rephasing of grid-connected 

single-phase PV systems. Since the re-phasing switch only re-phases rooftop PV systems, 

not the loads or the feeders, it will not have any impact on supply reliability. Additionally, 

no customer interruption is required at the time of PV re-phasing.  

• A discrete bacterial foraging optimization algorithm (DBFOA) was introduced to 

determine the optimal phase combination of grid-connected single-phase PV systems. 

The proposed DBFOA improves upon the classical BFOA by modifying the principal 

mechanisms of the classical method to specifically catered to the PV re-phasing problem, 

thereby increasing both convergence speed and accuracy. The proposed bacterial foraging 
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optimization algorithm determines the optimal phase combination for rooftop PV systems 

such that it will minimize the violations of voltage unbalance and phase voltage 

magnitudes. 

The rest of the paper is organized as follows. Section 2 describes the structure of the proposed re-

phasing switch and the overall operating mechanism of the PV re-phasing technique. Section 3 

formulates the PV re-phasing problem. Section 4 describes the principal mechanisms of the 

proposed bacterial foraging optimization algorithm and the implementation details (i.e. the flow 

chart and the pseudo-code), as well as the simulation results, are given in section 5. Finally, section 

6 presents our conclusions and future work. 

Table 1: Summary of available techniques to mitigate network unbalances from the literature 

Category Technique Examples Advantages Limitations 

Neutral 

current 

compensating 

devices 

Passive filters 

and 

transformers 

Synchronous 

machines as 

filters [15] 

• Not require any 

additional controller 

• Synchronous 

machine can be 

operated as a 

synchronous 

condenser (to 

reactive power 

control) and/or 

motor or generator. 

• Compensation 

characteristic 

depends on the 

zeros sequence 

impedance of the 

synchronous 

machine 

• High initial and 

maintenance cost 

• Bulky  

T connected 

transformer 

[18] 

• Neutral current can 

be compensated to a 

large extent • Compensation 

characteristics are 

depending on the 

impedance of the 

transformer, 

location, and source 

voltage 

Star-hexagon 

transformer 

[19] 

• Can reduce the zero-

sequence harmonic 

current to a large 

extent 

Star-Delta 

transformer 

[17] 

• Neutral current can 

be reduced to a large 

extent 

Zig-zag 

transformer 

[16] 

• Neutral current can 

be reduced to a large 

extent 

• Neutral voltage 

variations may lead 

to abnormal 

operation of the 

load side. 

Active power 

filters  

H-bridge 

shunt APF 

[20] 

• Control can be done 

either as a three-

phase unit or three 

separate single-phase 

units 

• Increased number 

of switching 

devices 

Three-phase 

four-wire 

capacitor 

• Ability to reduce 

power quality 

problems 

• Voltage unbalance 

between the 

capacitors 
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midpoint APF 

[21] 
• Compensate not only 

the neutral current 

but also the 

harmonics from 

loads 

Three-phase, 

four-wire, 

four-leg APF 

[22] 

• Most suitable for 

compensation of 

high neutral currents 

• Better controllability 

• Lower DC voltage 

requirement 

• Difficulty in 

controlling the four-

leg inverter 

Distribution 

network 

reconfiguration 

techniques 

Distribution 

feeder 

reconfiguration 

[24], [25], 

[26], [27], 

[28], [29], 

[30], [31], 

[32], [33], 

[34], [35], 

[36], [37], 

[38], [39], [40] 

• Minimize load 

imbalance 

• Loss reduction 

• Congestion 

management 

• Increased hosting 

capacity in normal 

conditions 

• Capability to isolate 

fault areas by 

maintaining 

continuity of power 

supply to non-faulted 

areas 

• Only mitigate the 

system level 

unbalance and 

cannot mitigate the 

phase level 

unbalance 

Phase balancing 

(load re-

sequencing and 

load re-phasing) 

[41], [42], 

[43], [44], 

[45], [46] 

• Ability to minimize 

phase level 

unbalance 

• A large number of 

re-phasing switches 

need to be installed 

• Require complex 

optimization 

techniques to find 

optimal phase 

combination for 

load switches 
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2. PV re-phasing arrangement 

In this section, the structure of the re-phasing switch and the operating mechanism of automatic 

PV re-phasing in LV distribution grids are explained. 

2.1. Structure of the PV re-phasing switch 

 

Figure 1: (a)-Thyristor switch, (b)-Inverter arrangement 

Figure 1-(a) shows a schematic of a PV rephasing switch that can be connected to the output of 

the single-phase inverter. As can be seen, switching between phases can be achieved by blocking 

the already conducting pair of thyristors (or trial) and turning the pair of thyristors that are 

connected to the phase to which output should be connected. In order to avoid any circulating 

current between phases, a dead band should be introduced between the blocking signal and the 

turning on signal. However, this will eventually course the PV inverter to take the start-up mode, 

thus, introducing an interruption of a few minutes (less than 3 min). This configuration is widely 

used for ac switching applications and its operation can be found in standard textbooks [49]. The 

thyristors used for this configuration should be able to continuously carry the maximum current 

that the PV plant generates. The main drawbacks are the continuous on-state loss (equal to the 

square of the current times dynamic resistance of the thyristor) and the extra cost due to the 

introduction of three back-to-back thyristors and its control circuits.  

The inverter in Figure 1-(b) shows an alternative rephasing arrangement that can be used for 

nanosecond level transients from one phase to another. In this arrangement, a half-bridge inverter 

is used to convert dc into ac. If the output needs to be connected to Phase - a then switches S1 and 

S2 are operated in a complementary manner using a PWM switching pattern and all the other 

switches are blocked. If the output needs to be connected to Phase - b then S1 and S2 will be blocked 

and S3 and S4 will be turned on. Even though the presence of two extra arms incurs an additional 

cost, there are no additional losses due to the introduction of two more arms. The same arrangement 

can be introduced for full-bridge single-phase inverters. 
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When the above arrangements are employed for PV rephasing, switching from one phase to 

another will take place throughout the day and power electronic switches will experience transient 

switching. A similar arrangement as Figure 1-(a) is used in power factor correction capacitors, 

which switches the capacitors depending on the power factor of the load, many times a day, and 

they have proven to be robust under such frequent switching operations for many decades. This 

additional switching transient that operates on switches in Figure 1-(b) will not have any impact 

on switches as they are anyway switched at 5-10 kHz frequency by PWM during normal operation. 

2.2. The architecture of the automatic PV re-phasing arrangement 

 

Figure 2: Schematic of the automatic PV re-phasing arrangement 

Figure 2 shows the operating mechanism of the proposed PV re-phasing strategy. The necessary 

data such as PV generations and load demands are measured from smart meters and transmitted to 

the smart metering system. Typically, these smart meter measurements are subjected to different 

types of systematic, random, and communication errors [50,51]. Therefore, in the next step, state 

estimation is performed to detect the presence of bad data. These preprocessed smart meter data 

are sent to the PV re-phasing algorithm to determine the optimal phase combination of grid-

connected PV systems, such that the overall voltage unbalance of the network is minimized. 

Finally, the re-phasing program transmits the required phase changes of PV systems through the 

smart metering system to the installed PV re-phasing switches and the re-phasing operation is 

carried out. 

The time required for a PV re-phasing operation depends on the time it takes to transmit smart 

meter data from consumers and producers to the smart metering system (about 4.7 sec under 112 

OFDM Symbol Data Frame [52]), the time required for system state estimation (about 0.10 sec 

[53]), the time required to execute the PV rephasing algorithm (about 33.7 sec – see Table 8), and 

the time it takes to transmit PV rephasing commands from smart metering system to PV rephasing 
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switches (about 4.7 sec under 112 OFDM Symbol Data Frame [52]). Therefore, the need for a PV 

re-phasing operation can be detected and then successfully executed in approximately 43.2 

seconds. As mentioned in section 2.1, the actual operation of the PV rephasing switches could vary 

from 3 min for the topology shown in Figure 1-(a) to a few nanoseconds for the topology shown 

in Figure 1-(b). 
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3. Problem formulation 

The aim of this work is to develop a strategy to minimize the overall voltage unbalance of the 

network such that the power quality and the reliability of the distribution system can be improved. 

The objective of this optimization problem can be expressed as the minimization of the mean 

voltage unbalance factor (𝑉𝑈𝐹̅̅ ̅̅ ̅̅ ) of the network as in, 

𝑉𝑈𝐹̅̅ ̅̅ ̅̅ =
1

𝑁
 ∑ 𝑉𝑈𝐹𝑛

𝑁

𝑛=1

 (1) 

where, 𝑉𝑈𝐹𝑛 is the voltage unbalance factor at 𝑛-th busbar and  𝑁 is the total number of busbars 

in the network. 

Subjected to the constraints: 

1. Voltage unbalance at each busbar (𝑉𝑈𝐹𝑛) must be strictly below the specified maximum 

unbalance level (𝑉𝑈𝐹𝑚𝑎𝑥): 

 𝑉𝑈𝐹𝑛  ≤  𝑉𝑈𝐹𝑚𝑎𝑥 (2) 

for 𝑛 = 1,2,3, … , 𝑁. 

2. Phase voltage magnitudes (𝑉𝑛
𝑎, 𝑉𝑛

𝑏 , and 𝑉𝑛
𝑐 ) must strictly between the upper (𝑉𝑚𝑎𝑥)  and 

lower (𝑉𝑚𝑖𝑛)  limits: 

𝑉𝑚𝑖𝑛  ≤  𝑉𝑛
𝑎 , 𝑉𝑛

𝑏 , 𝑉𝑛
𝑐  ≤  𝑉𝑚𝑎𝑥 (3) 

for 𝑛 = 1,2,3, … , 𝑁, where, 𝑉𝑛
𝑎, 𝑉𝑛

𝑏 and 𝑉𝑛
𝑐  are the voltage magnitudes of 𝑎, 𝑏, and 𝑐 phases 

at 𝑛-th busbar, respectively. 

Equation (1) corresponds to the objective function to be minimized and represents the overall 

voltage unbalance (𝑉𝑈𝐹̅̅ ̅̅ ̅̅ ) of the distribution network. The inequality in (2) considers a constraint 

for voltage unbalance factor and ensures individual voltage unbalance factors (𝑉𝑈𝐹𝑛 for 𝑛 =

1,2, . . , 𝑁) are below the specified maximum value, 𝑉𝑈𝐹𝑚𝑎𝑥. The inequality in (3) deals with the 

constraints for voltage magnitudes. It ensures the phase voltages (𝑉𝑛
𝑎, 𝑉𝑛

𝑏 , and 𝑉𝑛
𝑐  ) fall within the 

acceptable voltage limits (lower limit 𝑉𝑚𝑖𝑛 and upper limit 𝑉𝑚𝑎𝑥). In this study, 𝑉𝑚𝑖𝑛 was 

considered as 0.94 pu and 𝑉𝑚𝑎𝑥 was considered as 1.06 pu. In other words, (2) and (3) define the 

feasible regions for voltage unbalance (𝑉𝑈𝐹𝑛) and phase voltage magnitudes (𝑉𝑛
𝑎, 𝑉𝑛

𝑏 , 𝑉𝑛
𝑐), 

respectively.  

In order to minimize (1) while simultaneously satisfying the constraints (2) and (3), penalty 

functions were introduced. The main idea of these penalty functions is that an optimal PV 

configuration (i.e. the optimal solution) requires that constraints be active so that this optimal 

solution lies in the feasible regions for voltage unbalance and phase voltage magnitudes. To ensure 

this, a penalty is applied to possible solutions when constraints are not satisfied. Therefore, the 

aforementioned optimization problem was reformulated as the minimization of the penalized 

objective function, 𝐽(𝒙), given by, 
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𝐽(𝒙) =  𝑉𝑈𝐹̅̅ ̅̅ ̅̅ + 𝑘1 ∑ 𝜇𝑉𝑈𝐹𝑛

𝑛=𝑁

𝑛=1

+  𝑘2 (∑ 𝜇𝑉𝑛
𝑎

𝑛=𝑁

𝑛=1

+  ∑ 𝜇𝑉𝑛
𝑏

𝑛=𝑁

𝑛=1

+ ∑ 𝜇𝑉𝑛
𝑐

𝑛=𝑁

𝑛=1

) (4) 

where, 

the penalty function for voltage unbalance (𝜇𝑉𝑈𝐹𝑛
) is given by: 

 

𝜇𝑉𝑈𝐹𝑛
=  {

𝑉𝑈𝐹𝑛 −  𝑉𝑈𝐹𝑚𝑎𝑥 ;  when 𝑉𝑈𝐹𝑛 >  𝑉𝑈𝐹𝑚𝑎𝑥   
0                             ;  when 𝑉𝑈𝐹𝑛  ≤  𝑉𝑈𝐹𝑚𝑎𝑥

 for 𝑛 = 1, … , 𝑁 (5) 

the penalty function for voltage magnitudes of phase-a (𝜇𝑉𝑛
𝑎) is given by:  

𝜇𝑉𝑛
𝑎 =  {

|𝑉𝑛
𝑎 −  𝑉𝑚𝑖𝑛| ; when 𝑉𝑛

𝑎 <  𝑉𝑚𝑖𝑛                                    
0   ; when 𝑉𝑚𝑖𝑛  ≤  𝑉𝑛

𝑎  ≤  𝑉𝑚𝑎𝑥

𝑉𝑛
𝑎 −  𝑉𝑚𝑎𝑥   ; when 𝑉𝑛

𝑎  >  𝑉𝑚𝑎𝑥                                   
for 𝑛 = 1, … , 𝑁 (6) 

 the penalty function for voltage magnitudes of phase-b (𝜇𝑉𝑛
𝑏) is given by: 

𝜇𝑉𝑛
𝑏 =  {

|𝑉𝑛
𝑏 −  𝑉𝑚𝑖𝑛| ; when 𝑉𝑛

𝑏 <  𝑉𝑚𝑖𝑛                                     

0   ; when 𝑉𝑚𝑖𝑛  ≤  𝑉𝑛
𝑏  ≤  𝑉𝑚𝑎𝑥

𝑉𝑛
𝑏 −  𝑉𝑚𝑎𝑥   ; when 𝑉𝑛

𝑏  >  𝑉𝑚𝑎𝑥                                   

for 𝑛 = 1, … , 𝑁 (7)  

the penalty function for voltage magnitudes of phase-c (𝜇𝑉𝑛
𝑐) is given by: 

𝜇𝑉𝑛
𝑐 =  {

|𝑉𝑛
𝑐 −  𝑉𝑚𝑖𝑛| ; when 𝑉𝑛

𝑐 <  𝑉𝑚𝑖𝑛                                     
0   ; when 𝑉𝑚𝑖𝑛  ≤  𝑉𝑛

𝑐  ≤  𝑉𝑚𝑎𝑥

𝑉𝑛
𝑐 −  𝑉𝑚𝑎𝑥   ; when 𝑉𝑛

𝑐  >  𝑉𝑚𝑎𝑥                                   
for 𝑛 = 1, … , 𝑁  (8)   

𝒙 is the PV configuration vector, and  𝑘1and 𝑘2 are the constant imposed on the penalty functions. 

The graphical illustrations of these penalty functions are shown in Figure 3.  

 

Figure 3: Penalty functions for (a) voltage unbalance and (b) phase voltage magnitudes. 

The phase combination of grid-connected PV systems at a given time is represented by the PV 

configuration vector, 𝒙. Therefore, for a network having 𝑁𝑝𝑣 number of grid-connected PV 
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systems, the PV configuration vector 𝒙 consists of 𝑁𝑝𝑣 number of phase entries where each phase 

entry corresponds to the phase of a grid-connected PV system in the network. Hence, each element 

(𝑥𝑚) in the PV configuration vector-𝒙 can take one of the three phases (𝑖. 𝑒. 𝒙𝑚 ∈ ℙ, ℙ =
{𝑎, 𝑏, 𝑐}). The format of the PV configuration vector is illustrated in Figure 4 with an example PV 

combination. 

Format of the PV configuration vector 𝒙 ∈ ℙ𝑁𝑝𝑣 

Phase of 

𝑃𝑉1 

Phase of 

𝑃𝑉2 

Phase of 

𝑃𝑉3 
… … 

Phase of 

𝑃𝑉𝑚 
… … … 

Phase of 

𝑃𝑉𝑁𝑝𝑣 

 

Example PV configuration vector 𝒙𝑖 

Phase a Phase b Phase c … … 𝑥𝑚 ∈ ℙ … … … Phase a 

Figure 4:  The format of the PV configuration vector 𝒙 

It is important to note that there are different definitions available for the voltage unbalance factor; 

in this paper, the IEC definition [54] was used. In the IEC definition (IEC TR 61000-3-14:2011), 

the voltage unbalance factor is calculated as the ratio of negative sequence voltage component to 

the positive sequence voltage component and can be expressed as follows [54]: 

𝑉𝑈𝐹𝑛 =  
𝑉𝑛

−

𝑉𝑛
+ =  

Negative sequence voltage component at 𝑛th busbar

Positive sequence voltage component at 𝑛th busbar
× 100% (9) 

The three-phase sequence voltage components were obtained by the symmetrical transformation. 

The steps for the computation of three-phase sequence voltage components from three-phase 

voltages can be found in [41]. 

4. Bacterial Foraging Optimization 

Bacterial foraging optimization algorithm (BFOA) is a smart optimization technique that has 

proven to be very effective in search domains having several dimensions. BFOA is inspired by the 

social foraging behavior of E. coli bacteria. The underlying biology behind the foraging strategy 

of E. coli is emulated and used as a simple optimization algorithm [55,56]. In this paper, a discrete 

and adaptive version of BFOA is introduced to solve the PV re-phasing problem. 

4.1. Concept of BFOA 

During the foraging period, real bacteria achieve their motion with the help of their tensile flagella. 

Using these tensile flagella, bacteria can perform two basic motion types called tumble and swim. 

In the classical BFOA, the bacteria undergo chemotaxis, where they like to move towards nutrient 

gradient while avoiding the noxious environments. When they get enough food, they increase their 

length and under suitable temperature, they break in the middle to form an exact replica of itself. 

This phenomenon is called the event of reproduction in BFOA. However, due to the occurrence 

of sudden environmental changes or attacks, the chemotaxis progress may be destroyed, and a 

group of bacteria may move to some other place or some other mutation may be introduced to the 

bacteria population. This phenomenon is called the elimination dispersal event in BFOA, where 

all the bacteria in the region are killed or a group is dispersed into a new part of the environment. 
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References [55–61] provide a comprehensive analysis of the classical BFOA in different 

optimization problems. 

4.2. Primary steps of the proposed DBFOA 

The proposed DBFOA improves upon the classical BFOA by modifying the principal mechanisms 

to specifically handle the PV re-phasing problem. The modified versions of the principal 

mechanisms of the algorithm were named as D-Chemotaxis, D-Reproduction, and D-Elimination 

dispersal. The following subsections discuss these three principal mechanisms which drive the 

proposed DBFOA. The mapping of the terms in the PV re-phasing problem and the classical BFOA 

problem are shown in Table 2. 

Table 2: Related terminology 

Variable Definition in PV rephrasing problem Definition in classical BFOA 

𝑁𝑝𝑣 The number of grid-connected PV systems in the network The dimension of the search space 

𝑆 The number of PV configuration initializers Total population of the bacterium  

𝑁𝑐 The number of D-chemotactic steps The number of chemotactic steps 

𝑁𝑟 The maximum number of random phase changing steps performed The swimming length 

𝑁𝑟𝑒 The number of D-Reproduction steps The number of reproduction steps 

𝑃𝑒𝑑 D-elimination dispersal probability Elimination dispersal probability 

𝑖 i-th PV configuration vector The 𝑖-th bacterium in the population 

𝑗 Incremental counter (index) for D-Chemotaxis step Index for the chemotaxis step 

𝑘 Incremental counter (index) for D-Reproduction step Index for the reproduction step 

𝑙 Incremental counter (index) for D-Elimination Dispersal step Index of the elimination-dispersal event 

𝑟 Incremental counter (index) for the random phase changing step Index for swimming step 

𝐽(𝑖, 𝑗, 𝑘, 𝑙) The cost of 𝑖-th PV configuration vector 𝒙𝒊(𝑗, 𝑘, 𝑙) 
The cost at the location of the 𝑖-th 

bacterium 𝒙𝒊(𝑗, 𝑘, 𝑙) 

4.2.1. Discrete Chemotaxis (D-Chemotaxis): 

The D-Chemotaxis step updates the phase combination of a PV configuration vector such that the 

new phase combination has a lower cost value compared to its previous phase combination. In 

other words, the D-Chemotaxis step updates the phase combination in a direction corresponding 

to a gradient of decreasing cost value. 

Here, the present phase combination in 𝑖-th PV configuration vector is given by 𝒙𝑖(𝑗, 𝑘, 𝑙) and it’s 

updated version is denoted by 𝒙𝑖(𝑗 + 1, 𝑘, 𝑙) where, 𝑗, 𝑘, and 𝑙 are the index for D-Chemotaxis, D-

Reproduction, and D-Elimination dispersal, respectively. 

The proposed D-Chemotaxis step first identifies the highest unbalance region (ℍ𝑉𝑈
𝑖)  in the 

network corresponding to the phase combination in the 𝑖-the PV configuration vector, 𝑥𝑖(𝑗, 𝑘, 𝑙). 

Here, the highest unbalance region is referred to the busbars within kn number of busbars from the 

busbar with highest unbalance (nVUFmax
). Once the highest unbalance region ℍ𝑉𝑈

𝑖 is identified, 

only the phase combinations of grid-connected PV systems in the highest unbalance region,  

ℍ𝑉𝑈
𝑖, are randomly changed to generate the updated phase combination, 𝑥𝑖(𝑗 + 1, 𝑘, 𝑙). This 

reduces the number of possible phase configurations greatly, while mitigating the impact of re-

phasing on the overall network. However, the random change in the phases of PV systems in the 

highest unbalance region ℍ𝑉𝑈
𝑖 does not guarantee that it finds a phase combination with a lower 
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cost value compared to its present phase combination 𝑥𝑖(𝑗, 𝑘, 𝑙) at once. Therefore, in such a 

situation, the random phase changing is repeated until it finds a suitable phase combination with 

lower-cost value, within a maximum of  𝑁𝑟 iterations. If D-Chemotaxis is unable to find a phase 

combination with lesser cost value within the maximum 𝑁𝑟 cycles, then the present phase 

combination 𝑥𝑖(𝑗, 𝑘, 𝑙) is retained as its updated phase combination 𝑥𝑖(𝑗 + 1, 𝑘, 𝑙) as it is 

reasonable to assume that we have reached a low-cost point through random changes. 

The pseudocode of the D-chemotaxis procedure is given in Algorithm 1 and the main steps are 

depicted in Figure 5. 

Algorithm 1: D-Chemotaxis 

Step 1: Perform a load flow analysis for the phase combination in 𝑖-th PV configuration 

vector, 𝒙𝒊(𝑗, 𝑘, 𝑙). 

Step 2: Evaluate the cost function-𝐽(𝑖, 𝑗, 𝑘, 𝑙) based on the load flow results, and set 𝐽𝑙𝑎𝑠𝑡 =

𝐽(𝑖, 𝑗, 𝑘, 𝑙). 

Step 3: Identify the busbar with the highest voltage unbalance 𝑛𝑉𝑈𝐹𝑚𝑎𝑥
 and, then identify 

the busbars within the radius of  𝑘𝑛 busbars from the busbar with highest unbalance 

𝑛𝑉𝑈𝐹𝑚𝑎𝑥
 to form the highest unbalance region, ℍ𝑉𝑈. 

Step 4: Randomly change the phase combination of PV systems in the highest unbalance 

region ℍ𝑉𝑈 to find a phase combination with lower-cost value compared to 𝐽𝑙𝑎𝑠𝑡 .  

Step 5: If a suitable phase combination is identified within 𝑁𝑟 steps, then use that phase 

combination as the updated phase combination, 𝒙𝑖(𝑗 + 1, 𝑘, 𝑙).  

Step 6: Else, 𝒙𝒊(𝑗 + 1, 𝑘, 𝑙) =  𝒙𝑖(𝑗, 𝑘, 𝑙). 

 

Figure 5: Proposed D-Chemotaxis procedure 
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4.2.2. Discrete Reproduction (D-Reproduction) 

In D-Reproduction, the PV configuration vector having the highest cumulative cost (i.e. worst PV 

configuration) is eventually replaced by the PV configuration vector with the least cumulative cost 

(i.e. best PV configuration). The cumulative cost of the 𝑖-th PV configuration vector (𝐽𝐶
𝑖 ) for a 

given 𝑘 and 𝑙 was calculated from, 

𝐽𝐶
𝑖 =  ∑ 𝐽(𝑖, 𝑗, 𝑘, 𝑙)

𝑁𝑐+1 

𝑗=1

 (10) 

The pseudocode of the D-Reproduction step is given in Algorithm 2. 

Algorithm 2: D-Reproduction 

Step 1: Determine the cumulative cost 𝐽𝐶  of all the PV configuration vectors for given 𝑘 

and 𝑙 from Equation (10). 

Step 2: Replace the phase combination of the PV configuration vector having the highest 

cumulative cost by the phase combination of the PV configuration vector having 

the least cumulative cost. 

4.2.3. Discrete Elimination Dispersal (D-Elimination Dispersal) 

In D-Elimination Dispersal, some PV configuration vectors are randomly liquidated (eliminated) 

with a very small probability 𝑃𝑒𝑑 while the new replacements are randomly initialized over the 

search space. The D-Elimination Dispersal operator helps PV combinations that are trapped in 

local minima to escape. 

The pseudocode of the D-Elimination Dispersal step is given in Algorithm 3. 

Algorithm 3: D-Elimination Dispersal 

Step 1: For all PV configuration vectors (i.e. for 𝑖 = 1,2,3, … , 𝑆) repeat the following steps 

to perform D-Elimination dispersal. 

Step 2: Generate a Random Number between 0 and 1: 𝑅𝑁𝑖  =  𝑟𝑎𝑛𝑑(0,1). 

Step 3: If 𝑅𝑁𝑖 ≤ 𝑃𝑒𝑑, Replace the phase combination in 𝑖-th PV configuration vector by 

a random phase combination. 

Step 4: Else, proceed to Step 2 for the next PV configuration vector (𝑖 = 𝑖 + 1). 

 

4.3. Initialization of PV configuration vectors 

The BFOA is a population-based optimization algorithm. Hence, the quality of the optimal solution 

and the time to convergence heavily depend on the initial population (in this paper the initial 

population is also referred to as the set of PV configuration initializers to add more contextual 

flavor). In most of the situations, the initial population is randomly selected from the solution 
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space. However, it has been noted that random initialization is not an effective way to initialize 

the PV configuration initializers, especially when more contextual information is available to 

better optimize the selection of the initial points. Therefore, a novel initialization method was 

introduced to identify the suitable phase combinations for PV configuration initializers. A 

performance comparison is added in the results and discussion to highlight the effectiveness of the 

proposed initialization technique. 

The proposed initialization method determines the initial phase combinations for the PV 

configuration initializers in such a way that those initial phase combinations have a smaller active 

power mismatch (see algorithm 4, step 4) at the secondary side of the MV-LV transformer. The 

suitable phase combinations with smaller active power mismatch were selected from the brute 

force checking strategy where the active power mismatch for the whole solution space is computed 

to identify the phase combinations that have smaller active power mismatch.  

However, it was observed that for an LVDG network having a large number of grid-connected PV 

systems, the brute force searching takes a longer time to find a set of suitable phase combinations 

with smaller active power mismatch because the algorithm needs to go through the entire solution 

space to identify the phase combinations that have smaller active power mismatch. For an example, 

let us consider the network used for the simulation (see Figure 9) which has 26 number of grid-

connected PV systems. For this network, the initialization algorithm should go through 

approximately 326 ≈ 2.54 trillion possible phase combinations (solutions) to identify the best 

phase combinations having smaller active power mismatch if the partitioning of the network is not 

considered. This not only leads to a longer execution time but also requires massive computer 

memory to execute the algorithm. 

As a solution to the above problem, the network was partitioned into smaller zones/regions 

(𝑅1, 𝑅2, 𝑅3, … )  which have about 2-6 nearby grid-connected PV systems, which are then utilized 

to identify phase combinations with smaller active power mismatch for each zone (see Figure 9). 

In this way, the possible phase combinations (solutions) of each zone is in the order of hundreds 

(36 = 729) and the initialization can be done very fast according to the algorithm outlined in 

Algorithm 4. In addition, this method does not require a large memory to execute and can also be 

executed in parallel for all the zones at the same time to make the initialization even faster. In other 

words, a regional minimization is performed to facilitate global optimization. The proposed 

initialization process is graphically illustrated in Figure 6 and the pseudocode is given in Algorithm 

4.  

 

Algorithm 4: Initialization of PV configuration initializers 

Step 1: Collect active power consumption of loads and the active power generation by PV 

systems through smart meters.  

Step 2: Partition the large network into smaller regions (𝑅1, 𝑅2, 𝑅3, … , 𝑅𝑟). 
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Step 3: Identify the solution space (i.e. all possible phase combinations) for each region. 

Note: For a region having 𝑤 number of grid-connected PV systems, there are  3𝑤 

possible phase combinations in the solution space. 

Step 4: Execute in parallel for 𝑹𝟏, 𝑹𝟐, 𝑹𝟑, … , 𝑹𝒓: 

1) Calculate the active power mismatch for each phase combination in the 

solution space. The active power mismatch is quantified by the standard 

deviation of the three-phase active power in that region. 

2) Identify 𝑘𝑅(= 4) phase combinations having a smallest active power 

mismatch among the all possible phase combinations. 

Step 5: Randomly combine the identified phase combinations for each region to form the 

initial phase combinations for PV configuration initializers. 

 

Figure 6: Generation of initial phase combinations for PV configuration initializers based on 

active power balancing technique for a large distribution network. 
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4.4. Implementation of DBFOA 
4.4.1. The complete structure of the proposed DBFOA 

The complete structure of the proposed DBFOA is shown in Figure 7. 

 

Figure 7: Continued. 
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Figure 7: The complete structure of the proposed DBFOA 
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4.4.2. Pseudocode of DBFOA 

The pseudocode of the proposed DBFOA applied to reduce overall unbalance of a network is given 

in Algorithm 5. 

Algorithm 5: The proposed DBFOA 

Step 1: Initialize all the PV configuration initializers - 𝒙𝒊 (use Algorithm 4). 

Initialize of the following parameters: 

• 𝑆: The number of PV configuration initializers. 

• 𝑁𝑐: The maximum number of D-Chemotaxis is performed. 

• 𝑁𝑠: The Maximum number of times random phase changing is performed. 

• 𝑁𝑟𝑒: The maximum number of times D-Reproduction is performed. 

• 𝑃𝑒𝑑: The probability that each PV configuration vectors are eliminated. 

Set all loop counters to zero. 

• Incremental counter for D-Elimination dispersal step (𝑙) = 0. 
• Incremental counter for D-Reproduction step (𝑘) = 0. 
• Incremental counter for D-Chemotaxis step (𝑗) = 0. 
• Index of the PV configuration vectors (𝑖) = 0. 

 

Step 2: D-Elimination Dispersal loop: 𝑙 = 𝑙 + 1. 

 

Step 3: D-Reproduction loop: 𝑘 = 𝑘 + 1. 

 

Step 4: D-Chemotaxis loop, 𝑗 = 𝑗 + 1. [Algorithm 1] 

A. For 𝑖 = 1,2, … , 𝑆, execute a D-Chemotaxis step for 𝑖-th PV configuration 

vector as follows. 

B. Perform a load flow analysis for the phase combination in 𝑖-th PV 

configuration vector - 𝒙𝑖(𝑗, 𝑘, 𝑙) to obtain three-phase voltages and voltage 

unbalance factors. 

C. Evaluate the cost function 𝐽(𝑖, 𝑗, 𝑘, 𝑙). 

D. Let 𝐽𝑙𝑎𝑠𝑡 = 𝐽(𝑖, 𝑗, 𝑘, 𝑙) so that the PV configuration vector having a lower 

cost could be identified. 

E. Identify the highest voltage unbalance region ℍ𝑉𝑈
𝑖  corresponding to phase 

combination 𝒙𝑖(𝑗, 𝑘, 𝑙) from the voltage unbalance factors obtained in Step 

4 B. 

F. Set: random phase changing loop counter to zero, 𝑟 = 0. 
G. While 𝑟 < 𝑁𝑟 , 

i. Increment the random phase changing loop counter: 𝑟 = 𝑟 + 1. 
ii. Randomly change the phase combination of the PV systems in the 

highest unbalance region to determine the new phase combination of 

𝑖-th PV configuration vector 𝒙𝑖(𝑗 + 1, 𝑘, 𝑙). 
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iii. Evaluate the cost function 𝐽(𝑖, 𝑗 + 1, 𝑘, 𝑙) corresponding to the phase 

combination 𝒙𝑖(𝑗 + 1, 𝑘, 𝑙). 

iv. If: 𝐽(𝑖, 𝑗 + 1, 𝑘, 𝑙) < 𝐽𝑙𝑎𝑠𝑡,   

Go to the next PV configuration vector (𝑖 = 𝑖 + 1) (i.e. Go to Step 4 

B. to process the next PV configuration vector). 

v. Else:   

Go to Step 4 G.   

H. End of while.  

Couldn’t find a phase combination better than 𝒙𝑖(𝑗, 𝑘, 𝑙).   
Set 𝒙𝑖(𝑗 + 1, 𝑘, 𝑙) = 𝒙𝑖(𝑗, 𝑘, 𝑙).  

Go to the next PV configuration vector (𝑖 = 𝑖 + 1) (i.e. Go to Step 4 B. to 

process the next PV configuration vector).  

 

Step 5: If, 𝑗 < 𝑁𝑐 go to Step 4  (𝑗 = 𝑗 + 1). In this case, continue D-Chemotaxis. 

Else, go to Step 6. 

 

Step 6: D-Reproduction [Algorithm 2]: 

A. For the given 𝑘 and 𝑙, and for each 𝑖 = 1,2, … , 𝑆 evaluate the cumulative 

cost of 𝑖-th PV configuration vector as follows: 

𝐽𝐶
𝑖 =  ∑ 𝐽(𝑖, 𝑗, 𝑘, 𝑙)

𝑁𝑐+1 

𝑗=1

 (11) 

B. Replace the phase combination of the PV configuration vector having the 

highest cumulative cost by the phase combination of the PV configuration 

vector having the least cumulative cost. 

 

Step 7: If 𝑘 < 𝑁𝑟𝑒, go to Step 3 (𝑘 = 𝑘 + 1). We have not reached the number of 

specified D-reproduction steps, so we start the next generation of the D-

Chemotaxis loop. 

Else, go to Step 8. 

 

Step 8: D-Elimination Dispersal [Algorithm 3]: 

➢ For 𝑖 = 1,2, … , 𝑆, eliminate PV configuration vectors with probability 𝑃𝑒𝑑 

while the new replacements are randomly initialized over the search space. 

 

Step 9: If, 𝑙 < 𝑁𝑒𝑑, go to Step 2 (𝑙 = 𝑙 + 1); 

Else, End. 
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4.4.3. Parameters of DBFOA 

The parameter values used in the proposed DBFOA are given in Table 3. The number of PV 

configuration initializers (𝑆), and the values for 𝑁𝑐, 𝑁𝑟 , 𝑁𝑟𝑒, and 𝑁𝑒𝑑 were selected by considering 

the convergence speed of the DBFOA and the values used in the previous studies [55,57,58]. The 

elimination-dispersal probability - 𝑃𝑒𝑑 and the radius of the highest unbalance region - 𝑘𝑛 were 

selected to maximize the convergence speed of DBFOA by executing the algorithm for a possible 

range of values for 𝑃𝑒𝑑 and 𝑘𝑛. 

Table 3: Parameter values used for the proposed DBFOA 

Parameter Value 

Number of PV configuration initializers (𝑆) 10 

Maximum number of D-Chemotaxis steps (𝑁𝑐) 5 

Maximum number of random phase changing steps (𝑁𝑟) 5 

Maximum number of D-Reproduction steps (𝑁𝑟𝑒) 5 

Maximum number of D-Elimination steps (𝑁𝑒𝑑) 5 

Elimination & dispersal probability (𝑃𝑒𝑑) 0.2 

The radius of the highest voltage unbalance region - ℍ𝑉𝑈 (𝑘𝑛) 3 

The maximum limit for phase voltage magnitudes (𝑉𝑚𝑎𝑥) 
1.06 

pu 

The minimum limit for phase voltage magnitudes (𝑉𝑚𝑖𝑛) 
0.94 

pu 

The maximum limit for voltage unbalance factors (𝑉𝑈𝐹𝑚𝑎𝑥) 1% 

Number of grid-connected PV systems in the network (𝑁𝑝𝑣) 26 

Number of busbars in the network (𝑁) 63 
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5. Test network 

 

Figure 8: Single line diagram of the test LVDG network (Lotus Grove, Sri Lanka) used for the 

simulations. 

The network topology with 63 busbars as shown in Figure 8 was used for the simulations. The 

number 0 node is the root node and connected to the secondary side of the MV-LV transformer. 

The rated capacity of the transformer is 400 kVA and the input/output voltage rating is 11 kV/415 

V. The solid lines in Figure 8 represent the three-phase feeders with three-phase or single-phase 

loads and PV systems connected. The per length impedance matrix of the feeder line is given in 

Table 4.  

Table 4: Impedance matrix (𝑍𝑎𝑏𝑐𝑛) per km for the overhead cable (ABC 70) in the network. 

 Phase a Phase b Phase c neutral 

Phase a 0.4918 +  0.7888𝑖 0.0486 +  0.6292𝑖 0.0487 +  0.6701𝑖 0.0486 +  0.7000𝑖 
Phase b 0.0486 +  0.6292𝑖 0.4918 +  0.7888𝑖 0.0487 +  0.6405𝑖 0.0486 +  0.6490𝑖 
Phase c 0.0487 +  0.6701𝑖 0.0487 +  0.6405𝑖 0.4918 +  0.7888𝑖 0.0487 +  0.7080𝑖 
neutral 0.0486 +  0.7000𝑖 0.0486 +  0.6490𝑖 0.0487 +  0.7080𝑖 0.6790 +  0.7910𝑖 
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There are 26 grid-connected single-phase PV systems and 92 single-phase or three-phase loads. 

The capacity of PV systems, their locations, and their default phase configuration are given in 

Table 5 and the daily operation curve (hourly generation profile) of PV systems is shown in Figure 

9-(a).  

Table 5: The details of the grid-connected single-phase PV systems connected to the network 

PV No. Connected busbar 
Initial phase configuration 

(Fixed phase) 

Capacity (𝑃𝑚𝑎𝑥)/ 

kW 

PV1 3 a 2.40 

PV2 4 b 7.20 

PV3 5 a 4.80 

PV4 6 c 2.40 

PV5 7 a 6.00 

PV6 15 a 5.04 

PV7 17 b 5.04 

PV8 19 a 2.40 

PV9 22 c 8.20 

PV10 27 a 4.80 

PV11 29 c 6.48 

PV12 32 a 6.00 

PV13 33 b 3.96 

PV14 34 a 6.00 

PV15 37 b 3.12 

PV16 40 c 4.20 

PV17 43 c 6.00 

PV18 43 b 8.2 

PV19 44 c 6.36 

PV20 44 b 5.76 

PV21 47 a 8.28 

PV22 49 a 5.16 

PV23 55 c 8.40 

PV23 57 b 2.20 

PV25 59 a 4.80 

PV26 62 c 7.20 

 

 

Figure 9: (a) Hourly generation profile of PV systems (b) hourly load profile for single-

phase/ three-phase loads. 
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Moreover, the network shown in Figure 8 consists of 92 single-phase and three-phase loads. The 

maximum capacity of loads and their power factor values at each busbar are given in Table 6, and 

the hourly load profile of loads is shown in Figure 9-(b). 

Table 6: The capacity of loads and power factor values at each busbar 

Busbar 

Active power/ (kW) 

pf 

 

Busbar 

Active power/ (kW) 

pf 𝑃𝑚𝑎𝑥
𝑎  

(kW) 
𝑃𝑚𝑎𝑥

𝑏  

(kW) 

𝑃𝑚𝑎𝑥
𝑎𝑐  

(kW) 

𝑃𝑚𝑎𝑥
𝑎  

(kW) 
𝑃𝑚𝑎𝑥

𝑏  

(kW) 

𝑃𝑚𝑎𝑥
𝑐  

(kW) 

1 2.19 0.55 1.85 0.981 35 0.85 0.88 0.75 0.949 

1 1.28 0.46 0.55 0.991 36 0.67 1.45 1.27 0.945 

1 2.43 0.28 1.88 0.913 37 0.79 0.66 1.24 0.965 

2 2.33 0.26 1.50 0.991 37 1.91 1.14 1.63 0.971 

3 0.19 0.45 0.34 0.963 38 1.97 1.55 1.27 0.975 

3 0.12 0.69 0.68 0.910 41 1.72 1.05 2.01 0.928 

4 0.33 0.58 0.17 0.928 41 1.35 1.15 1.39 0.968 

4 0.48 0.52 1.08 0.955 42 0.47 0.60 0.32 0.966 

5 0.54 1.36 0.69 0.996 42 1.27 1.50 1.11 0.916 

5 1.43 1.43 1.33 0.996 43 1.97 0.30 2.12 0.912 

6 1.53 2.22 0.64 0.916 43 1.27 1.04 0.87 0.950 

6 1.04 0.78 0.27 0.997 44 0.98 0.25 1.86 0.996 

7 0.24 0.25 0.29 0.996 44 1.72 0.65 0.41 0.934 

7 0.56 1.24 0.79 0.949 45 1.06 1.71 1.81 0.959 

8 0.54 1.09 2.46 0.980 45 0.70 0.76 1.02 0.922 

8 1.76 0.42 0.90 0.914 45 0.41 2.49 1.99 0.975 

9 1.03 2.79 0.86 0.942 45 0.69 1.43 1.07 0.926 

9 1.18 0.51 0.99 0.992 46 0.46 0.15 0.18 0.951 

10 0.91 4.05 0.06 0.979 46 2.11 1.02 1.85 0.970 

13 1.39 1.45 0.74 0.996 46 1.01 1.88 1.50 0.989 

14 0.16 0.38 0.15 0.966 47 1.22 1.05 1.22 0.996 

15 4.93 1.57 0.14 0.904 47 2.59 1.19 1.10 0.955 

15 1.39 2.17 0.32 0.985 47 1.39 2.61 0.29 0.914 

16 0.96 0.90 0.53 0.993 50 2.03 0.89 1.17 0.915 

16 1.44 2.95 0.50 0.968 51 2.05 0.87 1.86 0.926 

17 0.77 0.69 0.72 0.976 51 0.48 0.17 0.54 0.984 

17 0.92 1.05 0.82 0.974 52 0.42 0.43 0.24 0.925 

18 0.21 0.74 1.13 0.939 52 1.20 1.57 1.52 0.981 

18 1.03 1.18 1.88 0.966 53 0.59 0.29 0.81 0.924 

19 0.34 2.01 1.63 0.917 53 1.76 2.61 0.42 0.993 

19 1.51 1.04 1.44 0.971 54 0.78 1.12 0.89 0.935 

20 1.14 1.03 0.21 0.903 54 3.42 1.45 0.18 0.920 

21 0.73 0.58 0.97 0.928 55 0.16 0.04 0.19 0.925 

22 1.37 1.89 0.52 0.905 55 0.13 0.09 0.06 0.962 

22 1.32 1.94 1.02 0.910 56 2.36 1.45 0.97 0.947 

23 1.28 1.45 1.56 0.982 57 0.76 1.03 1.79 0.935 

23 0.40 0.27 0.21 0.969 57 1.56 0.83 0.99 0.983 

24 0.26 0.07 0.26 0.932 58 1.69 0.33 1.56 0.959 

25 0.90 1.99 0.69 0.995 58 1.32 1.37 1.60 0.955 

26 2.04 1.80 0.84 0.903 59 0.98 1.85 3.82 0.992 

27 4.62 0.12 0.30 0.944 59 0.95 0.68 0.75 0.929 

28 0.52 2.18 1.98 0.938 60 0.99 1.35 1.45 0.976 

29 0.27 0.59 0.42 0.977 60 0.74 1.04 0.81 0.975 

30 1.35 2.42 0.72 0.980 61 0.98 1.85 3.82 0.938 

35 2.25 0.92 0.82 0.919 62 0.95 0.68 0.75 0.957 
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6. Results and Discussion 

6.1. Convergence characteristics of the proposed DBFOA 
6.1.1. The effect of D-Chemotaxis 

This section demonstrates the effectiveness of the D-Chemotaxis procedure utilized in DBFOA. 

The proposed D-Chemotaxis is specially designed for the PV re-phasing problem as opposed to 

merely directly adopting it from classical chemotaxis. The proposed D-Chemotaxis identifies the 

region around the busbar with the highest unbalance (ℍVU) and then, only the phase combination 

of grid-connected PV systems in that region are randomly changed to find the optimal solution 

iteratively. However, in classical chemotaxis, a fixed number of PV systems are randomly selected 

from the network and then, the phase configurations of those PV systems are randomly changed. 

This random selection of PV systems in classical chemotaxis may result in the formation of much 

higher unbalance levels in the network, thus, ultimately resulting in slower convergence.  

Since the increase in voltage unbalance levels of a particular region of a network is mainly due to 

the mismatch of active and reactive power levels in the same region, the proposed D-chemotaxis 

step randomly changes the phase configuration of PV systems in the highest unbalance region 

iteratively. This could lead to a dramatic increase in the convergence speed of the DBFOA as 

shown in Figure 10. According to the results, the proposed D-chemotaxis step in the DBFOA 

resulted in faster convergence of the algorithm when compared to the classical chemotaxis under 

the same conditions (same initial population, same values for parameters, etc.). Also, the proposed 

chemotaxis step causes the optimal solution to settle in a place with lower cost value as opposed 

to classical chemotaxis where final settling cost is much higher as Figure 10 depicts. 

 

Figure 10: The effect of D-chemotaxis on the convergence of DBFOA. 
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6.1.2. Effect of the initialization of the PV configuration initializers 

As described in section 4.3, an active power balancing approach was introduced to find initial 

phase combinations for the PV configuration initializers as opposed to the random initialization of 

the classical technique. Figure 11 depicts the convergence properties of the DBFOA under two 

cases: (1). The PV configuration initializers were initialized based on the active power balancing 

technique and (2). The PV configuration initializers were randomly initialized. According to the 

results, the starting cost of DBFOA under the proposed power balancing initialization is 

approximately 83% lower than the random initialization. This implies that the active power 

balancing technique was able to generate phase combinations that are closer to the optimal phase 

combination. Ultimately, the DBFOA with the proposed initialization technique converged to the 

optimal solution with fewer iterations compared to the random initialization.  

 

Figure 11: Convergence of the DBFOA for proposed and random initialization methods. 

6.2. Effects of PV re-phasing 

This section demonstrates the effect of PV re-phasing on voltage unbalance and phase voltage 

magnitudes of residential distribution grid with high penetration of solar power. The proposed PV 

re-phasing algorithm was implemented on the real distribution network shown in Figure 8. The 

variations of loads and PV power generation throughout the day were considered in the simulations 

by utilizing hourly load and PV generation profiles shown in Figure 9. 

The goal of PV re-phasing is to reduce overall voltage unbalance (VUF̅̅ ̅̅ ̅̅ ) of the network by 

dynamically changing the phase configuration of rooftop solar systems in the network. Figure 12 

and 13 clearly illustrate the effect of PV re-phasing on the overall voltage unbalance and phase 

voltages, respectively. According to Figure 12, significantly high voltage unbalances are observed 

during the daytime when PV systems have a fixed phase configuration. Whereas the dynamic PV 

re-phasing significantly reduces the overall voltage unbalance of the network (mean unbalance is 

Reduction in initial cost 

Reduction in convergence time 
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below 1 %) especially during the period from 8 am to 5 pm, where high PV penetration is present. 

In addition, Table 7 provides the optimal phase configuration of PV systems that are determined 

from the proposed DBFOA from 6 am to 7 pm. The colored cells in Table 7 belong to the phases 

of PV systems that are not changed in the subsequent hour. Since not each rooftop PV system is 

subjected to PV re-phasing at each hour, SCADA needs to send the PV re-phasing commands only 

for the rooftop solar systems that are required to re-phase in the next PV-rephasing operation. 

Moreover, the proposed algorithm can be improved to minimize the number of PV re-phasing 

operations that each rooftop PV system undergoes throughout the day by modifying the cost 

function of the optimization algorithm. Finally, these results confirm that the proposed re-phasing 

strategy is successful in reducing the voltage unbalance levels of domestic distribution grids that 

have many grid-connected rooftop PV systems, while simultaneously maintaining the phase 

voltages within their acceptable limits. 

 

Figure 12: Distribution of voltage unbalance values of the network throughout the day for ‘with’ 

and ‘without’ PV re-phasing. 
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Figure 13: Evolution of (a) phase-a, (b) phase-b, and (c) phase-c voltage of the network 

throughout the day for ‘with’ and ‘without’ PV re-phasing. 
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Table 7: Hourly phase configurations of rooftop PV systems determined by the proposed 

DBFOA. The colored cells in the table represent the phase configuration of rooftop solar systems 

that are not changed in the subsequent hour.  

Time 
Hourly phase configuration of rooftop PV systems (a = Phase a, b = Phase b, and c= Phase c) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 

6 - 7  

am 

b

 

b

 

a

 

a

 

c

 

b

 

c

 

c

 

b

 

b

 

a

 

b

 

c

 

a

 

a

 

a

 

a

 

a

 

a

 

a

 

a

 

b

 

a

 

b

 

b

 

a

 
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a

 

a

 

a

 
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 

a

 

a

 

b

 

a

 

a

 

c

 

a

 

c

 

a

 

a

 

c

 

b

 

a

 

a

 

a

 

a

 

a

 

a

 

b

 

b

 

a

 

a

 

8 - 9 

 am 

a

 

a

 

a

 

a

 

a

 

a

 

a
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b

 

b

 

a

 

a

 

a

 

b

 

b

 

a

 

a

 

a

 

a

 

a

 

a

 

b

 

b

 

b

 

a

 

a

 

a
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a
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b
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c

 

b

 

c

 

c

 

b

 

b

 

a

 

b

 

c

 

a

 

a

 

a

 

a

 

a

 

a

 

a

 

a

 

b

 

a

 

10 - 11 

am 

c

 

a

 

c

 

a

 

a

 

c

 

a

 

a

 

b

 

a

 

b

 

c

 

a

 

a

 

c

 

b

 

b

 

a

 

b

 

c

 

b

 

a

 

a

 
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Since the proposed PV re-phasing technique can maintain the voltage imbalances of the network 

well below the 1% threshold during the daytime while keeping the phase voltages within their 

acceptable voltage range, utility providers can allow additional rooftop solar systems into the 

network. In order to get a clear idea about the amount of additional renewable energy capacity 

facilitated by the PV re-phasing operation, simulations were performed by adding new rooftop 

solar systems (on top of existing 140.4 kW of solar PV as specified by Table 5) to the existing 

network. For each addition of a new rooftop solar system, 20 Monte-Carlo simulations were 

performed by randomly changing its connection point in the LV network to ensure an unbiased 

and fair simulation. For this study, the capacity of each new rooftop solar system to be connected 

to the existing LV network is considered to be 5.4 kW that corresponds to the average capacity of 

a rooftop PV system in the existing network. The maximum voltage unbalances and maximum 

phase voltage values of the network recorded for “with” and “without” re-phasing are depicted in 

Figure 14. 

According to Figure 14-(c), the maximum voltage unbalance of the network is well below the 1% 

threshold for the proposed PV re-phasing technique even under the integration of new rooftop solar 

systems up to a total capacity of 302.4 kW. In contrast, as can be seen from Figure 14-(a), the 

maximum voltage unbalance values of the network exceed the 1% threshold line for the fixed 

phase configuration. However, as depicted in Figure 14 – (b) and (d), the maximum voltage of the 

network gradually increases with the addition of new rooftop solar systems to the network. Due to 

this reason, rooftop solar systems with a total capacity of 248.4 kW can be safely integrated into 

the LV network without violating the statutory limits of both voltage unbalance and phase voltage 

magnitudes. This is about a 77% increase in the rooftop solar capacity of the network compared to 

the originally installed solar capacity (140.4 kW). Therefore, it is apparent that the proposed PV 

re-phasing strategy can completely overcome the voltage unbalance issue due to the installation of 

distributed energy sources in the LV and facilitate to install additional rooftop solar systems into 

the network. 

In addition, it should be pointed out that the above conclusions are made under the assumption that 

the voltage unbalance should be kept below 1%, and the phase voltage can vary between 0.94 𝑝𝑢 

and 1.06 𝑝𝑢 (±6% tolerance level). However, some countries/regions allow the phase voltage to 

vary within a larger range, such as 0.9 𝑝𝑢 to 1.1 𝑝𝑢 (that is, a ±10% tolerance level). Under this 

new voltage limit, the proposed PV re-phasing approach can increase the usable PV capacity of 

the network to more than 𝑡ℎ𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 obtained with a voltage tolerance of ±6%. It can be seen 

from Figure 14-(d) that if the maximum allowable voltage level is 1.1 𝑝𝑢, solar PV totaling more 

than 302.4 𝑘𝑊 can be safely integrated into the original network. That is approximately a 115% 

increase compared to the originally installed solar capacity (140.4 𝑘𝑊) of the network. 
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Figure 14: Variation of (a) maximum voltage unbalance and (b) maximum voltage unbalance 

with the total connected PV capacity of the LVDG network for “without” re-phasing. Variation 

of (c) maximum voltage unbalance and (d) phase voltage magnitude with the total connected 

rooftop solar capacity for “with” re-phasing. 

6.3. Comparison of different optimization techniques 

In order to predict the superiority of the proposed DBFOA, the convergence characteristics of the 

proposed DBFOA for the test system is compared with three other widely used optimization 

algorithms in power systems, namely, Discrete Genetic Algorithm (DGA), Shuffled Frog-Leaping 

Algorithm (SFLA) and Heuristic Search (HS), and the results are shown in Figure 15. The 

algorithms were written on Matlab® (version: R2016a) - Open DSS (version: 8.4.1.1) co-

simulation environment and executed on a processor with Intel Core i7-7700HQ with 32 GB RAM 

running at 3.4 GHz. From the figure, it is clear that the DBFOA only takes 38 iterations to converge 

to the best solution. In addition to that, DBFOA shows a stable and quick convergence with a 

global searching capability to find the optimal phase configuration. Thereby, ensuring that the 

LVDG maintains strict power quality standards, even under heavy PV penetration in a near-real-

time fashion. 
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Figure 15: Performance comparison of proposed DBFOA with DGA, SFLA, and Heuristic search. 

Table 8 shows the computational performance of the four algorithms. The average execution time 

of a single epoch for the three algorithms is almost the same. However, the proposed DBFOA 

converges to the optimal solution very fast compared to DGA, SFLA, and Heuristic Search.  

Table 8: Computational efficiency of DBFOA, DGA, SFLA, and Heuristic search in terms of 

CPU time 

Algorithm Execution time/Epoch (s) Time to convergence/ (s) Cost after 250 epochs 

Proposed DBFOA 0.888 33.744 0.5362 

DGA 0.846 175.122 0.6172 

SFLA 0.897 56.511 0.6331 

Heuristic search 0.622 121.912 0.9276 
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7. Conclusion 

In this paper, a novel method was introduced to mitigate the voltage unbalance in LV distribution 

grids through coordinated re-phasing of grid-connected rooftop PV systems. The optimum phase 

combination of grid-connected rooftop PV systems is determined from the modified discrete 

bacterial foraging optimization algorithm (DBFOA) at fixed time intervals. The DBFOA takes 

smart meter measurements such as load demands and PV generations as the inputs to determine 

the optimum phase configuration such that the resulting phase combination minimizes the overall 

voltage unbalance in the network, subject to various operating and network parameters. In order 

to perform automatic PV re-phasing, a PV re-phasing switch is introduced. This can connect to the 

output of the single-phase PV inverters to enable the PV re-phasing. To nullify the transient time 

associated with the automatic re-phasing switch, a half-bridge inverter arrangement is also 

proposed.  

In order to demonstrate the effectiveness of the proposed re-phasing strategy, the PV re-phasing 

algorithm was simulated on a real LV distribution network. The time-varying nature of loads and 

solar PV was considered using the hourly load and PV generation profiles. The results show that 

the proposed re-phasing strategy can significantly reduce the voltage unbalance well below the 1% 

threshold line as compared to the fixed phase configuration during the daytime where PV 

penetration is high. Thereby the proposed PV re-phasing strategy facilitates utility providers to 

allow more rooftop solar systems into LV networks. The proposed case studies demonstrate that 

PV re-phasing technique can increase the renewable energy penetration into the considered LV 

network by 77%. 

The main advantage of the proposed PV re-phasing technique compared to existing load and feeder 

reconfiguration techniques is that this method only deals with single-phase PV systems. Hence, it 

will not create any impact on supply reliability. Furthermore, the initial cost for installation of PV 

re-phasing switches, and other indirect costs such as customer interruption cost and reliability cost 

are significantly minimal, as compared to existing state-of-the-art DFR and phase balancing 

techniques. The initial cost for installing PV re-phasing switches can be recovered by the long-

term economic benefits due to the improvement in usable PV capacity and due to the possibility 

of operating the system in a near balanced condition. Further, compared to the rephasing 

arrangements reported in the literature, i.e. introducing rephasing switches to all loads, the cost 

incurred due to the introduction of re-phasing switches, only to PV plants, makes the proposed 

method more cost-effective.  

The main limitation of this work is that the proposed PV re-phasing method is only effective during 

the daytime and cannot make a significant reduction to the unbalance factor at night. However, the 

Volt-Var (Q-control) control can be used to reduce voltage unbalance and improve power quality 

during night-time, because PV inverters can supply reactive power (Q) to the grid up to their rated 

capacity at night. Therefore, combining the PV re-phasing technique with Volt-Var control would 

be an ideal solution and is considered as future research work. In addition, it should be noted that 

the unbalance reduction capability of the proposed PV re-phasing technique greatly depends on 

the number of grid-connected rooftop solar systems in the distribution network. Therefore, for 
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distribution systems with a smaller number of grid-connected rooftop solar systems, the number 

of possible configurations is limited, thus, optimization via fine-tuning through re-phasing is not 

possible as the number of configurations to adjust is limited. Further, a communication protocol 

needs to be developed to ensure that the PV re-phasing command issued by the algorithm is 

actually performed by the switches, because if one/several re-phasing switch commands are not 

executed due to communication errors or other technical issues, the system can be at a worse state 

than before. Therefore, improvements should be made to address these, before implementing the 

proposed PV re-phasing technique in an actual network. 

Even though the proposed re-phasing algorithm concentrates on mitigation of voltage unbalance, 

it is also possible to modify the objective function to minimize the number of PV re-phasings 

required for each PV re-phasing operation as well. Furthermore, additional research is required to 

determine the optimal timing for PV re-phasing operations and the effectiveness of a hybrid 

algorithm based on PV and load re-phasing techniques. 
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