
Diary mining:

predicting emotion from activities,

people and places

A thesis submitted in partial fulfillment of the requirement for the

degree of Doctor of Philosophy

Shahd Alahdal

January 2020

Cardiff University

Department of Computer Science and Informatics

alahdals@cardiff.ac.uk
Faculty Web Site URL Here (include http://)
Department or School Web Site URL Here (include http://)




Acknowledgements

I want to thank my academic supervisor, Professor Stuart Allen, for his continuous

support and guidance, for the valuable times and discussions, for turning my Ph.D.

experience into an extraordinary one. I also want to thank Dr. Coral Walker and Dr.

Alia Abdelmoty. I would like to extend my thanks to my sponsors: King Abdulaziz

University, the University of Jeddah and Saudi Cultural Berau, for their financial sup-

port.

I am grateful and thankful to my daughters, Noor, my life, and Malak, my happiness.

Thanks won’t be enough for my husband, Mishal, for his patience and support. My

deep and sincere gratitude to, my Mother, Sisters, and Brother for always being there

for me and for their priceless support. And Dad, you would have made a lot of fun at

me now, wish you haven’t left in the middle of this.

iii



Abstract

Diary methods are concerned with collecting qualitative information from people about

their everyday lives and are commonly used in many fields such as psychology, sociol-

ogy and medicine to understand human behaviour and improve mental health. By its

nature, the data is difficult to analyse and time-consuming to process manually, creat-

ing a gap between collection, analysis and intervention. Technologies such as machine

learning have the potential to shrink this gap, save time and effort, and hence give

deeper insight into the diary data.

Computer science technologies have been heavily used by many disciplines to under-

stand humans. One such application is emotion detection from text, which is the

process of automatically identifying the emotion that is either directly expressed by the

author or the underlying emotion that prompted the author to write a text. Studies

have shown promising results using different features extracted, whether linguistic or

others (e.g., number of followers). However, very few have used activities for emotion

prediction from text, and none of these have combined activities with other associated

situational features from the relevant event.

The research in this thesis proposes an approach to predict emotion from self-recorded

personal textual diaries using a small set of domain-specific features. Daily activities,

in association with people and places, are used as the main indicators of an individual’s

current situation. The association of these factors with emotion has been well-studied

independently in psychology, which has motivated this investigation to validate the

combination of all three features and test their ability to predict emotion from a com-

puter science perspective.

This research begins by proposing a framework to classify short diary entries into a

small number of high-level personal activities (work/study, social/family, food/drink,

leisure, essentials) and represents them as low dimensional probability vectors using

unsupervised (clustering) and supervised (classification) machine learning techniques.

In view of the fact that these entries are characterised by sparseness, and that there

is lack of training data as they are highly personal, this framework applies a transfer



v

learning approach by exploiting previously acquired knowledge as a foundation step,

using a pre-trained word embedding model on similar, but not identical, and easily

obtained publicly available data (tweets). Furthermore, references to people and places

are also recognised from the text using information extraction techniques.

These automatically extracted features are then used for predicting emotion, utilising

different emotion schemes, including Ekman’s basic emotion model, the Circumplex

model, together with simpler classification into pleasantness/unpleasantness, and emo-

tional/neutral states. In addition, different learning strategies for predicting emotion

are compared, including the use of personalised and global training data. This research

has shown that activities, people, and places can successfully predict some emotions

from the text, especially ‘happiness’ and ‘neutral’.
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Chapter 1

Introduction

Emotion plays an important role in many aspects of people’s lives, having a powerful

effect on their health, work, learning, economic behaviour, decision making and com-

munication. For example, there is a strong relationship between the increase in positive

emotions and creativity of employees at work [1]. Research has shown that being in a

happy state of mind enhances learning, facilitates students’ understanding and efficient

retrieval of information [2]. It has also been shown that positive emotions experienced

by online shoppers may lead to impulse purchases [3] and that experiencing a wide

range of positive emotions reduces the risk of diseases [4]. On the other hand, it has

been suggested that depression, a negative emotion, can contribute to cancer progres-

sion and make treatment less effective [5]. An individual’s emotions may be influenced

by various factors. For example, happiness is enhanced in several ways: by engaging

in regular exercise; having enough sleep; maintaining strong friendships and socialis-

ing more frequently with supportive people [6]. Indeed, many other factors have been

shown to affect emotions positively or negatively, such as the weather [7], music [8],

diet [9], sleep [10], personal relationships and places [11].

For many years, the study of emotions has been the focus of attention of researchers in

psychological science. With the beginning of the twenty-first century, it has begun to

attract the interest of researchers in other sciences including neuroscience, psychiatry,

biology, genetics, behavioural economics, computer science and many others, eventu-

ally growing to become a field of its own: affective science [12]. Each scientific field

contributes differently to the study of emotion. Some look at it as a neural mechanism,

1
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others study the physiological responses, while others investigate it as a cognitive activ-

ity. Studies vary tremendously, ranging from how chocolate is associated with pleasure

[13] to how depression is the most important risk factor for lifetime suicide [14].

More recently, people started to use social media platforms (e.g., the Facebook mood

manipulator) and many other applications (e.g., mood tracker, easy mood diary) to

track and share their emotions. This has provided the opportunity to collect data from

large populations and has made it easier to understand emotions in non-laboratory

settings. Consequently, the study of emotions has become a growing sub-field in com-

puter science. Known as affective computing, it aims to enable intelligent systems to

recognise, infer, express, interpret and respond to human emotions [15]. It is concerned

with improving human-computer interaction, for example, by reducing and handling

user frustration once it has occurred [16], as well as dealing with human-human in-

teraction, for example, deception detection by processing facial emotions, especially

those mismatches between facial and verbal messages [17]. It also serves many fields

such as business and marketing, in tasks such as predicting customers’ attitudes to-

wards products and building recommendation systems [18]. Many researchers working

in the area of e-mental health build predictive models to understand and explore the

relationships between concepts and emotions using digital data (e.g., diary data, facial

expressions, speech samples, smartphone measures, GPS movement data and many

others), which helps with health monitoring, treatment selection and treatment per-

sonalisation [19, 20]. Much work has been conducted to detect a human’s emotional

state focusing on different communication channels, such as audio [21], facial [22], ges-

ture [23], eye gaze [24] and text [25].

There is a general agreement that there are links between features of the physical envi-

ronment/associated situations and emotion. Interactionist theories argue that people

attempt or desire to be in an environment which satisfies their psychological needs [26],

implying that the changes between positive and negative emotions that people typically

encounter in their everyday lives mainly occur as a result of situational cues [11] which

can be represented by people’s interactions or their company, objects, events, activities

and places [27].

In today’s digital world, with the advent of technology, people are extensively using dif-

ferent modes to express themselves, such as written, visual and quantitative [28]. For

example, by writing about their lives in blogs, tweets and status updates on Facebook,
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taking selfies and posting them to Instagram and some wear activity trackers on their

wrists to record their habits (e.g., steps, heart rate); all of which provides a greater

opportunity to collect data on people’s lives, feelings and attitudes.

Diaries are one important source of situational information that people use to pre-

serve the events and thoughts in their daily lives. In diaries, people report how they

spend their time, what they do, they also note the important people in their lives,

places, emotions and much more. Therefore, for several years, diaries have been the

focus of attention of researchers in different fields such as psychology, social science

and medicine. They use “diary methods” to understand and analyse different human

phenomena such as relationships, social interactions and emotions [29, 30]. Nowadays,

diaries are taking more digital, shorter forms, and a variety of applications have emerged

for easily recording and retrieval, as well as blogs, micro-blogs and social media websites

where people post their day-to-day life events.

Electronic diaries (e-diaries) are a feasible method for assisting in the analysis of

emotional experiences and capturing a range of detailed and interesting qualitative

and quantitative data about people’s moods, stresses, responses and general functions

[31, 32]. For example, e-diaries which require emotional experience reporting might

encourage emotional processing and facilitate a reduction in symptoms of anxiety [33].

Moreover, components of emotion regulation as captured by e-diaries predict important

health outcomes like daily pain and function in children with certain medical conditions

[34].

Recorded moments of people’s lives, and the increasingly available human-generated

data originating on the web (e.g., social media, news) have helped to overcome the

limitations of available data and gives the opportunity to researchers in different fields

to utilise this continuous, large stream of data [35]. In line with this, text mining has

become an important, and trendy, field. It is concerned with discovering meaningful

information from unstructured or semi-structured text that were previously unknown.

It widely covers a large set of related algorithms and approaches including: information

extraction; natural language processing; text summarisation; topic modelling; cluster-

ing and classification. Selection of the appropriate technique for mining text reduces

the time and effort to find relevant patterns [36–39]. Text mining has many applications

in different fields including medicine, genetics, social media, education, psychology and

many others. “In principle, any technology that can help people change their mindset
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and behaviour can be used to improve psychological well-being” [40].

1.1 Research problem and motivation

Research in psychology has intensively investigated the many factors that can affect

emotion, including activities, people and places independently in different studies. In

recent years, a growing number of studies from computer science have proposed tech-

niques to predict emotion. However, very few studies have used activities to predict

emotions, and none of these considered combining activities with other factors from the

relevant event (i.e. people and places) to predict emotion.

The research in this thesis provides a framework to investigate the effect or associa-

tion between different external environmental features, namely activities, people and

places, on individuals’ emotion. In particular, we consider the problem of combining

these three factors as digital features to improve emotion prediction.

Based on this insight, and from the interest of investigating and validating psychological

theories via computers, this thesis has two main building blocks. Firstly, we consider

activity classification in isolation, intending to infer daily activities from short text us-

ing semi-supervised machine learning algorithms, exploit the external data resource as

a foundation or a starting point. Secondly, these activity vectors are used in association

with other features: people and places, that are automatically extracted from the text

for a classification task to predict emotion. Such methods are quite prevalent among

practitioners and researchers. For example, researchers in mental health use predictive

models to explore the relationships between concepts and emotions aiming to under-

stand the influence of various factors on emotions, detect abnormal emotional state,

and help improve mental health.

1.2 Aims and objectives

The research in this thesis aims to assess the capability of machine learning approaches

to detect activities, people, and places from short texts and combine them as features

to predict emotion. The objectives of this research are as follows:
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• To provide effective automated methods to analyse diary data that would be

suitable to support, for example, psychologists/medical practitioners monitoring

their patients’ environment to identify causes of relaxation/anxiety.

• To develop a simple and effective framework to categorise daily activities that can

enhance our understanding of humans in non-laboratory settings.

• To develop a prediction model for emotion using a small set of specific domain

features (activities, people and places) instead of direct linguistic references (i.e.,

emotion words).

• To apply different learning strategies in emotion prediction and evaluate pre-

diction modes from the perspective of different emotion classification schemes

commonly used in psychology.

1.3 Research questions

• Research Question 1: Emotion extraction: how can we use the activity, people,

and places specified in short diary entries to extract or predict emotion utilising

personal and global data?

Unlike existing approaches for predicting emotion from short texts, here a small set

of domain-specific features are tested for their ability to indicate some emotions that

people are experiencing in their current situation. To reduce the scope of features, we

first consider activities in isolation:

• Research Question 2: Daily activity categorisation: how can we classify short

diary entries into a small number of high level activity categories?

The challenge lies in having short unstructured diary text, which is characterised by

being sparse, where there is a lack of a sufficient co-occurrence of words and context

information that help to infer semantics. Another challenge is the lack of training

data for diaries as they are highly personal and hard to collect. These two challenges

raised a question: Will using an external domain as a source for training data boost

the classification task?
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1.4 Research hypothesis and methodology

This research addresses the following main hypothesis:

Activities, people and places extracted from diaries are three situational factors that can

together improve emotion classification from short texts.

The methodology of the research follows the following steps:

- Collection of a representative data set of personal human-generated diary over a

period of time, as text entries that describe their current situation and associated

emotion labels.

- Development of a framework that uses publicly available data from an external

domain to detect and categorise activities, and combines these with people and

places to predict emotion.

- Analysis and evaluation across different representations of emotion, using

crowdsourced ground truth and standard measures of evaluation (e.g., precision,

recall and F-measure).

1.5 Research contributions

The contribution of this research lies in building a predictive model for emotions in

context: activities, people, and places, which were not previously combined, taken from

short diary textual entries by applying supervised and unsupervised machine learning

techniques. In answering the research questions, the main contributions made in this

work are outlined below:

• Proposal and evaluation of an emotion prediction approach using a small set

of domain-specific features, mainly daily activities, in association with people

and places as the context’s presenters of individuals in real life. Using well-

studied techniques in the machine learning field and drawing on the research into

human emotions from psychology, the research automatically extracts features

from diaries and infers relevant emotions.
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• Proposal and evaluation of a framework based on transfer learning and clustering,

which can accurately classify the relevant activity to a short diary entry. This

approach has overcome the challenges of a lack of large scale training data by

using an external data resource and neural network.

• Proposal and evaluation of different approaches to handle trivial diary entries

in the activity classification task. This work introduces different processing and

analysis methods and assesses their effect of the nature of the activities on the

classification results.

• Investigation of the effect of different emotional models as well as different learning

strategies for predicting emotions, showing that the origin and structure of the

models influence the emotion classification task.

1.6 Thesis structure

The remaining chapters of the thesis are organized as follows:

Chapter 2 - Background and related work - provides an overview of a diary and the

diary methods. Diary features such activities, people, places and emotions. As well as

text mining techniques and introduces the data collection methods used in this work.

Chapter 3 - Activity categorisation framework - describes the proposed model for

classifying diary entries in terms of daily activities.

Chapter 4 - Classification analysis - provides an evaluation of the daily activity clas-

sification framework; it reports the results, and provides different views and levels of

analysis.

Chapter 5 - Emotion prediction - looks at different aspects of emotions prediction.

Comparing different machine learning strategies for training and testing the classifiers:

personal and global. Comparing the emotion prediction performance of different emo-

tion schemes.

Chapter 6 - Conclusions, limitations and future work - concludes the thesis by sum-

ming the major contributions of this research and suggesting possible directions for

future research.
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Background and related work

2.1 Introduction

Writing diaries is an important activity for many people in order to preserve precious

memories. Diaries these days are increasingly generated digitally, due to the ease of

saving, organising, retrieval and, most importantly, the ubiquitous availability of the

required technology; all of which has encouraged them to shift from physical forms.

Consequently, an enormous amount of applications have become available for users to

record their diaries, as well as a number of different platforms that can be used for

posting and sharing their daily events. These include blogs, microblogs, and social

media websites. Hence, diaries now tend to take a shorter form, since they are easier

and faster to generate. Diaries provide powerful methods for studying various human

phenomena, such as mental health, personality processing, and physical symptoms.

For this research, the recording of moments of people’s lives has offered numerous

opportunities and challenges. For the analysis and interpretation of these diary entries,

different disciplines have been explored: psychology; sociology and computer science,

which have all offered further insight into the data.

This chapter is organised as follows. Firstly, defining what a diary is; including its

forms and development, as well as diary methods, their uses, collection and analysis.

This is followed by a review of relevant studies from the literature on diary features,

which in the context of this work are activities, people, places and common emotions.

It then goes on to survey the text mining techniques that will be used with respect to

9
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this research. Finally, data collection methods and analysis are discussed at the end of

this chapter.

2.2 A diary

A diary is a collection of personal information accumulated repeatedly over time. In

diaries, people report what they do in their life, how they spend their time, who they

spend their time with, where they spend their time, possibly their emotions, and much

more. A typical traditional diary keeps daily summaries which have been recorded by

the diarist in written form. It involves unstructured chronological records of a person’s

life events from their perspective [41]. Nowadays, many applications have emerged, such

as Day One1, which is a kind of micro-journelling application that allows users to record

and store their everyday moments, including details of their life, memories, and photos.

Another application is Swarm2, which allows users to share their life logs and locations

with their friends. As diary writing is a vital habit for many people, for several years

diaries have been an important resource of data that have valuable applications in mul-

tiple fields: social science; psychology; higher education; health care, and many others.

This research method aims to capture participants’ daily experience and is commonly

referred to as Diary Methods. The method involves intensive, repeated self-reports on

events, emotions, pains, reflections or interactions near the time of their occurrence [42],

and permits the examination of events in their natural context and reduces the errors

that can arise from retrospection [43]. They can be used for studying the “particulars

of life”, obtaining person-level information and studying within-person changes, find

relations between the different life events and how they affect one’s mental health [44],

to investigate various human phenomena [29], and to study family processes[30].

There are three main types of diary methods used in the literature:

• Signal-contingent : where participants receive prompts at random or fixed times

to record their response. This design is suitable for measuring constantly chang-

ing variables, such as depressive mood; however, is not ideal for long studies as

participants may lose interest and cease recording.

1https://dayoneapp.com
2https://www.swarmapp.com
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• Interval-contingent : where participants are asked to record their experience at

predefined and fixed intervals. These methods are suitable for routine activities

or easily remembered things; however, as they are focused on the context, results

cannot be generalised.

• Event-contingent : where participants report their data each time an event occurs,

and they select when and what to record. This design is the most reliable for

special events (e.g. social interactions), and not necessarily frequent, and studies

can be sustained for a long time [30, 44, 45].

The data collection method in this thesis is event-contingent, where participants were

asked to record in their diary as a short entry of what they are doing, including any

interactions with other people and locations if applicable.

Research techniques that are similar to diary methods are referred to by various names,

depending on which field the researcher is working within. For example, experience sam-

pling methods [46], are similar to diary methods, but with some differentiation through

the level of control the participants have when reporting. In experience sampling meth-

ods, the participants respond to surveys that are randomly or continuously generated

by the system, in diary methods participants are generally free to decide when and what

to record [47]. Also, a similar method is ecological momentary assessment [48] which

combines subjective experience and related elements from the environment. Overall,

a review of the literature reveals that there are no sharp distinctions between these

methods in different fields; their names differ primarily based on their users and their

strategy used in applying these methods.

With the emergence of new technology and the Internet, diaries took various forms.

These have impacted on the way diaries are written, what is written [49] and the per-

sonal preferences regarding exactly what they want to expose [50]. Some examples are

online journals and weblogs, which are modern forms of self-reported diaries intended

for a broader audience when compared with the traditional diary that was considered

a very personal, private record [51]. Online diaries/journals are parts of personal home

pages and used by their owners for recording daily events or emotions [52]. Blogs are

small personal websites that are owned and maintained by a single person and include

regular updates about the author [52, 53]. Micro-blogs, such as Twitter and Facebook

status, allow users to share their life events and express themselves [28].
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2.3 Diary features

As an attempt to understand humans by reading their diaries, diary features are ex-

tracted as measurable properties of an individual. Gershuny [54] defined diaries as

continuous sequential logs of events; each event is characterised by one or more descrip-

tive fields, such as activity, location, co-presence and subjective/emotional response.

Another research by Rauthmann et al. [26] provided a working model where situation

cues are defined as physical or objective elements which form the environment, includ-

ing a) events and activities, b) persons and interactions, and c) places. They can be

objectively measured and quantified; however, these alone do not have meaning. The

situation cues are processed by attaching meaning to them from personal aspects, such

as associated emotions. Accordingly, in this work, a personal diary is defined by its

components: external environment elements (activities, persons, places) and an internal

environment element (emotions) as shown in Figure 2.1

Figure 2.1: Diary features

2.3.1 Personal activities

A key element that diary entries often include is a personal activity that the recorder of

the diary is carrying out during the day. The ability to identify daily human activities

is fundamental in behavioural science, and it is an important task in computing. One

common way to collect such information is by diary methods where subjects are asked

to record their daily activities over a period of time. As a result, a collection of large

databases of unstructured textual data is generated. Searching through this data is

a time-consuming task. Therefore, automating the process of extraction is extremely

valuable as it decreases the workload on the researchers and allows them to focus their
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attention on the analysis of the results [55]. Nowadays, data mining and advanced

technology have introduced new possibilities for data exploration. The following section

presents some key studies on automatic extraction and categorisation of activities from

different forms of textual data and it highlights the relationship between daily activities

and emotions.

2.3.1.1 Activity identification and categorisation

Studies on activity identification can be viewed based on three interdependent factors:

purpose; methodology and activity taxonomy. Each has a purpose and uses an appro-

priate method to achieve the aim and accordingly produces different activity categories.

For example, studies in psychology to determine the work-life-balance may categorise

activities into work and leisure, sub-categorising leisure time into social and physical

and low effort activities [56]. In an attempt to build a digital diary system that helps

users to keep track of their daily activities [50], personal activities were classified into

nine groups based on questionnaires and users’ studies: meals; drink; hygiene; work;

spare-time; household; social; transport and miscellaneous.

Recent researchers have attempted to analyse real-life activities from textual data to

serve different purposes. For example, Maghrebi et al. [57] extracted people’s daily ac-

tivities from tweets along with spatial information to utilise intelligent transportation

services. Their method was to extract keywords from the text, populate a dictionary

and check the occurrence of keywords to group activities accordingly. The activity

type was assigned to each group of words, and then tweets were tagged accordingly.

Activity groups included: eating; entertainment; shopping; social; work; recreation and

home. Another study that analysed tweets to extract travel attributes like trip purpose

[58], used Latent Dirichlet allocation LDA, a hierarchical Bayesian-based approach to

find similarities between categorical values and explore the topics in texts. Categories

found were shopping, work, entertainment, study, eating and socialising. In a study

by Tandon et al. [59], they provided a vast knowledge base of human activities mined

from Hollywood textual narratives. Their methodology has three main steps: semantic

parsing; graph interface and taxonomy construction with the purpose of tagging videos

and images. The resulting collection consisted of around one million human activities

e.g., climb a mountain, kill a bird, etc. and included participating agents, information
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about activity sequences, spatio-temporal data and links to visual contents.

These studies have shown that the success of activity prediction depends on the dif-

ferent purposes to extract and categorise activities from the text using suitable mining

techniques, which leads to the conclusion that it is hard to find the perfect classification

for everyday activities [50]. This research will focus on the high-level framework rather

than tuning an individual technique.

2.3.1.2 Activities and emotions

Many psychological studies have highlighted daily activities as an important factor that

affects the human emotional state and well-being. Generally speaking, the literature

suggests that there is a strong correlation between emotions and everyday activities.

For example, a strong relationship and constant association have been found between

social activities (e.g., family gathering, parties, etc.) and positive affect [60]. Also,

leisure-time and physical activities were found to be highly related to positive affect

[61]. There are a large number of published studies on the impact of work on daily

emotions; some studies related work as a daily activity to the increase of feelings of

happiness [62], other studies relate work to a negative affect for different reasons like

incivility [63], or the involvement in undesirable work events [62].

In the field of computing, researchers have focused on predicting emotions based on

daily activities. For example, a study by Roshanae et al. [64] used activities in asso-

ciation with many other features (i.e. user engagement, gender, number of followers,

etc.) to predict authors’ emotions from tweets. They used Linguistic Inquiry and Word

Count (LIWIC), which has personal concern categories that include 19 various activi-

ties, such as: sports; TV; eat/drink; music; money; religion; leisure; home etc. These

features were used to train an SVM classifier to differentiate between positive, nega-

tive, and neutral emotions. Other researchers [65] have categorised daily activities into

eight groups, using a bag of words approach with a recurrent neural network in their

attempt to predict the emotions of participants in the online treatment of depression.

They considered: work; recreation; necessities; exercise; sleep; sickness; rumination and

social and investigated the corresponding positive and negative effects on an individ-

ual’s daily emotion level. Another study on inferring the average daily emotion level

based on users’ smartphone logs is by LiKamWa et al. [66], using social interaction and
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routine activities as prediction features and an applied regression algorithm. Social in-

teraction is represented by phone calls, text messages, and emails signals, while routine

activities included browser history, application usage and location history. Yet another

study extracted daily activities from life logs (i.e. physical activities, biometrics, sleep

quality, diet, etc.) and used them as features to predict emotions [67]. Physical ac-

tivities in their context were: time spent at home; time spent at work and time spent

communicating. The state of emotions used was based on Thayer’s two-dimensional

model with emotional coordinates: happy; content; anxious and depressed.

Whether from psychology or computer science, the studies mentioned above have in-

vestigated the effect of activities on emotion, with varying definitions for human daily

activities. Some extracted activities directly from text sources such as tweets or on-

line focus group platforms, while others analysed personal logs (e.g.phone calls or bio-

metrics) as indicators and used them as features to predict emotion. Researchers used

different emotion models, including the common ones such as Ekman, positive and neg-

ative or even measuring the emotion level but rarely in comparison. To address this,

more investigation of the emotion model is provided in section 2.3.4. This research

aims to understand if there is a difference in accuracy with different types of positive

and negative emotions.

2.3.2 People

Those people with whom a person spends time with will have an impact on one’s

emotions and well-being and this impact has been the focus of much research. In a study

by Lin et al. [68] which used phone activities (e.g. calls and messages) as predictors

of a state of wellness, it was found that the people in someone’s life (more specifically

the social circle of an individual) were a better predictor of self-reported happiness,

stress, and well-being level than data derived from wearables like physical activities,

heart rate, and sleep. This was supported by Bruce et al. [69], who emphasised in their

study that in-person social interaction and connecting with friends and family on a

daily basis reduces emotional stress. Other studies such as that carried out by Von [11]

related emotion variables to the individual’s situation, specifically noting that people

experience a better mood in situations that are related to leisure such as being in good

company (e.g. with a friend). One study on “very happy” people, [70] found that
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although no sufficient variables for measuring happiness, social relationships, especially

good ones were necessary to feel happy, i.e. people who are highly social and have social

interactions or romantic relationships are happier and experience positive feelings most

of the time and occasional negative moods. Zhang et al. [71] tested whether the effect

of the relationships with friends/parents are related to a depressive mood and found

in their intra-individual analysis that emotions fluctuated with the changes in social

relationships.

2.3.3 Places

A common element provided in diary entries is a mention of places. There are many

studies which indicate that people’s emotions are linked to their locations. For many

people, particular places have different emotional effects. For example, Korpela et al.

[72] classified places into favourite and unpleasant places and investigated the emotions

experienced by people; one of their findings is that relaxation is an emotion that most

people experience in their favourite places. Places that individuals visit also affect emo-

tions in different ways and may usually be associated with some other factors such as

people and activities. In a study conducted by Sandstorm et al. [27] in which they

examined how people feel in different locations, they used a smartphone application

that asked the participants “where are you right now?”. They allowed them to choose

from a list of places including home, work, restaurant/pub/cafe, family/friend’s house,

in transit, and other. In addition to these self-reported locations, they used the loca-

tion sensed by the smartphone sensors with the question “how do you feel” and gave

them the option to tap their emotion on a two-dimensional affect grid, where the x-axis

denoted valence from negative to positive and the y-axis denoted arousal from sleepy

to alert. A partial result from this study was that people reported positive emotions

in social places more frequently than they did whilst at home and work. Other studies

investigated the frequency of visiting natural favourite places, negative emotion regula-

tion and perceived stress as well as the positive feeling of relaxation [73]. Finally, it has

also been demonstrated that emotions vary based on the current situation, specifically

noting that people experience a better mood in situations that are related to leisure

(e.g. at home) [11].
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2.3.4 Emotions

Emotion is an affective state that has been widely studied in psychology and has also

attracted the attention of researchers in computer science. This section discusses the

emotion classification schemes that have been founded in psychology based on human

experiments (rather than NLP approaches). Various models exist that describe and

measure emotions, including the categorical organisation of emotions, dimensional or-

ganisation and hierarchical organisation.

2.3.4.1 Categorical emotion models

Categorical models are built on the belief that humans have a set of basic emotions

that are discrete, measurable, and universal among people [74]. One of the most well

known examples is Ekman’s six basic emotions: happiness; sadness; anger; disgust; fear

and surprise. His model was developed based on facial expressions where participants

were asked about their emotions in certain situations and photos of them were taken

and assigned with emotions by observers. These six emotions were found by subsequent

investigators to be distinguishable across different cultures [74–76]. Another well-known

model is Plutchik’s wheel of emotion [77] (Figure 2.2) with eight basic emotions: joy;

trust; fear; surprise; sadness; disgust; anger and anticipation. Emotions were arranged

in a way that shows which ones are opposite (e.g. joy is the opposite of sadness) and how

they can be combined to form complex emotions. The intensity of an emotion increases

moving towards the centre and decreases moving outwards. There are many other

categorical emotions frameworks in psychology, such as those proposed by Tomkins

[78] and Izard [79]

It should be noted here that categorical emotions models do not adequately cover the

complete variety of emotions expressed by humans because of their size limit. This

may enforce the subjects to choose an emotion that may not precisely express their

true emotion, but one which is closest to what they feel [80].
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Figure 2.2: Plutchik’s wheel of emotion

2.3.4.2 Dimensional emotion model

Unlike the categorical emotions models that define emotions as discrete categories,

dimensional models describe emotions as a set of dimensions by defining their positions

in a multi-dimensional space [81]. For example, Russell’s Circumplex model of affect

[82] (Figure 2.3) suggests that emotions are distributed in a two-dimensional space

containing valance and arousal. The horizontal dimension represents pleasure, while

the vertical access presents activeness or how likely one is to take action. To build

this model, subjects were given a sorting task and were asked to categorise words

and phrases that people used to describe their emotions into one of eight categories,

followed by a second task that was to place them into a circular order. Other examples

are Watson and Telogen’s Circumplex theory of affect [83] (Figure 2.4) and Scherer

affect model [84] (Figure 2.5).

2.3.4.3 Hierarchical emotion model

Emotions are organised in hierarchies to capture the property of emotions that some

are sub-types of others. In most hierarchical models, positive and negative classes

represent the most super-ordinate classes. The next level is considered more basic

emotions (e.g., happiness, sadness, anger etc.) which are further subdivided and so on
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Figure 2.3: Russel’s Circumplex model of affect

Figure 2.4: Watson and Tellegen’s Circumplex theory of affect

[85]. For example, Parrot’s collection of emotions organises more than one hundred

emotions in a tree-structured list at three levels: primary, secondary, and tertiary [86].

Another example is WordNet affect [87], a lexical resource for affective terms, that can

be used to extract emotions from text. It was derived from the WordNet database,

where words with affective meaning were extracted and manually assigned with affect-

labels and organised into a hierarchy (see Figure 2.6 for a fragment of WordNet affect

hierarchy, taken from [88]).



Chapter 2 20

Figure 2.5: Scherer’s affect model

Figure 2.6: A fragment of WordNet affect hierarchy

2.3.4.4 Further examination of the models

Although Plutchik’s wheel of emotion (Figure 2.2) is considered as a basic categorical

model, emotions are represented in a dimensional structure as they gain their meaning

from their position, which illustrates various relationships across emotions, as explained

earlier, Russell [82] who proposed the Circumplex model stated that Plutchick’s model

is similar but not identical to his model. Moreover, although Ekman treated each

emotion as a separate dimension, he stated after forty years of research that pleasan-

t/unpleasant and active/passive dimensional models of emotions are sufficient to show
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the differences between emotions [89]. Accordingly, there is no universal agreement on

which model is the best in structure, organisation or characterisation.

The two models: Ekman’s and Circumplex models, are employed and considered in this

research since they are simple well-studied/used and quick to administrate. Ekman’s

model maybe oversimplified, representing positive emotions in only one affect word

‘happy’, while the Circumplex model provides a broader and more balanced range of

positive and negative emotional states.

The literature suggests that there is a strong correlation between emotion and the

three separate features of activities, people and places. Different psychological studies

have highlighted how each is an important factor with a strong impact on emotional

state and well-being. Accordingly, many approaches were conducted to predict emotion

using these factors, based on different goals and the available tools.

Although this relationship is well-studied in the field of psychology, it is only recently

with the evolution of technology that predicting emotion has gained interest for re-

searchers in computer science. However, all studies show that emotion prediction re-

mains a difficult problem, where it is hard to get high accuracy, and combining features

can improve success.

While much research in the computing field has investigated emotion prediction from

activities identified from sensors, images and video references, very little research has

investigated activities extracted from text. Also, research has not looked at combin-

ing activities with other associated factors from the relevant event. The research in

this thesis proposes a novel investigation of using a combination of these three factors

(activities, people and places) as digital features to predict emotion from short diary

texts.

Given the promising potential to the application of event extraction- represented by

activities, people, and places- and associated emotions, it is worthwhile to investigate

the appropriate text mining techniques for this purpose.

2.4 Text mining

Text mining is a knowledge discovery process of analysing natural language to extract

meaningful information for a particular purpose [90]. This field has received a great deal
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of attention over recent years due to the tremendous amount of digital text data that has

been available, which are generated in a variety of forms such as social networks, blogs,

news, etc. Text mining is used in many different fields, such as information retrieval,

natural language processing, text analysis and database technology [91]. It has many

applications in different domains like marketing [92], media [93], telecommunication

[94], banking [95] and health [96].

Text mining deals with the machine support analysis of the text and it is frequently

found in the literature to connect machine learning algorithms with techniques from

information extraction [97]. In this research, both information extraction and machine

learning algorithms were utilised to categorise daily activities, extract people and places

and predict emotions.

2.4.1 Information Extraction

Information extraction is the process of automatically extracting information from un-

structured data. It is concerned with filtering information that is explicitly or implicitly

stated in a large volume of text [98]. Information extraction has been widely used in

many areas, for example in natural language processing and web mining and it has many

applications in different domains, such as in business and social media (see [99]). Two

types of information extraction methods are discussed here, named entity recognition

and lexical based methods.

2.4.1.1 Named Entity Recognition (NER)

NER is a sub-task of information extraction for identifying and classifying specific types

of information elements into predefined groups, such as people, organisations, location,

monetary values, percentages and other miscellaneous terms [100, 101], it typically

applies machine learning with: word-level features (e.g., case, punctuation, numerical

values, special characters, part of speech); list-lookup features (e.g., general dictionar-

ies, last name, celebrity, country, etc.) together with a rule system over the features.

For example, capitalised words are candidate entities, or a length greater that 3 words

is a candidate entity of an organisation [102]. Named entity recognition has many dif-

ferent techniques, types and applications (see [103] for a survey).
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Stanford Named Entity Recognizer is a Java implementation of a named entity recog-

niser. It is a part of StanfordCoreNLP, an integrated suite of natural language process-

ing tools for English. In this research, using nltk and pycorenlp in Python, the three

classes tagger is utilised for detecting Person, Organisation, and Location entities. It

takes un-annotated blocks of text and produces annotated text with labelled entities.

For example:

2.4.1.2 Lexicon based methods

WordNet is a lexical database of English language which includes nouns, verbs, adjec-

tives, and adverbs. It is commonly used as a resource for many applications in natural

language processing, it groups words into synsets, or sets of synonyms. It contains

semantic relations between these synonyms, as well as short and general definitions

[104, 105]. It has many different applications in text mining, including text categorisa-

tion [106], and text clustering [107].

2.4.2 Text encoding and machine learning

Machine learning is the area of artificial intelligence involved with automatic detection,

using algorithms and statistical models, of meaningful patterns in data to be able to

predict future data. Thus, it is about constructing systems that improve through expe-

rience [37, 108]. Machine learning approaches are usually categorised into supervised,

unsupervised, and semi-supervised. Text data is a type of unstructured information,

which is simple and easily perceived by humans but hard to process when it becomes

big. Applying machine learning techniques represents a powerful way of improving

understanding. However, mining large documents of text is a complex process and

needs a data structure to facilitate further analysis. A common way to represent text

documents and determine their relatedness is the Vector Space Model proposed by

Salton [109] , where the documents are represented as numeric feature vectors such that
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the distance between them represents the degree of similarity [110]. For text classifi-

cation, each document is represented by an array of words. Two commonly used text

representation models are Bag of Words and Word embedding.

Bag-Of-Words (BOW) is a traditional feature extraction method, where the text is

represented as an unordered group of words, i.e., a set of words (vocabularies). It is

considered a high dimensional space representation (thousands of dimensions). There

are many ways to use these vocabularies, for example, some represented the document

based on the term presence (known Boolean or One hot or Binary vector), assign a

value of 1 if the word appears in the text and 0 if it does not appear, others assign

weights using TF/IDF (Term Frequency-Inverse Document Frequency), where a term

takes its weight (importance) by calculating how often it occurs in a document and how

frequently it occurs in the entire document collection [110].

Another model for text representation is Word Embedding, where individual words

are represented as real-valued vectors in a pre-defined vector space. Compared to BOW,

this model is considered a low dimensional space representation (e.g., tens or hundreds

of dimensions). The word dimensions in the vector space model have no specific mean-

ing but represent a word through the contexts where it has been found. Accordingly,

it represents the distance between words by placing semantically similar words close

together in the embedding space [111, 112].

2.4.2.1 Supervised learning approaches

Supervised learning methods for text classification aim to assign natural language doc-

uments to predefined categories based on their content’s features [113], where a set of

rules are learned from a set of annotated training examples. The training set consists

of text instances and labels of the category to which they belong. Usually, text in-

stances are represented as n-dimensional feature vectors. Labels, usually, are assigned

to instances by human annotators to create the ground truth; the data is then split

into training and test. The class labels of the unseen test instances are then predicted

based on learning the training set [37, 91].

Text classification has been used in many diverse applications ranging from large docu-

ments to short posts. Examples include sentiment analysis to classify opinions [114] and

movie reviews [115], email spam filtering [116], and Twitter news classification [117].
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Due to the rise in popularity of Twitter, short text classification has been extensively

studied during recent years. For example, a study on tweet classification by Sriram et

al. [118] used features extracted from an author’s profile in addition to textual features

to classify the text into a predefined set of generic classes such as news, events, opinions,

deals, or private messages. They extracted one nominal feature (author) and seven bi-

nary features, including the presence of slang, time-event phrases, emphasis on words,

opinion words, currency and percentages signs. They showed that using this small

set of discriminative features to train a Naive Bayes classifier performed significantly

better than BOW against this set of generic classes. In another study conducted by

Lee et al. [119], tweets were classified into eighteen categories, including: sports; pol-

itics; technology; fashion; food and drink; health; music etc. They proposed two data

models: a text-based model and a network-based model. In the text-based model, the

data was labelled using human annotators. Then, after pre-processing (e.g. removing

hyperlinks), the documents went through a string-to-words vector kernel to filter out

common words using TF-IDF and extract the language features. In the network-based

model, they used Twitter-specific social network information such as the tweet’s time

and number of tweets related to a topic, and followers. They compared the performance

of different machine learning algorithms for classification, including: Naive Bayes; Naive

Bayes Multinomial; Decision Tree; Support Vector Machine; K-nearest neighbour and

ZeroR. Their key findings were that network-based performed better than a text-based

approach and that Naive Bayes Multinomial returned good results with the text-based

model.

Examples for algorithms that have been proven to work well for many classification

tasks, including events extraction from personal generated data [120] and mining short

texts, [121] are: Support Vector Machine (SVM); Naive Bayes (NB) and Decision Tree

(DT).

SVM is a supervised discriminative algorithm that is characterised by producing a

hyper-plane that separates the data into different classes and derives the widest chan-

nel between the classes [122]. It can be used for linear classification as well as non-linear

classification using kernel function [123]. The main advantage of this algorithm is that

it is very resilient to over-fitting.

NB is a probabilistic classifier that measures the probability that a document or word

is a member of a category. This model deals with each word independently. It has been
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proven to be a powerful approach for many reasons: it is simple, easy to implement,

fast to compute and efficient when compared with non-Naive Bayes approaches because

of the words’ independence [124].

DT is a classifier in the form of a structured tree, as its name implies. Each node can

be either a leaf or a decision node. A leaf shows the class label, while the decision

node implies a test to classify the data. Internal nodes are labelled by attributes (word

occurrence in our case) and branches departing from them are labelled based on the

weight that an attribute has in the text document. It categorises the data by recur-

sively testing the weights of the attributes and labelling internal nodes until a leaf is

reached. It can easily be tracked from the input (root) to the output (leaf) and needs

less training time since it does not need any parameter settings [122].

Supervised approaches can achieve high accuracy. However, it is costly and time-

consuming, especially for labelling big data sets [123], and does not generalise well to

different domains. Moreover, text annotation may be subjective. Consequently, semi-

supervised methods are proposed to start classification with a small sample to labelled

training, in addition to a large unlabeled data.

2.4.2.2 Unsupervised learning approaches

Unsupervised learning methods aim to find hidden patterns from unlabelled data where

no training phase or manual effort is needed [125]. Text clustering is an unsupervised

learning method. It statistically segments a collection of text documents into partitions

based on some distance measure in order to identify natural groups where documents in

the same cluster are more similar to each other and between clusters that are dissimilar

[37, 125]. Unlike supervised learning in which categories are known before classification,

in clustering, there are no predefined classes and, therefore, there is no need to label

data in advance. Thus, it is flexible and has high automation handling ability [126].

This makes clustering exploratory in nature, as it aims to find structures in the data

[125].

Text clustering has a wide range of applications, such as documents classification and

information organisation [127]. Word clustering has three advantages: it returns useful

semantic words groupings; increases the classification accuracy and reduces the size of

the classification model [126].
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The literature has shown that word clustering is a powerful alternative to feature selec-

tion when applied to text classification [128]. For example, Dai et al. [129] proposed a

word-embedding based clustering method to classify tweets, where each tweet was rep-

resented by a few vectors of their words. Accordingly, they were divided into clusters

of similar words to identify whether each cluster was related to ‘flu’ or not. They used

Google’s pre-trained vector set trained by Google’s news data set for their research

purpose. As this method preferred using the semantic meaning (i.e., word embedding)

over BOW, another study proposed a combination between BOW and word embedding

in an attempt to gain the advantages of both and overcome their weakness. Kin et

al. [130], proposed a bag-of-concept method, where concepts are created by clustering

words based on their low-dimensional vectors generated from a basic neural network

model, (word2vec), and used the frequency of these concepts to represent the document

vectors. One of the data sets they used was the Reuter data set which has articles la-

belled into eight different classes, including: entertainment; sports; technology; politics;

business; market; world and health.

2.4.2.3 Semi-supervised learning approaches

A semi-supervised learning approach is a hybrid sitting between supervised and un-

supervised learning methods; it addresses the problem of having insufficient labelled

data by using a large amount of labelled data with a small amount of unlabelled data

for building a good classifier [131]. Similar to bootstrapping, where a small number of

instances are used as seeds or patterns for bootstrap learning, it is an iterative process

where these seeds are used with a large corpus to extract patterns to enrich the learn-

ing process and used to extract new instances [132]. Although this approach needs less

labelled-data, and thus carries a lower cost, it is sensitive to the original set of seeds

and requires that seeds are present for each class, otherwise the resulting patterns suffer

from low precision and semantic drift [131]. A good example is the approach in [121],

where researchers proposed a semi-supervised method in combination with SVM to

classify short text into one of five classes: politics; economy; education; entertainment

or science. They applied iterative learning and labelling the unlabelled samples by cal-

culating the similarity between samples until all were labelled entirely. They showed

that this method improved the classification of short texts.
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2.4.3 Transfer learning

Transfer learning is a machine learning method concerned with improving a classifier

from one domain by transferring information from a related domain. It aims to create

a high-performance classifier trained with easily obtained data from a different source

domain. Its objective is to design a system which can leverage experience from previous

tasks when a new task is drawn from a different population than the old one and to im-

prove performance in a new task which has not been previously encountered [133–135].

In contrast to traditional machine learning, which predicts labels of future data using

statistical models that are trained on labelled or unlabelled previous data available for

the problem of interest (training), transfer learning allows the domain, task or distribu-

tion to be different between the training and testing data [136]. When training data is

expensive, insufficient, or difficult to collect the need for transfer learning occurs, which

decreases the time spent learning new tasks and requires less human intervention [134].

Transfer learning can also be referred to as knowledge transfer [135], learning from

auxiliary data [137], or domain adaptation [138]. The common scheme is to use data

from a related source domain to train or improve a target learner. While there is a

general acceptance and comprehension of the “transfer learning” concept, usage and

application varies greatly. One example is the domain adaptation for sentiment clas-

sification proposed by Blitzer et al. [139], who selected Amazon reviews for different

products: books; DVDs; electronics and kitchen appliances. In the task of automat-

ically classifying a review for a product (e.g. a camera) as positive or negative, they

used a classification model that was trained for source products to classify other target

products, for example, they looked at the adaptation from book reviews to reviews

of kitchen appliances. Another study on system recommendations by Morino et al.

[136], proposed a transfer learning technique to extract knowledge from multiple dense

domains containing rich data (e.g. movies, music) to train and generate recommen-

dations for a target domain (e.g. games). In their study, Jin et al. [137] classified

short text represented in tweets and short online advertisements in the predefined topic

using auxiliary long text of the content of the associated URLs for tweets and randomly

crawled e-commerce web pages. Also, with web documents classification, for example,

in a study carried out by Dai et al. [140], newly created or outdated web documents

were classified into several predefined categories learned from using previous manually
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labelled web documents.

Transfer learning can be supervised [138],unsupervised, as with self-taught clustering

[141], or semi-supervised [140], heterogeneous domain adaptation [142], or homogeneous

domain adaptation [143]. In this research, knowledge is transferred across different do-

mains in a semi-supervised learning process to classify diary entries into pre-defined

categories of daily activities.

To summarise, recent research such as that on transfer learning (Section 2.4.3), which

introduced the concept of using an external domain that is rich with similar data for

training, have overcome the challenge of a lack of training data. Moreover, APIs now

make it easy to collect data, and many researchers share their data sets online.

This section has displayed the main machine learning algorithms and discussed the

main text representation methods: BoW and word embedding. However, BoW suffers

from sparsity when the number of unique words increases and assumes every word to

be independent while word embedding reserve proximity, which defines a semantic re-

lationship between the words. Researches have been extensively using both methods

as needed. This section discussed some research that has overcome these methods’

limitations by combining them (Section 2.4.2.2). Additionally, some studies mentioned

earlier preferred a small set of features to train a classifier with common supervised

machine learning algorithms (Section 2.4.2.1) as they showed that the performance is

significantly higher than using the linguistic features.

The methodology in the research in this thesis was motivated by the concept of transfer

learning using an external domain that is rich with similar human-generated training

data to build the framework of activity classification for diary data, which is very per-

sonal and hard to collect as it takes time and needs commitment from the participants.

The proposed approach for activity classification here aims to integrate the advantages

of BoW and word embedding methods, utilising the semantic similarity of words in

the tweets vector space and activity word occurrence in diaries, while maintaining low

dimensionality of word embedding while providing interpretable representation concur-

rently. This research was also motivated and encouraged by those studies that preferred

a small set of features to train a classifier with common supervised machine learning

algorithms, accordingly use a small set of features (activities, people and places) instead

of/with BoW for emotion prediction to compare and improve the performance.
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2.4.4 Emotion detection

Affective computing is concerned with creating a machine that can interpret emotion

by recognising, expressing and modelling emotional information [144]. Emotion recog-

nition aims to detect different types of humans’ emotional states from various sources,

including text, audio, gesture, eye gaze and facial expression. More specifically, emo-

tion detection from text focuses on finding the relations between the input text and

the emotion that prompted the author to write this text [145]. That is to say, it is a

classification problem that labels instances with the relevant emotion based on the con-

tent of the text. Several techniques have been proposed for building emotion classifiers

which can broadly be classified into two main categories as follows:

1. Lexicon based methods

These are keywords-based approaches which predict emotions by identifying an ex-

act, specific word from the text and matching it with a predefined term. Thus, emo-

tion is inferred based on the related keywords found in the input text [145]. They

are also considered to be dictionary-based approaches, where words are defined and

organised in different databases. Examples are WordNet affect [87] (discussed in

section 2.3.4.3) and SentiwordNet [81] which is derived from WordNet, where each

word is associated with a numerical score that indicates whether the word is positive

or negative (for example ‘happy’ has PosScore: 0.875 and NegScore: 0.0). Although

very simple and flexible, the fact that they rely on individual words may affect the

performance when the sentence structure is complex, as there may be ambiguous

words and sometimes there is no explicit expression of emotions in the text. Also,

it is impossible to cover all the possible emotional words due to the evolution of the

language [146].

2. Machine learning methods

All the previously discussed methods in Section 2.4.2 for text mining can be used

to solve the problem of emotion recognition from the text. However, to employ ma-

chine learning algorithms this problem has been redefined to determining to which

emotional class the input text instance belongs [147]. This section explains text-

based emotion prediction problems as a classification problem, and highlights some

studies that employed machine learning methods, especially for emotion recognition.
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Examples of supervised machine learning include a study conducted by Alm et

al. [148] to classify emotions in the narrative text (sentences) in children’s fairy

tales to be used later in assigning appropriate sound in the text-to-speech analysis.

In this work, they used language features like BOW, special punctuation, sentence

lengths and others to train a linear classifier in a feature space using SNoW learning

architecture to classify sentences into emotional and neutral sets. They labelled the

emotional data set with Ekman’s basic emotions and combined them to be classi-

fied into positive and negative sentences. Bellegarda [149] carried out a study that

utilised Ekman’s emotional scheme for the classification of news headlines, which

used latent semantic mapping with Support Vector Machine, Naive Bayes, and De-

cision Tree on BOW in association with WordNet affect. In their study, Hasan et

al. [150] classified tweets into the distinct emotional classes they express utilising

the Circumplex model, with hash-tags used as labels to train and compare between

different classifiers: Support Vector Machine; K-nearest neighbour; Decision Tree

and Naive Bayes. They used BOW to create the n-dimensional numerical feature

vectors, in addition to emojis, punctuation features (e.g. the exclamation mark).

Emotion detection was also used in the classification of film reviews, for example

Kennedy et al. [151] used Support Vector Machine in their study to classify the

reviews into positive, negative and neutral based on uni-gram and bi-gram language

features. In a related study, movie review classification was divided into positive

or negative [152] and showed that traditional topic-based categorisation performed

better than Naive Bayes, Maximum Entropy and Support Vector Machine.

Unsupervised learning methods mainly consists of sentiment clustering methods

implemented for many purposes and utilises different emotion models. For example,

for emotion detection in lyrics-based songs, Hu et al. [153] proposed a fuzzy clus-

tering method to group the lyrics in their sentences around the associated emotions

from the Circumeplex emotion model. Yuan et al. [154] proposed a word clustering

method to improve emotion recognition from short text, where they categorised news

headlines by proposing a weighting scheme for words’ clusters based on discrimina-

tion degree of clusters and word representation degree. Each line was annotated with

an integer between 0 and 100 that indicate the different degrees of support for each

of Ekman’s six basic emotions. Others extracted and used their emotion categories,
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such as Feng et al. [155] in their work on extracting common emotions from blogs to-

wards some events. For example, to classify the public emotions towards the sudden

withdrawal of the former world champion of the 110-meter from the Olympics, they

grouped bloggers’ emotions into nine groups, these included: disappointment; blame;

deception; support; regret; understandable; inveracious; normal and non-Olympic.

The growing importance of automatic emotion identification has coincided with the

emergence and growth of social media such as Twitter, Facebook and online blogs.

Personal blogs are perhaps the most relevant research area in emotion detection, where

people express their thoughts, emotions, opinions and personal daily activities and rou-

tines. For example, Samonte et al. [156] combined keyword spotting and semantic

analysis exploiting a word position in the sentences to strengthen prediction. Also,

Shivhare et al. [157] proposed an architecture for predicting emotion from blogs based

on keyword spotting in combination with the use of ontology by applying a semantic

approach using some aspects like entities, attributes and relationships, that describes

the concept of a domain. Other studies focused more on machine learning techniques.

For example, Chau et al. [158] combined machine learning classification with rule-

based classification obtained from experts to identify people with emotional distress.

The proposed system achieved better performance than the a benchmark, and experts

found it more efficient than traditional methods.

The common text mining methods (explained in detail earlier in this chapter) used for

emotion detection in blogs and social media are lexicon-based, including keyword-based

techniques and lexical affinity, learning-based and hybrid approaches [147]. However,

each method has its own limitations, such as ambiguity and lack of linguistic infor-

mation. Researchers have aimed for improvement by combining different methods to

enhance interpretation and to overcome these limitations. Accordingly, this thesis pro-

poses to deal with these linguistic challenges by generating numerical probability feature

vectors that describe the activity, instead of using exact emotion words as features, to

be combined with people and places for emotion prediction.



Chapter 2 33

2.5 Conclusion

This chapter explored the diary and explained some of its features, including daily

activities, people, places, and emotions. By highlighting research from both the fields

of psychology and computer science, it has shown the effect external environmental

circumstances (activities, people, and places) can have on an individual’s emotion. It

also provided a broad view of the current text mining techniques and highlighted sub-

tasks, information extraction and machine learning methods that have been proven to

be powerful approaches for text processing.

Drawing on this past research into human emotions in the discipline of psychology and

using the well-studied techniques in the machine learning field, the present research

investigates the capability of these technical methods to be applied for diary analysis

and understanding. Accordingly, the work in this thesis is built by using available text

mining algorithms to make the data computable, that is to express the data as math-

ematical analysis and processing of form, automatically extract features from diaries

and infer relevant emotions.
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Activity categorisation

framework

3.1 Introduction

Many of the everyday events and activities which people experience during the course

of their lifetime have an impact on their emotions and well-being. Various activities,

from cleaning the house to working on a project, or having lunch with a friend, affect

their emotions in different ways. This chapter focuses on the automatic categorisation

of diary entries which describe daily activities in an attempt to utilise them as features

for predicting emotions. As an example, the diary entry “having lunch with mother”

could be classified as: 70% ‘food/drink’ and 30% ‘social family’. However, although

such an entry is easily understood by human the automatic categorisation of diary data

that contains such personal activities can be challenging.

This work presents a novel approach to the categorisation of personal daily activities

based on transfer learning. The proposed framework utilises previously acquired knowl-

edge as a starting point to solve the present problem, which reduces the time required

to learn and the amount of effort necessary to label the data. A high-performance

diary learner was trained with easily obtained, similar but not identical, data from a

different domain (tweets) to classify individuals’ textual diaries into daily activities.

Moreover, customised pre-processing steps are proposed to filter non-meaningful data

to the domain to enable more efficient classification.

35
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This chapter is structured as follows: Section 3.2 explains the data collection and the

data set. Section 3.3 introduces personal activity groups which are used to structure

daily activities. Then, Section 3.4 provides a brief overview of the proposed four-stage

framework for activity categorisation, which is followed by four sections that explain

each module in detail. Detailed evaluation of the framework is presented in Chapter 4.

3.2 Data collection

As mentioned earlier in the previous chapter, a diary may take different forms and there

are various collection methods. The focus of this research is to analyse labelled diary

entries; hence, a data set was collected consisting of short texts and emotions. This

section introduces the data collection method untilised in this work, the data set, as

well as ethical approval and consent to participate.

For the data collection, a smartphone application Epicollect5 1 was used, software

developed at Imperial College London, it is a web-based data collection tool that was

found to have all the required functionality to create a project called Dear Diary.

Epicollect has been used for both teaching and research, for example [159, 160].

The interface provides a text box with the question “What is going on?” that enables

the participants to record their daily diary posts along with a drop-down list of the

emotions defined by Ekman together with a text box to allow the participants to choose

from the list or enter an alternative word that best describes their relevant emotion.

It is available for users of both the Android and iOS platforms. The smartphone has

been chosen as a platform for the data collection because people carry their phones

with them all the time and are always available for quick and prompt data recording.

Figure 3.1 shows the data collection application interface.

The participants were asked to type their activities in text format and were encouraged

to mention what they were doing at that moment, or had done during their day when

they were somewhere or with someone, or even doing something alone, then to save

their posts and upload them through the phone. Fifteen participants were asked to

post their data at three optional times per day for two to three months. Between

around 100 to 250 entries were collected from each user with an average of 161, a

1https://five.epicollect.net
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Figure 3.1: Dear Diary application

standard deviation of 56.7 and around 2500 entries in total. The response rate differed

between participants due to the longitudinal nature of this study. Also, the format of

the contents of the text entries varied tremendously. Some of the participants provided

only keywords, while others recorded short sentences and some saved long and detailed

entries, with an average of 9 words and a standard deviation of 4.85. Emotion labels

vary between users; some used the given list of emotions, while others preferred to enter

an emotion-word that best described their feelings associated with their entry. Table

3.1 displays some examples of the data. Further statistics are provided in Chapters 4

and 5.

The project was constructed to be a personal, private and trustworthy way for the

participants to record their data. The study was approved by the ethics committee of

the School of Computer Science and Informatics, Cardiff University. All participants

provided written, informed consent to participate and for part of their anonymous data

to be made available for research purposes.

In this thesis, the same data set is utilised and analysed for different purposes. In

chapter 3 and 4 all participants’ data is used for daily activities identification and

categorisation. In chapter 5, with personalised emotion prediction, each participant

data is treated as a stand-alone data set for training and testing. While with global,
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the data was used collectively for training and prediction was tested on each user’s

data, this is explained further in subsequent sections.

Diary entry Emotion

Drinking sleepy tea at home relaxed

I had my dinner with a friend at GBK happy

Having a walk with my children at the park content

Sightseeing with Farah in Camden market excited

I had my coffee in Starbucks with my friend Sarah happy
I feel free today after submitting the conference paper and students
projects marking happy

Planning for a trip confused

Learnt about a death of a family member sad
I just made mistake at work and I am totally not happy I can’t handle
the work environment at this company sad

Visiting a museum Unimpressed

Catching up with a friend neutral

Visiting the book fair with my kids excited

Playing PlayStation in an open area with my friends excited

At home watching a movie with my husband enthusiastic

Attending football match with friends happy
I had an interview with booking.com and I have good feeling that
I will take the job excited

Now I’m drinking my coffee and smoking neutral

Today I went to the mall with my friends and I bought a new sunglasses happy

Working out at gym with my friends happy

Finally Shaving at the barbershop happy

I cleaned my flat neutral

Baking happy

Table 3.1: Diary entries examples. Ekman’s emotions are shown in bold

3.3 Personal activity groups: definitions

In this thesis, a personal activity is considered to be any action that is carried out by

a person. People mostly talk in their diaries about daily events or activities: working;

shopping; visiting and so on. Since there are different activities conducted by different

people, grouping them would be a convenient means by which to analyse and organ-

ise this data. However, “The perfect classification of activities of daily living is not

possible” [50]. Usually, the classification of daily activities is highly dependent on the

target and, accordingly, different categorisations have been proposed by different re-

searchers [50, 56–58, 64, 65]. In line with other approaches, the data was investigated,
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more specifically clustered (more explanation is given in Section 3.7.1) and the clusters

were manually examined; accordingly, the daily activities set out below have emerged

as natural groupings.

Work/Study group

This group contains events that involve doing a job or studying. Typical, work-linked

activities include entries such as: “meeting my supervisor in her office” or “working

on a project with my team”, whilst study-linked activities are similar to “doing my

assignment at the library” or “studying for my next exam”.

Social/Family group

This group contains actions involving a person (or people) other than the participant

in a social interaction. Examples of entries for this group are: “visiting my mother” or

“talked with my friend on the phone”.

Food/drink group

This is the group of any activities that are related to food consumption, for example

“ate pasta” and “had breakfast”.

Leisure group

This involves activities that a participant conducts in their spare time. Examples for

this category can be: “watched a great movie” or “in a play”.

Essentials group

All actions that need to be done by a person and do not belong to any of the above

groups fall in this group like “cleaning my apartment”.

Although these are ‘natural’ groupings, not all entries will fit exactly into only one. For

example, taking the entry “having lunch with my family”, could be classified as: 70%

food/drink and 30% social/family.

3.4 Activity categorisation framework

The approach proposed in this work was developed to take a short piece of text and

return a classification into activity groups. For example, a diary entry such as: “having

breakfast with my family” should be classified as both food consumption and a social
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activity.

This section introduces the framework for activity categorisation. As a starting point,

the system exploits knowledge from ‘a source model’ of similar data (tweets) to ac-

celerate and ease the activity classification process of the diary entries. The proposed

method can be described as a ‘word-embedding based clustering-classification’ that

takes advantage of semi-supervised approaches to classify the data. Figure 3.2 shows

the framework for the automatic categorisation of daily human activities from diary

data. It consists of four main modules that are discussed in detail in the following

sections.

Figure 3.2: Activity categorisation framework

1. Pre-processing

This step comes before the data analysis as entries may have some noise. Here, in

addition to standard NLP pre-processing techniques, more customised steps, such as

the removal of people’s names, are introduced to reduce the amount of unnecessary

data that consequently reduces the purity of clustering and accuracy of classification

(Section 3.5).

2. Word embedding transfer learning

This is the initial step for feature extraction exploiting a pre-trained word embedding

model, where diary words are defined and are mapped to a vector space embedding

(Section 3.6).
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3. Clustering

In this step, activity groups are formed from the defined diary words, weights are

then assigned to the cluster based on crowd-sourced annotations (Section 3.7).

4. Classification

This step aims to assign a weight for each activity type to each diary entry after

breaking it down to its content and referring to the clusters for its words’ weights

(Section 3.8).

An example of a diary entry classification is shown in Figure 3.3.

Figure 3.3: An example for a diary entry activity classification

3.5 Diary entries pre-processing

Pre-processing is an important stage that usually precedes text mining. The diary

entries are characterised by being informal, unstructured and noisy, where some may

contain spelling mistakes and non-textual information. In this work, pre-processing

was defined through an iterative process which went through refinement after running
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consecutive clustering experiments and observing the changes. The following are the

pre-processing steps which the data went through for the final analysis:

• Tokenisation, filtering and removal of duplicate words. All tabs, punc-

tuation and non-letter characters were removed, and sentences were broken into

tokens (words) using the Python natural language tool kit (nltk).

• People names removal. As people names in different participant’s data do not

contribute to the clustering and classification of the entries. On the contrary,

initial clustering (see Section 3.7.1) distributed names through different activity

clusters which reduced the purity of the clusters and accordingly may cause bias

with classification (deviation or misclassification). Named Entity Recognition

(NER) was used to detect people’s names (ex. Sarah, Dareen, etc.) and then

remove them. Python StanfordNERTagger was imported to detect names.

• Conversion to lower case. To treat the words consistently, this step took

place after detecting and removing all people names because the algorithm of

NER checks for capitalisation of initial letters to pick the names.

• Stop word removal. These are words that are commonly used and add little

meaning to the domain and the topic of clustering, such as: the; a; are etc. For

this purpose, stopwords.words (English) was used to extract them.

• Emotion word removal. Words such as hope, lovely, joy, etc. are removed using

an external data source WordNet lexicographers’ files:noun.feeling and verbs.emotion.
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This step was important since initial clustering (see Section 3.7.1) accumulated

such words in a single cluster; however, they added no meaning to the activity

related clusters.

3.6 Word embedding transfer learning

In order to progress further with analysing diary entries, each word should be repre-

sented in a consistent way that allows them to be compared and clustered. A founda-

tional step in building this framework is to enable it to apply previous knowledge to the

diary domain for the recognition of daily activities. Since diary data is expensive and

hard to collect, the system takes advantage of a big data source of easily obtained data

from Twitter. The data in this research is somehow similar to tweets in content and

structure, i.e. people usually share their activities in unstructured short texts through

that platform. The process of using related information from a source domain (tweets)

to improve the learning function in a target domain (diary) is referred to as transfer

learning [133, 161, 162]. Figure 3.4 demonstrates this knowledge transfer process for

the representation of diary words.

In this research, an artificial neural network is utilised to represent the diary words;

this architecture has proved to produce strong results in text processing [163]. It is

a machine learning algorithm that has a strong capability for word embedding, where

each word is represented as a continuous vector space which is generated based on the

co-occurrence of words and represents the semantic relationships between words. For

example, the word ‘working’ can be represented by the following vector:

[0.22431,-0.25557, 0.006813, -0.18593, ..., ..., 0.14495, 0.22284, -0.056669, -0.011425]
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Figure 3.4: The transfer learning process

With this representation, words that usually occur together are closer to each other in

the vector space. However, these individual dimensions in the vector space embedding

have no specific meaning [164].

Although with word embedding there is a loss of interpretability, the fact that this

method generates low dimensional vectors that preserve proximity made it preferable

over one main document/text representation method (Bag-of-Words) that is known

for its simple interpretability where a document vector is represented by its words

frequency/presence. However, when the number of words increases, the BoW method

suffers from high dimensionality, which causes sparsity and fails to preserve accurate

proximity information.

An example of an implementation of this architecture, the Global Vectors for Word

Representation “Glove” [164], is an open-source toolkit developed by Stanford, and

was used here via the Python Gensim library. This model is pre-trained with 2B tweets

and 1.2M vocabularies producing 200-dimension vectors for each word. Hence, each

diary word was defined and assigned a 200-feature vector representing its occurrence in

the Tweets corpus.

3.7 Clustering of diary words

Clustering is an unsupervised machine learning method designed to reveal hidden data

patterns, which identifies natural groups in multidimensional data [37]. With clustering

algorithms, different similarity measures are used to aggregate the data and produce
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different clusters. Accordingly, members of each cluster should be similar to each other

in some sense and dissimilar to the members of other clusters [165]. This section

discusses the data clustering process, which has three main steps, as shown in Figure

3.5:

1. Word clustering where words are grouped based on their assigned dimensions in

the vector spaces.

2. Word annotation where words are manually assigned a label of the relevant ac-

tivity group.

3. Clusters-weights assignment where all clusters are assigned weights based on the

results from the previous two steps.

Figure 3.5: Word clustering framework

As shown in Section 3.6, each diary word was defined by a continuous vector that rep-

resents the meaning of a word through the context in which it has been observed in
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a corpus of tweets. Accordingly, if two words occur in a similar context, they most

probably have a similar meaning. Therefore, in a new diary data set where new words

that haven’t occurred previously but can be found in the larger tweet data set, by

taking its dimensional vector space and find its similarity and closeness to the cluster’s

centroid, the word can be assigned to the most relevant activity without re-running the

clustering algorithm.

Although word embedding could be used for classification, a clustering step is essential

in this framework, more specifically using a centroid-based clustering algorithm (e.g.,

k-means) provided an advantage that can increase efficiency, i.e., having a fixed position

of a word that is close to all relevant words in a cluster is vital since new words could

be added to the cluster where the nearest centroid exists based on similarity and prox-

imity without the need of re-clustering or re-classification, of course, entropy should be

considered in such case.

3.7.1 Word clustering

Words were clustered into groups based on their corresponding vector space dimensions,

as explained in the previous section, where 200 features were used to group words. K-

means was implemented for clustering as it has been shown to be a powerful and ro-

bust algorithm for text categorisation [166, 167] especially with human-generated short

posts [168]. The main advantages of using this algorithm are that not only is it one of

the simplest partitioning algorithms and very easy to implement [169], its linear time

complexity makes it fast and, as a result, needs low computational cost when dealing

with multi-dimensional data [170]. The K-means algorithm was chosen here as its a

centroid-based approach which benefits the proposed framework when dealing with new

or unseen data.

At the beginning, parameter setting took place. This is a challenging task in clustering

where it is an unsupervised method and the machine has no previous knowledge of the

data. So, this method relies on experimentation where there are multiple runs of the

same algorithms with different parameter values. For k-means clustering, the main pa-

rameters to choose the right clustering validity are the number of clusters and distance

function.
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Automatically determining the number of clusters k has been one of the most compli-

cated issues in data clustering [125]. Different methods are used to assist with clustering

numbers estimation, such as the elbow method [171] and gap statistics [172]. However,

they are not guaranteed to give the optimal number of clusters that suits the domain and

model as they are considered intrinsic measurement criteria [173], meaning that they

are domain-independent and model-dependent. Therefore, following what is common

practice, the algorithm was run with different values of k then the best number of k was

chosen based on the model, the domain and the criteria suitable for this model [125].

Preliminary experimentation using different values for k 10,15,20,25,30, with different

pre-processing settings to cluster activity-related words, showed that twenty clusters

was a good choice. The available data was investigated and clusters were manually

examined; the value of k was chosen where the daily activities set out in 3.3 emerged

as natural groupings. As an attempt to explore the data, an initial experiment applied

the elbow method on the available data. Although the effect was subtle, the resulting

graph was consistent with the choice of k=20.

Euclidean distance is used here to measure the similarity between the vector represen-

tation of the words as shown in Formula 3.1:

d(wj , c) =

√√√√ 200∑
i=1

(vji − vci )2 (3.1)

where [vj1, ..., v
j
200] is the vector representing a new word to be added to a cluster, and

vc is the vector representing the centroid of cluster c.

3.7.2 Word annotation

This step aims to give the clusters weights. Let D be the set of words used in the diary

data set (after pre-processing) with D = {w1, ..., wn} and where each word wi was as-

signed a class L(wi) by the annotators where L(wi) ∈ L = {work/study, social/family,

food/drink, leisure, essentials, none}. For this annotation task, an online platform,

Figure Eight (CrowdFlower)2, was used where human annotators labelled the data.

2https://www.figure-eight.com
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Each word was assigned to one activity group from the list: “work/study; social/-

family; food/drink; leisure; essentials or none”. ‘None’ represents words that are not

related to any of the activity groups. Each word was labelled by three different an-

notators following previous work [174, 175]. The annotation process underwent five

steps:

1. Data upload and management. The data was uploaded in a tabular form and

was prepared for the annotators to label.

2. Job design. The job title and overview were provided in addition to steps, tips,

rules and examples to help with doing the jobs (Figure 3.6).

Figure 3.6: Word annotation job design

3. Quality testing. This is an important quality control mechanism. Ideal test ques-

tions were created to ensure high-quality results from the job. Some data samples

were provided with their labels for the contributors. The answers follow the rules

that were given in the instructions and reasoning explains exactly how the answer

was reached. Such questions are useful to test the contributors, to resolve any con-

fusion and clarify why this is the right answer (Figure 3.7).
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Figure 3.7: An example of word annotation quality testing

4. Job launch. The annotators were asked to read each word and choose the relevant

activity group label (Figure 3.8).

Figure 3.8: Activity word annotation example

5. Results. This is where individual responses by the contributors as well as the

aggregated results were provided in addition to other relevant information, such as

the IP address, and contributors’ ID. There were 250 contributors with an average

confidence score of 0.9. 60% of the annotated entries were in complete agreement,

35.3% had two agreements and 11.7% had no agreement. Table 3.2 below reports a

summary of the annotated data.

Activity work/study social/family food/drink leisure essentials none

% words 22.4 10.5 9.3 10.1 8.4 39.3

Table 3.2: Word annotations results from crowd-sourcing
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3.7.3 The assignment of cluster weights

Each word has a label given by the annotators and belongs to a cluster based on its

feature vector. Thus, it can be represented as (word, label, cluster). Accordingly, each

cluster is assigned a weight based on the number/percentage of words related to the

different activity groups in this cluster. Consequently, each word belonging to a cluster

takes the weight of this cluster and can be represented as (word, cluster weight). The

problem can be formulated as follows:

Let C1, ..., C20 be the partition of D created in Section 3.7.1. For l ∈ L = {work/study,

social/family, food/drink, leisure, essentials, none}, define a weight for cluster Ci(1 6

i 6 20) as in Formula 3.2:

uil =
|{w ∈ Ci : L(w) = l}|

|Ci|
(3.2)

so that uil ∈ [0, 1] and
∑

l∈L u
i
l = 1

To generate the clusters’ weights, three different approaches are presented here: includ-

ing words labelled as ‘none’; excluding words labelled as ‘none’ and replacing ‘none’ as

‘essentials’. Each approach is explained below along with the results of the clustering

weights.

1. Including words labelled as ‘none’

In this approach, all the annotated words were treated equally including ‘none’

where it represents a class in its own right. After pre-processing, there were still

some words that may not belong to any of the groups (e.g., eventually, road,

fire, area, came, etc.). Also, some entries may refer to a thought or represent a

statement more than an activity. Although such entries are few, they still exist

and should be taken into consideration here. Table 3.3 displays the weight of each

cluster which was defined above in equation 3.2 as u. The classification approach

build on these clusters are referred to as “full activity classification”, and

results are explained in Section 4.4
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Cluster food % essentials % social % leisure % work % none %

cluster 1 90.16 1.64 1.64 0 1.64 4.92

cluster 2 0 5.68 4.55 28.41 28.41 32.95

cluster 3 0 3.49 5.81 3.49 13.95 73.26

cluster 4 0 0 0 0 0 100.00

cluster 5 0 0 91.49 0 2.13 6.38

cluster 6 1.67 3.33 3.33 5.83 43.33 42.50

cluster 7 41.18 23.53 0 5.88 3.92 25.49

cluster 8 0 0 0 0 0 100.00

cluster 9 1.72 3.45 4.31 6.90 50 33.62

cluster 10 0 3.39 5.08 1.69 81.36 8.47

cluster 11 0 1.14 17.05 20.45 14.77 46.59

cluster 12 0 12.72 0 10.90 29.09 47.27

cluster 13 4.65 11.63 6.98 5.81 25.58 45.35

cluster 14 1.72 6.90 11.49 1.72 11.49 66.67

cluster 15 23.33 8.33 8.33 26.66 11.66 21.66

cluster 16 0 0 0 35.29 23.52 41.17

cluster 17 0 64.29 0 14.29 0 21.43

cluster 18 6.90 17.24 3.45 0 3.45 68.97

cluster 19 2.33 27.91 6.98 13.95 2.33 46.51

cluster 20 1.67 5 10 13.33 6.67 63.33

Table 3.3: Clusters and classes for words including ‘none’. The bold values denote
the highest weights

2. Excluding words labelled as ‘none’

In this approach, all words labelled with ‘none’ were removed and weights were

given to the clusters to normalise. In the previous definitions, Ci and L are

replaced by i.e. C ′
i = {w ∈ Ci : L(w) 6= ‘none′} and L′ = L − {‘none′}. Where

it is assumed that these words may be irrelevant to the daily activities group

and removing them increases the purity of the clusters to refer only to activities

groups and later may increase classification accuracy. Table 3.4 displays the

clusters weights. It should be noted in this approach that cluster 4 and cluster 8

were removed as they were pure ‘none’ clusters. The classification approach build

on these clusters are referred to as “non-trivial activity classification”, and

results are explained in Section 4.4
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Cluster food % essentials % social % leisure % work %

cluster 1 94.83 1.72 1.72 0 1.72

cluster 2 0 8.47 6.78 42.37 42.37

cluster 3 0 13.04 21.74 13.04 52.17

cluster 5 0 0 97.73 0 2.27

cluster 6 2.90 5.80 5.80 10.14 75.36

cluster 7 55.26 31.58 0 7.89 5.26

cluster 9 2.60 5.19 6.49 10.39 75.32

cluster 10 0 3.70 5.56 1.85 88.89

cluster 11 0 2.13 31.91 38.30 27.66

cluster 12 0 24.14 0 20.69 55.17

cluster 13 8.51 21.28 12.77 10.64 46.81

cluster 14 5.17 20.69 34.48 5.17 34.48

cluster 15 29.79 10.64 10.64 34.04 14.90

cluster 16 0 0 0 60 40.00

cluster 17 0 81.82 0 18.18 0

cluster 18 22.22 55.56 11.11 0 11.11

cluster 19 4.34 52.17 13.04 26.09 4.35

cluster 20 4.55 13.64 27.27 36.36 18.18

Table 3.4: Clusters and classes for words excluding ‘none’. The bold values denote
the highest weights

What is apparent in this approach is that the activity group weights within the

clusters have increased at different rates: 40% of clusters were dominated by

work/study; 25% by leisure; 15% by essentials and only 10% by food/drink or

social/ family activities.

3. Replace all words labelled with ‘none’ as ‘essentials’

In this approach all words labelled with ‘none’ were replaced as ‘essentials’ i.e.

set L(w) = ‘essentials′ if L(w) = ‘none′. As the participants were required to

record their daily activities, the assumption here is that all words should belong

to daily activities, and to take advantage of all the words in the data set, the

‘essentials’ group definition is expanded to include any activity that does not be-

long to the other groups. Table 3.5 displays the clusters weights in this approach.

The classification approach build on these clusters are referred to as “essential

classification”, and results are explained in Section 4.4

In this approach, ‘essentials’ have clearly overcome the other activity groups in

most of the clusters. Inspection of the other activities shows that there is at least

one cluster that has one of the groups (food, social, and work) with the highest

weight, except for ‘leisure’ which is never assigned with the highest value in any

of the activities.
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Cluster food % essentials % social % leisure % work %

cluster 1 90.16 6.56 1.64 0 1.64

cluster 2 0 38.64 4.55 28.41 28.41

cluster 3 0 76.74 5.81 3.49 13.95

cluster 4 0 100.00 0 0 0

cluster 5 0 6.38 91.49 0 2.13

cluster 6 1.67 45.83 3.33 5.83 43.33

cluster 7 41.18 49.02 0 5.88 3.92

cluster 8 0 100.00 0 0 0

cluster 9 1.72 37.07 4.31 6.90 50.00

cluster 10 0 11.86 5.08 1.69 81.36

cluster 11 0 47.73 17.045 20.45 14.77

cluster 12 0 60 0 10.91 29.09

cluster 13 4.65 56.98 6.98 5.81 25.58

cluster 14 1.72 73.56 11.49 1.72 11.49

cluster 15 23.33 30 8.33 26.67 11.67

cluster 16 0 41.18 0 35.29 23.53

cluster 17 0 85.71 0 14.29 0

cluster 18 6.90 86.21 3.45 0 3.45

cluster 19 2.33 74.42 6.98 13.95 2.33

cluster 20 1.67 68.33 10 13.33 6.67

Table 3.5: Clusters and classes for words where ‘essentials’ replaces ‘none’

Overall, clustering diary words based on the features that were initially generated from

the pre-trained model has proved to be useful in grouping personal activity words. The

k-means clustering method, which has been commonly used in text mining research,

returned acceptable results when applied to tweet word vectors, and generated activity

clusters with acceptably high purity. Purity is an external evaluation criterion for clus-

ter quality, it is a measure of the extent to which a cluster contains a single class. For

example, cluster 1 in Table 3.5, shows that ‘food’ is the majority class and the percent-

age of the members of this class in this cluster is 90%, which represent the purity of

this cluster. Since the objective of this research was to investigate a broader framework

rather than to find the best clustering method, a standard clustering approach is used

as a step in the activity classification framework without seeking further improvements.

3.8 The classification of diary entries

Text classification is the process of assigning predefined categories to natural language

text [176]. Here, each diary entry is automatically classified and given weights for

the relevant activity groups. To implement the classification model, Python code was

generated to check each entry word by word and assign it to the relevant class. The

proposed algorithm starts by consulting the clusters by assigning each word to its
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relevant cluster and returning its cluster weight. It then adds up the weights for all the

words in an entry and assigns the new weight to this entry as Figure 3.9 shows.

Figure 3.9: The diary entry activity classification framework

Given a diary entry e = {w1, .., wn} where wi ∈ D ∀i, let C(wi) where (1 6 i 6 n), be

the cluster containing wi, and let Wa(C(wi)) be the weight of this cluster for activity

a ∈ L = {work, social, food, leisure, essential, none}. Then the weight of entry e for

activity a, is given by Formula 3.3:

Wa(e) =
∑
w∈e

Wa(C(w)) (3.3)

Entry weight vectors were then normalised so that each 0 6 Wa(e) 6 1 for a ∈ L =

{work, social, food, leisure, essential, none} and
∑

a∈LWa(e) = 1

The activity of an entry is then set to be the activity with the highest weight as in

Equation 3.4:

A(e) = argmax
a∈L

Wa(e) (3.4)
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Figure 3.10 shows an example of an entry weight assignment referring to the cluster

weights from Table 3.4 where ‘none’ are excluded. Such an instance would be classified

as ‘work’ as the first class in cases of a single label classification and ‘social’ as the

second class in cases of multi-label classification (see Section 4.6).

Figure 3.10: An example for a diary entry classification

Table 3.6 displays some examples of entries and assigned weights. This sample is

calculated consulting Table 3.3 where ‘none’ are included. As shown, some of the

entries are highly relevant to some activity groups while others, such as the third entry,

may be relevant to more than one group.

Entry
Weight

food essentials social leisure work none Wa(e)

Visiting husband’s family 0.04 0.02 0.65 0.08 0.06 0.16 social

I met my supervisor at his office 0 0.03 0.05 0.02 0.65 0.25 work

I took my lunch in the office today 0.30 0.02 0.04 0.02 0.32 0.29 work

I drank my coffee in Nero 0.74 0.09 0.01 0.02 0.02 0.12 food

Off to bed 0 0.64 0 0.14 0 0.21 essentials

Chatting with my wife’s grand mom 0.02 0.04 0.63 0.02 0.10 0.20 social
I had facial treatment and filling my lips
but unfortunately, it is hurting me 0.05 0.13 0.07 0.02 0.10 0.64 none

Table 3.6: Examples for entries activity-weights

In summary, the proposed framework for activity classification has overcome the weak-

ness of the word embedding (lack of interpretability) and utilises the proximity vectors
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(200 dimensions) to create contextual meaning through clustering. It generated lower-

dimensional meaningful word probability vectors (6 dimensions) that clearly describe

the activity a word refers to (explained in section 3.7), and thereby preserving proximity

effectively.

3.9 Multi-label activity classification

When looking at diary instances, the situation often arises that more than one activity

can be viewed as occurring simultaneously. For example, an entry such as “having

lunch with my friend” could be classified as both ‘food’ and ‘social’ activities. This led

to a multi-label problem which was defined by [177], where classes are not mutually

exclusive and features may overlap.

As by definition, diary data can take more than one label at a time, technically each

instance can be classified in any of the classes, but with different weights ranging from

0 to 1. Here, the labels with the two highest weights were assigned to each entry.

Nevertheless, not all entries refer to more than one activity, some can only belong to

one activity group such as the entry “having lunch”.

For an entry e whose activity been classified as A(e) (as defined in Section 3.8), we define

the second activity as As(e) = argmaxa∈L\A(e)Wa(e). Further analysis and evaluation

are provided in Section 4.6.

3.10 Summary

This chapter has discussed the proposed framework for diary entries’ categorisation into

five daily activity groups: “work/study; social/family; food/drink; leisure and essen-

tials”. A word embedding based clustering-classification method was introduced here

to solve the problem caused by a lack of training diary data for building a classifier by

taking advantage of a large publicly available data source from Twitter as a starting

point. The framework is composed of four modules. First, all entries were trans-

formed into words and went through customised pre-processing steps to filter out the

non-meaningful words to the domain. A pre-trained word embedding model was then

utilised to generate word-features vectors. Based on these vectors, the data was grouped
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using k-means clustering algorithm, and weights were then given to the clusters based

on annotation. Lastly, for classification each entry was broken down to its contents and

checked for its belonging to a predefined cluster. Then, entries are assigned a vector of

activity-weights and classified to the relevant activity group accordingly. This frame-

work generates short feature vectors for all entries (using Equation 3.3) that allows a

novel approach to diary text classification based on tweets word embedding clustering.

The next chapter provides a detailed evaluation of this framework and comparisons to

other states of the art methods.





Chapter 4

Classification analysis

4.1 Introduction

The previous chapter described the proposed framework for the classification of di-

ary activities, and showed how a textual diary entry is given a weight that represents

its relevant activity group. This chapter provides an evaluation of this framework for

classifying daily activities based on the collected data described in Section 3.2, it also

reports on the results for the three different approaches presented in the previous chap-

ter and presents different views and levels of analysis.

Details of the steps taken are provided in the following six subsections: Section 4.2

establishes a ground truth through a manual annotation process to validate the re-

sults. Sections 4.3 presents the metrics used to evaluate the classifier’s performance.

Section 4.4 provides an evaluation of the activity classification within the three differ-

ent approaches. To handle ‘none’, Section 4.5 investigates the effect of using different

thresholds and evaluates the classification task overall and for each activity group. In

Section 4.6, the classifier performance in detecting entries with multi-labels is evalu-

ated. Closing with a comparison between the proposed classifier and three alternative

text classifications algorithms in Section 4.7.

59
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4.2 Ground truth

Manual categorisation was used here to evaluate the performance of the proposed clas-

sification model on the diary data set, this was done through the online crowd sourcing

platform Figure Eight (previously CrowdFlower). This service provides high quality

results and has been previously used for short text categorisation and evaluation for

similar applications [178–180]. In this approach human annotators were asked to label

the data. The process has five steps, which are similar to those in Section 3.7.2 but

differ in the job design, aims, objectives and instructions.

1. Data upload and management. The data was uploaded in tabular form and

prepared for the annotators to read and label.

2. Job design. In this stage the following were provided: the job title and overview;

the steps required to do the job; tips and rules, as shown in Figure 4.1.

Figure 4.1: Activity classification job design

3. Quality testing. This is an important quality control mechanism where ideal test

questions were created to ensure high quality results from the job. Specifically,
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these are samples of the data with their ideal labels for the contributors. The

answer followed the rules that were given in the instructions and reasoning which

explained exactly how the answer was reached. Such questions are useful to test the

contributors, to resolve any confusion and to clarify why this is the right answer.

An example is shown in Figure 4.2.

Figure 4.2: Activity classification quality questions

4. Launching the job. The annotators were asked to read each diary entry and label

the data with the relevant daily activity category from a given list of choices. An

example is shown in Figure 4.3.

Figure 4.3: A diary entry classification example
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5. Results. This is where individual responses by the contributors were given, along

with other relevant information like IP address, contributors ID and trust score. In

total, there were 401 contributors with an average confidence score of 0.97.

4.2.1 Gold standard

The annotated data represents the ground truth that will be used to evaluate the

automatically classified data. Humans are known to differ in their opinions and judge-

ments, for example an entry like “having my morning coffee” could be interpreted by

some people as ‘food/drink’, whereas by others it could be interpreted as ‘leisure’. So,

each entry was labeled by three annotators as recommended by the technical support

team of CrowdFlower and following previous work [181], three human judgments should

be sufficient to get the average agreement for the best result and reach sound judgment

for each entry. The agreement rates for the entries were as follows: for the first la-

bel those that had full agreement accounted for 62%; entries that had two annotators

agreeing accounted for 31% and those with no agreement accounted for 7%. For the

second label: entries with full agreement accounted for 56%; 38% for two annotators’

agreement and 6% for no agreement. It should be noted that the first question was

required, each entry was assigned with at least one label, about 60% of the entries had

exactly one label.

In the diary data set D = {e1, ..., en}, each entry ei was assigned a primary class

L(ei) by the annotators and potentially a second class Ls(ei), where L(ei), L
s(ei) ∈

{food, work, social, leisure, essentials, none}. Each ei was assigned with a confidence

score that was calculated as the average of the three agreements that were obtained

from the annotators. Each entry was assigned with the label with the highest confidence

score as the first label. Only entries that had two or three agreements were counted,

and those with only one agreement were considered as ‘none’. Table 4.1 below shows

the distribution of the ground truth annotation over the six categories.

Table 4.2 displays some examples of the annotated data
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Annotation First label total First label % Second label total Second label %

Food/drink consumption 476 19.6% 39 3.9%

Work/study 616 25.4% 122 12.3%

Social/Family 451 18.6% 358 36.0%

Essentials 147 6.1% 59 5.9%

Leisure 265 10.9% 348 35.0%

None 468 19.3% 72 7.2%

total 2423 100% 995 100%

Table 4.1: Distribution of annotations in the gold standard

Example First label Second label

I attended a workshop with my friends work/study social/family

I cleaned my flat essentials none

I had my coffee with my friend at Starbucks food/drink social/family

I watched a movie at home leisure none

Table 4.2: Examples of annotations in the gold standard

4.3 Evaluation measures

In text classification, the performance of a classifier is evaluated by testing its ability

to correctly identify the relevant class of a given entry. Given a testing data set, the

effectiveness of the classifier is measured relevant to the training set by producing four

values, which in the context of this work are:

True Positive (TP) is the number of entries that are correctly classified, i.e., the label

of the ground truth activity class matches that assigned by the classifier, e.g., “visiting

my uncle”, its actual activity group is ‘social’ and it is classified accordingly.

True Negative (TN) is the number of entries that are correctly classified as negative

(unrelated activity entries), e.g., “having lunch” does not belong to the ‘social’ activity

group; therefore, it is not classified in this group.

False Positive (FP) is the number of entries that are incorrectly classified, e.g., “I

called my sister this morning” is classified as ‘work’, although its actual group is ‘social’.

False Negative (FN) is the number of entries that are falsely classified as unrelated

activity entries, e.g., any activity that is related to, for example, ‘social’ but classified

in any of the other groups.

These four counts of the number of entries that are correctly and incorrectly classified

for each activity group constitute a confusion matrix, which is shown in Table 4.3
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Predicted activity group
Related activity group Non-related activity group

Actual
activity
group

Related
activity group TP FN
Non-related

activity group FP TN

Table 4.3: A confusion matrix

The performance of the activity classification model is evaluated by three common met-

ric measures in text classification: precision; recall and F-measure.

Precision (Formula 4.1) expresses the number of cases that the model says were rele-

vant and that were relevant. It is the ratio of correctly classified positive observation

to the total classified positive entries

Precision =
TP

TP + FP
(4.1)

Recall (Formula 4.2) is the ability of a model to correctly identify all the data cases

in a class. It is the ratio of correctly classified positive observations to all observations

in the actual class, i.e., the fraction of all positive patterns that are correctly classified.

Recall =
TP

TP + FN
(4.2)

F-measure (Formula 4.3) is the weighted average of precision and recall. It is the

harmonic mean of precision and recall taking both metrics into account. It gives equal

weight to both measures and represents the optimal balance between the two measures.

F −measure =
2 ∗ Precision ∗Recall
Precision+Recall

(4.3)

Usually, the goal is to maximise the value of these measures. In activity classification,

precision, recall and F-measure have different levels of importance in different circum-

stances, i.e., choosing the right measure depends on the application. For example, if

the aim was to predict people with mental health, sleeping or eating disorders based on

their daily activities, then recall value may be the most important measure; however, if
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the purpose of the application is to obtain restaurant suggestions, then precision should

be prioritised.

4.4 Activity classification: a comparison of approaches

In the diary data set D = {e1, ..., en}, each entry ei was assigned a primary class

A(ei) by the classification framework, where A(ei) ∈ L = {food, work, social, leisure,

essentials, none}, and A(ei) is the activity class with the maximum weight/probability

Wa(ei) as explained in Section 3.8.

Section 3.7.3 proposed three classification approaches. The classification results for

these approaches are reported in Tables 4.4, 4.5, and 4.6. The classifier performance

was evaluated in terms of precision, recall and F-measure. The Python Scikit-learn

(sklearn.metrics) machine learning library was used to calculate these measures.

The first approach, which we term “full activity classification”, included ‘none’ as a

distinct class. This method considers the possibility that some diary entries may refer

to a thought or a statement rather than an activity, this came from having words that

do not belong to any of the activity groups (results are shown in Table 4.4).

Activity group Precision Recall F-measure

Food/drink 89% 96% 92%

Work/study 94% 92% 93%

Social/Family 98% 62% 76%

Essentials 42% 17% 24%

Leisure 87% 11% 20%

None 80% 99% 88%

Table 4.4: Precision, recall, F-measure for full activity classification

The second approach is where ‘none’ is excluded as a possible class, and is referred to

as “non-trivial activity classification”. This method assumes that all diary entries

are activity-related as participants were instructed (Table 4.5).

The third approach where all the ‘none’ words were replaced with essentials, referred to

as “essentials activity classification”. The aim here was to take advantage of all the

words and consider the assumption that all entries belong to activities, so the essential
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Activity group Precision Recall F-measure

Food/drink 84% 96% 90%

Work/study 54% 98% 69%

Social/Family 94% 75% 83%

Essentials 29% 54% 38%

Leisure 64% 70% 67%

Table 4.5: Precision, recall, F-measure for non-trivial activity classification

group definition was expanded here to include any activity that does not belong to the

other activity groups (Table 4.6).

Activity group Precision Recall F-measure

Food/drink 94% 95% 94%

Work/study 95% 88% 91%

Social/Family 98% 42% 59%

Essentials 11% 100% 20%

Leisure 0% 0% 0%

Table 4.6: Precision, recall, and F-measure for essential activity classification

There is a clear difference in classifying the activity groups between the approaches.

To examine this further, two methods are explored here: analysing the clusters and the

individual activity classes.

4.4.1 Cluster analysis

Clustering was a foundational step carried out to assign word weights with respect to

activities. As entry classification was built on these clusters, this section investigates

how word clusters affected classification. The inspection of the clusters showed that

some of them are clearly defined clusters, as they are strongly associated with one class.

For example, as can be seen from Tables 3.3, 3.4, and 3.5, ‘food/drink’ only appeared

in half of the clusters of this data set and usually with very high weights (sometimes

90%-95%). Also, ‘social/family’ reached 92%-98% and ‘work/study’ reached 81%-89%,

that may sometimes cause them to overcome any of the added weights of the other

words in an entry and accordingly are classified more correctly.

In other cases, there are no clusters that are most heavily associated with any class.

This can be seen clearly in Table 3.5, where there is no leisure-dominant cluster. The
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reason for this is that ‘essentials’ exceeded the other activity groups in most of the

clusters, except for ‘leisure’ which was never assigned with the highest value in any

of the clusters. Therefore, it is not very surprising that the classifier failed to detect

any of the entries in this group, as shown in Table 4.6. Another observation is that

when ‘none’ were excluded, as shown in Table 3.4, 40% of the clusters became strongly

associated with the ‘work/study’ class, which has led to the increase in recall for this

class, as shown in Table 4.5.

4.4.2 Individual activity classification analysis

In all three approaches, some activities seem to be easier to detect than others. In

particular, entries that belong to the classes ‘food/drink’, ‘work/study’ and ‘social/-

family’. This is probably because the definitions of these groups are clear; especially

‘food/drink’, where the classifier performance is high in all three approaches.

Looking more closely at the ‘work/study’ group, it is not surprising that the recall score

is the highest of all other activity groups when ‘none’ was removed (see Table 4.5), this

can be attributed to the fact that words related to this group dominated other classes,

as explained earlier. However, for the same reason, precision was relatively low: 46%

of the returned data related to other groups. This resulted in the lowest F-measure

weight of this class when compared with the other approaches.

When ‘none’ was replaced by ‘essentials’, as noticed from Table 4.6, the ‘social/family’

F-measure dropped significantly when compared with the other two approaches. Al-

though the precision of this group reached 98%, the recall was very low: almost 60% of

the relevant entries were not detected. A possible explanation for this is that ‘essentials’

dominated most of the clusters and probably a number of words in these clusters also

appeared in the ‘social/ family’.

Unlike the above classes, the definition of the ‘essentials’ class is not as precise; hence,

in terms of F-measure, the classifier performance when detecting entries in this group

is low in the three approaches. When ‘none’ was included, precision was higher than

recall, and inspection revealed most of the returned entries were relevant to the ac-

tivity ‘sleep’, such as : “Off to bed”; “I will have a nap now”; “trying to wake up”

and “going to sleep”. When ‘none’ was excluded, recall became higher than precision.

Interestingly, when inspecting the returned entries this activity group embraced more
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varied examples, such as:“ I washed my clothes”; “I unpacked my luggage” and “got up

and took a shower”. One anticipated finding was when ‘none’ was replaced as ‘essen-

tials’, all instances relevant to this activity group were detected; however, the ability of

this model to identify only the relevant instances became weak, with 89% of instances

wrongly classified to this group. This clearly caused confusion in the classification task,

that being due to the fact that although many new relevant entries were detected, such

as “I cleaned my place” and “finally shaving at the barber shop”, many irrelevant in-

stances were classified as belonging to this group such as “ I went to the cinema with

my friend”, as this category represented the overwhelming majority of the records.

The classifier performance varies between the three approaches when detecting entries

belonging to the ‘leisure’ group, the best results were when ‘none’ was removed, the

recall score was 70%, and precision was relatively high: 64%. While when ‘none’ was

included the precision was high, only 13% of the returned entries were irrelevant to

this activity group. Furthermore, the ability of the classifier to identify the relevant

entries was very low: 11%. It is reasonable to assume that this happened because of

the normalisation when removing ‘none’ words which increased the ‘leisure’ weights.

And as mentioned earlier, the classifier could not correctly classify any of the entries

in this group when ‘none’ was replaced with ‘essentials’ as the number of ‘essentials’

words increased and the weight of this group exceeded ‘leisure’ in all clusters, which

resulted in labelling a high number of entries as ‘essentials’ instead of ‘leisure’.

4.5 Activity classification with different thresholds

In an attempt to improve the performance of the classifier, i.e. achieve the best pre-

cision vs recall balance, the proposed method is evaluated with different thresholds τ

from 0.1 to 0.9. The threshold is altered for classifying the positive cases is as set out

below.

In the diary data set D = {e1, ..., en}, each entry ei is assigned a class A(ei) where

A(ei) ∈ L = {food, work, social, leisure, essentials, none}, with the classification changed

to ‘none’ if the weight is below τ , defined in Formula 4.4:

A(e) =

A(e) WA(e)(e) ≥ τ

none otherwise
(4.4)
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Essentially, entries where there is insufficient support for any non-trivial class are classi-

fied as ‘none’. Such instances are referred to as “implicit none”; whereas, the instances

that were originally classified as ‘none’ based on their given weight are referred to as

“explicit none”. Accordingly, there are different perceptions of the classifier behaviour

when identifying instances in the ‘none’ class in the three approaches. In the first case,

‘none’ presents a class in addition to any instances with weight under a threshold which

became members of this class (explicit and implicit ‘none’). The other two cases only

contain implicit ‘none’ entries, with any instances with weight under a specific threshold

being labelled as ‘none’.

4.5.1 Full activity classification (including ‘none’ as a class)

Table 4.7 shows that as the threshold increases, recall and precision decrease. In general,

(in a binary classifier or multi-class classifier with different classification method), it

is expected, due to the tradeoff between precision and recall, that precision decreases

when recall increases. So, these results appear counter-intuitive. However, this can

be explained, as instances with a weight lower than the threshold are re-labelled with

‘none’. As a result, the overall precision and recall decrease for all activity classes;

except the ‘none’ class, which behaves differently to the other groups thereby affecting

the performance measures, especially precision as Figure 4.4 shows.

Threshold Precision Recall F-measure

0.1 85% 85% 82%

0.2 85% 85% 82%

0.3 85% 83% 81%

0.4 76% 77% 73%

0.5 68% 65% 60%

0.6 62% 50% 41%

0.7 62% 39% 27%

0.8 61% 34% 21%

0.9 46% 32% 19%

Table 4.7: Precision, recall, F-measure for full activity classification with different
thresholds

Three general observations can help to interpret these results as the threshold increases.

First, true positives decreased in all groups. Second, except for ‘none’, false negatives

increased. Third, again except for ‘none’, false positives decreased.
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Figure 4.4: Precision, recall, F-measure for full activity classification with different
thresholds

Recall decreased with increasing thresholds for all activity groups except for ‘none’,

which is discussed later. ‘Food/drink’ and ‘work/study’ reached very high recall for

low thresholds (τ <=0.4), decreasing with increasing thresholds to reach 0 with τ=0.9

in the ‘work/study’ class. With the ‘social/family’ group, the classifier behaves in the

same manner as the previous two classes; however, the highest recall score (62%) is rel-

atively low. With the ‘leisure’ and ‘essentials’ groups, recall scores were very low, and

entries were not detected with high thresholds, since there were no entries with high

weights in these groups; nevertheless, it decreases slightly with increasing thresholds.

Surprisingly, the precision rate slightly decreases with increased threshold, despite nei-

ther the number of true positives, nor the number false positives decreasing in all

groups. The balance between these two rates caused the decrease in precision to be

very slight, this is especially evident for ‘food/drink’, ‘work/study’ and ‘social/family’.
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The precision of the ‘leisure’ and ‘essentials’ groups classification also decreases, but be-

cause the few members of these groups have very low weights, the classifier was unable

to detect any instances with τ >= 0.3 for ‘leisure’. Nevertheless, all the returned in-

stances belong to this group since no irrelevant instances were classified to be members

of this group. Finally, ‘essentials’ displayed unusual behaviour, as it increased with an

increasing threshold, but with τ = 0.4 the true positive rate increases where more than

half of the instances are detected (from 2% to 12%) and the false positive rate doubled

(from 5% to 10%), so the precision score was the highest.

Regarding the ‘none’ class, it is important to note here that entries are those which

were explicitly classified to be ‘none’ by the classifier and are in addition to entries

implicitly labelled as ‘none’. Here, the classifier behaves oppositely to the other groups.

When increasing the threshold, false negatives decreased and false positives increased;

accordingly, recall increased and precision decreased. The recall is always high; there-

fore, the classifier can always find the relevant instances in this group, which were

explicitly labelled as ‘none’ and this value slightly increases with increasing threshold

as implicit ‘none’ appear. Precision, on the other side, decreases with the increase of

the threshold; this is expected because the false positives increases, since the classifier

re-labels instances from the other groups with ‘none’ with increasing thresholds. The

performance here is not only affected by explicitly labelled ‘none’ but also implicitly

labelled ‘none’, which caused precision to decrease. This means that some of the in-

stances that belong to their activity groups are mistakenly classified to be ‘none’ when

they are under a threshold.

4.5.2 Non-trivial activity classification (excluding ‘none’ as a class)

Table 4.8 reports the classification results in the case of excluding ‘none’. The rule here

differs from the previous approach when using different thresholds. The performance

was the lowest in terms of F-measure (25%) with the highest threshold 0.9. It im-

proved gradually with decreasing threshold until it reached the best performance with

threshold 0.4, then it dropped again with decreasing threshold. Also, with τ = 0.5, the

measurement scores are very close to those from 0.4 where recall is the same (72%),

but precision is lower by only 4% points.
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Threshold Precision Recall F-measure

0.1 55% 66% 59%

0.2 55% 66% 59%

0.3 71% 66% 60%

0.4 74% 72% 71%

0.5 70% 72% 69%

0.6 67% 62% 57%

0.7 61% 45% 39%

0.8 60% 38% 29%

0.9 60% 35% 25%

Table 4.8: Precision, recall, F-measure for non-trivial activity classification with
different thresholds

As Figure 4.5 shows, recall always decreases with increasing threshold, compared with

the result in the previous approach where ‘none’ were included, the classifier perfor-

mance when detecting ‘food/drink’ and ‘work/study’ is the same, and it performs better

when identifying ‘social/family’ activities, the highest score is 74%. Interestingly, the

classifier performance is much better with the ‘leisure’ and ‘essentials’ groups: with

‘leisure’, recall score reaching 70% and ‘essentials’ 54%.
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Figure 4.5: Precision, recall, F-measure for non-trivial activity classification with
different thresholds

Precision increased with increasing threshold. For ‘work/study’ there is a notable de-

crease from τ < 0.4 which explains and supports the findings from the cluster analysis

that the number of clusters associated with this activity increased.

With ‘leisure’ and ‘essentials’ the precision is lower than the previous approach; how-

ever, the classifier began to detect the relevant instances accurately at higher thresholds.

Regarding ‘none’, there were no instances initially classified as ‘none’, this is because

with this approach words labelled with ‘none’ were removed. However, instances are

implicitly classified to be members of this group and re-labelled with ‘none’ when they

have weights under a specific threshold. The classifier starts to detect ‘none’ with

τ = 0.3 (the lowest weights were 0.25) and recall increased gradually with increas-

ing threshold. This means when increasing the threshold, the number of true positive
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increased and false negatives decreased. So, the classifier can detect more instances re-

lated to this group even though they were not originally classified as ‘none’. Precision,

on the other hand, decreased with increasing thresholds since false positives increased.

This is to be expected, since as threshold increases more irrelevant instances may be

classified as ‘none’.

4.5.3 Essentials activity classification (replacing ‘none’ as ‘essentials’)

Table 4.9 shows the classifier performance measures evaluated with different thresholds

when ‘none’ words were replaced by ‘essentials’. The best classifier performance was

when τ = 0.5 where F-measure was 49%.

Threshold Precision Recall F-measure

0.1 47% 42% 40%

0.2 47% 42% 40%

0.3 47% 42% 40%

0.4 62% 43% 44%

0.5 62% 47% 49%

0.6 59% 46% 40%

0.7 59% 38% 27%

0.8 60% 28% 17%

0.9 48% 24% 14%

Table 4.9: Precision, recall, F-measure for essentials activity classification with dif-
ferent thresholds

Figure 4.6 shows the classification performance measures for each activity group. It

is clear that classifier performance deteriorated when predicting some of the classes in

this approach.

Looking at recall, the classifier’s ability to detect relevant instances in ‘food/drink’ and

‘work/study’ is similar to the previous approaches. With ‘social/family’ recall was weak;

more than half of the relevant instances were missed, even with the lowest threshold.

With ‘essentials’, although F-measure decreased, the recall was high in this approach

it was expected, since the number of instances in this group increased and as the words

in this group increased; accordingly, their cluster weights increased. This caused the

classifier to fail to detect any of the instances in the ‘leisure’ group as explained earlier.

Precision, for ‘food/drink’, ‘work/study’, and ‘social/family’ was similar to that of the
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Figure 4.6: Precision, recall, F-measure for essentials activity classification with
different thresholds

previous approaches, it was consistently high with a slight decrease with decreasing

thresholds. There were no instances labelled with ‘leisure’ and the precision scores for

detecting ‘essentials’ were low, the highest was 30% with τ = 0.9.

When it comes to ‘none’, similar to the previous case, the classifier was able to detect

instances in this group, even though they were not initially classified to be members of

this group. The classifier started to detect implicit ‘none’ with τ = 0.4 and increased

until it reached 97% with τ = 0.9. Precision decreases with decreasing thresholds,

whilst the highest score was with τ = 0.6.
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4.6 Multi-label activity classification

In determining which of the entries have one label and which have two labels in the

data set: Firstly, the annotated data is examined where each instance has at least one

label and, at most, two labels. Then, the labels’ cardinality is calculated, which is the

average number of labels of instances in the data set [182, 183] as shown in Formula

4.5.

LCard =
1

N

N∑
i=1

| Li | (4.5)

where N is the number of instances in the diary data set D and Li is the set of labels

for ith instance assigned by the annotators and Li ⊂ L ={food/drink, social/family,

work/study, essentials, leisure,none} the set of all possible activity labels. The calcu-

lated cardinality was 1.4 for N=2,423 where 1,428 instances have one label and 995

have two labels.

Secondly : a threshold was calibrated from the weights of the second labels of the classi-

fied data such that LCard{classified data} ≈ LCard{annotated data}. So, thresholds

were found for the three different approaches where the label cardinality of the classified

data was close to 1.4. Accordingly, as explained in Section 3.9, each entry ei is assigned

to one or two classes A(ei) and As(ei), where:

ei has

multilabel if As(ei) ≥ τ

singlelabel otherwise
(4.6)

Table 4.10 shows the thresholds and number of instances for each classification ap-

proach.

Approach Threshold Number of instances

Full activity classification 0.27 1068

Non-trivial activity classification 0.25 970

Essentials activity classification 0.28 1250

Table 4.10: Accuracy for multi-label classification for different approaches
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For the multi-label evaluation design, precision, recall, accuracy and F-measure were

calculated for each approach using Equations 4.7, 4.8, 4.9 and 4.3 respectively:

Precision =
1

N

N∑
i=1

| Li ∩ {A(ei) ∪As(ei)} |
| A(ei) ∪As(ei) |

(4.7)

Recall =
1

N

N∑
i=1

| Li ∩ {A(ei) ∪As(ei)} |
| Li |

(4.8)

Accuracy =
1

N

N∑
i=1

| Li ∩ {A(ei) ∪As(ei)} |
| Li ∪ {A(ei) ∪As(ei)} |

(4.9)

where, Ai and As
i ⊆ L are the set of labels generated by the classifier.

Table 4.11 displays the results for the multi-label evaluation for three proposed ap-

proaches. Precision, recall, F-measure and accuracy were calculated using the above

equations.

Approach
Metric

Precision Recall F-measure Accuracy

Full activity classification 77.6% 26.0% 39.0% 71.3%

Non-trivial activity classification 53.8% 10.8% 18.0% 42.3%

Essential activity classification 47.1% 18.8% 26.9% 34.3%

Table 4.11: Results for multi-label activity classification

Table 4.12 shows the results for the single-label design for the three proposed ap-

proaches. It displays the overall weighted averages of precision, recall, F-measure and

accuracy from the three earlier result Tables 4.4, 4.5 and 4.6.

Approach
Metric

Precision Recall F-measure Accuracy

Full activity classification 85.2% 84.7% 82.3% 84.7%

Non-triveal activity classification 55.0% 66.0% 58.5% 66.0%

Essential activity classification 46.6% 41.7% 40.0% 41.7%

Table 4.12: Results for single-label activity classification
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From Tables 4.11 and 4.12, it can be concluded that in both, the single-label and the

multi-label designs, the classifier performance was the best with the “full activity classi-

fication” approach when ‘none’ was included and represented a distinct class. Compar-

ing the two methods shows that single-label classification returned higher results in all

three approaches than the multi-label. Precision is higher than recall with both designs.

However, there was a significant difference between the two designs in terms of recall

(and accordingly, F-measure). The classifier’s ability to detect the relevant activities

was better with the single-label design, while it returned low recall scores with all three

approaches with the multi-label design, indicating the poor performance of the classifier

when detecting classes of multi-label entries. Also, accuracy, which is the percentage

of correctly classified entries, was better with the single-label classification method. In

both methods, the highest score was with the “full activity classification” approach

and the lowest score with the “essential activity classification” approach. However,

F-measure (precision and recall) provides more insight into a classifier’s functionality

than accuracy and is not sensitive to changes in the data distribution, especially where

there are multiple classes.

One of the factors that may have affected the multi-label classification design results is

the different number of entries that represent the data set in each approach as a result

of different thresholds, unlike with single-label where the number of entries is the same

in the three approaches.

This has led to two design choices. Firstly, the “full activity classification” is the se-

lected approach to be used in the rest of this research, as the performance was the best

in both cases. This corresponds to the gold standard, where 19.3% of the entries were

annotated to be ‘none’ as shown in Table 4.1. Secondly, the most suitable and precise

way to represent the activities in the diary entries is by the activity probability vectors

generated from Equation 3.3, as they show the exact probability of each activity in an

entry.
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4.7 Activities classifier evaluation: a comparison with other

classifiers

To evaluate the performance of the proposed model as a whole working framework, it

was tested against three machine learning algorithms that have been proven to work

well for text categorisation [184], these are: Support Vector Machine (SVM); Decision

Tree (DT), and Naive Bayes (NB).

SVM represents the state of the art of many classification tasks, including events

extraction from personal generated data [120] and mining short texts [121]. It is a

supervised discriminative algorithm that is characterised by producing a hyper-plane

which separates the data into different classes and derives the widest channel between

the classes [122]. It can be used for linear classification, as well as non-linear classifica-

tion using the kernel function [185]. The main advantage of this algorithm is that it is

very resilient to over-fitting.

DT is a classifier in the form of a structured tree, as its name implies. Each node can

be either a leaf or a decision node. A leaf shows the class label, while the decision

node implies a test to classify the data. Internal nodes are labelled by attributes and

branches departing from them are labelled based on the weight that an attribute has

in the text document. It categorises the data by recursively testing the weights of the

attributes and labelling internal nodes until a leaf is reached. It can easily be tracked

from the input (root)to the output (leaf) and needs less training time since it does not

need any parameter settings [122].

NB was chosen here because it performs well with multiple classes in textual data. It

is a probabilistic classifier that measures the probability of a document to be a member

of a category and deals with each one independently. It has proven to be a powerful ap-

proach for many reasons: it is simple, easy to implement, fast to compute and efficient

when compared with non-Naive Bayes approaches, this is because of the independency

[124].

Recurrent neural network (RNN) architectures also have been shown to return strong

results in text processing. However, work in a similar context to categorise diary text

into activities by Bremer et al. [65], showed that the usage of the RNN approach (com-

pared to BoW) does not improve but rather decreases the classification performance.

The main reason suggested was that the training data (diary text) were not sufficient
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or accurate enough for the RNN to generate the knowledge and connection between the

words and categories. Therefore, this approach might have only added noise in such

classification.

Weka [186, 187] was used to implement the classification experiment. It consists of a

collection of machine learning algorithms for data mining. All text diary entries were

converted into feature vector using a BOW representation. A ten-fold cross-validation

was implemented on the gold standard created in Section 4.2.1 for the training of and

testing of the different classifiers. The labelled data set was split into ten equal groups

and trained ten times. Each time, nine groups were used for training and the remain-

ing one was used for testing. Table 4.13 shows the results of the comparison between

the proposed model and the three classification models with the highest performance:

SVM, DT, and NB. The overall performance represents weighted average results.

Classifier Precision Recall F-measure

Proposed Model 85.0% 85.0% 82.0%

Support Vector Machine 83.2% 52.2% 52.2%

Decision Tree 82.4% 46.5% 43.9%

Naive Bayes 82.3% 45.0% 41.8%

Table 4.13: Precision, recall, F-measure, and accuracy for three different classifiers
and the proposed model

As shown in the table, the proposed model returned the highest F-measure score of

82%. Precision was high with all models and the differences between scores being

slight. However, it is clear that the ability of detecting the relevant instances was

best with the proposed model (recall=85%), when compared with the other models:

the proposed semi-supervised model outperformed the other three supervised models,

especially in terms of recall.

The proposed model is compared against these three algorithms as examples of the

types of methods that could be applied to a BoW approach in a simple and a direct

way. However, note that finding the best BoW approach is not the aim of this research

and each of these could potentially be improved by further refinement. There is a range

of different approaches that could be tested to classify the data, these representative

approaches were reasonable choices as they showed that the proposed approach is better

across the board than the others.
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4.8 Summary of findings and conclusion

This chapter provided a detailed analysis and evaluation of the framework for clas-

sifying diary entries into five activity groups: food/drink, work/study, social/family,

leisure, and essentials. Entries were represented as low dimensional probability feature

vectors that indicate the relevant activity. Each entry was given a weight based on

its words. Each word gained its weight by combining its vector space (its places in

a different space: tweets) and label given by human annotators, that were originally

given to the cluster of which it belongs. Overall, performance was good, although there

are interesting differences between the different activity classes, evaluation metrics and

design choices in the approaches.

This chapter proposed and compared three different approaches to handling trivial

or uninteresting diary entries in the activity classification task. The first view was

to consider ‘none’ as a class in its own right, testing the ability of the classification

task to differentiate between the activity groups, assuming that a diary includes both

activity-related and non-activity-related entries (e.g., thoughts). The second view was

to exclude ‘none’ as a class in an attempt to encourage the classification algorithm to

assign entries to the closest activity group, with an implicit assumption that diary en-

tries are all activity related. The third view was to assume all words labeled with ‘none’

belong to the ‘essentials’ group, using a broader definition that includes any routine

activities that do not fit in any of the other groups.

Including ‘none’ as a class in its own right was the best approach since it returned

better classification results, not only for ‘none’ but also the more clearly defined groups

(‘food/ drink’, ‘work/ study’, ‘social/family’). The only groups with a lower perfor-

mance level were ‘essentials’ and ‘leisure’.

As expected, excluding ‘none’ as a distinct class increased recall for all activity groups.

However, this also increased confusion between classes, with precision notably decreased

for all activity groups. Although, this approach could be used when recall is the re-

quired measure, it was dismissed for the remainder of this thesis since there will always

be entries that do not refer to activities.

Finally, replacing ‘none’ with ‘essentials’ was not successful. Although the results were

close to those of the first approach (where ‘none’ was included); increasing the capac-

ity of this group to take in more diverse activity included too many irrelevant entries.
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Moreover, it limited the performance regarding finding entries in the ‘leisure’ group.

The decision whether to include, exclude, or replace ‘none’ was important, as analyses

of the data from these three possible views showed that each has its own advantages

and disadvantages. As including ‘none’ is more rational and has returned acceptable

results, the results from this method are used in the remainder of this work.

This study also found that the nature of classes plays an important role in classifi-

cation. This was apparent with ‘food/drink’, ‘work/study’ and ‘social/family’, which

were clearly defined. ‘Food/drink’ is taken as an example as it had high prediction

results in the three approaches. In this data set it can be seen that the percentage of

words was around 9% (see Table 3.2) in this group and did not affect the way they

were clustered. They were aggregated based on their intrinsic features (200-dimension

word embedding vectors), which matched their extrinsic features (words annotation).

This explains the presentation of this group in clusters, as it only appears in half of

the clusters and usually with a very high percentage. This is in contrast to ‘leisure’

which had a close percentage to ‘food/drink’ (around 10%), the highest weight in the

clusters were between 28-42% which are comparatively low. However, this means that

the intrinsic and extrinsic features do not complement each other, as this group is not

well-defined.

Setting the same thresholds for all groups seems to be unfair. The weights of the in-

stances in each group varies because of the clusters and is highly dependent on the

data set itself. In the first approach where ‘none’ represents a distinct class, the best

classifier performance came with the lowest thresholds. Thus, using different thresholds

did not make any difference to the results; the rule is that the lower the threshold, the

better the performance. However, this is not the case with the other two approaches,

where in the case of excluding ‘none’, the best classifier performance was when τ =0.4

(Table 4.5) and when ‘none’ was replaced with ‘essentials’ the classifier performed the

best with τ =0.5 (Table 4.9). Therefore, it is favourable to have different thresholds

not only for each approach, but also for each activity group within each approach;

since each activity group has different weights and they behave differently with differ-

ent thresholds.

Finally, when considering multi-labelled data, the classifier performance was the best

when ‘none’ represented a class in its own right and confirmed that accuracy is also the

best with this approach.
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Comparing the proposed classification method returned better results than some com-

mon classification algorithms, such as SVM, DT and NB, especially in terms of re-

call and improved daily activities classification by taking advantages of multiple semi-

supervised learning methods.
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Predicting emotion

5.1 Introduction

All individuals experience changes to their emotions on a daily basis, these changes can

play a crucial role in their wellbeing. There are many ways one can express emotions;

they can be communicated verbally, by facial expression, gestures, actions, tones, and

written text. As discussed earlier in this thesis, a diary is a common medium for the

recording of a person’s daily activities, as much as a diary is rich with informative data

describing daily events, it is also rich with attitudinal information about emotional

states.

This chapter investigates the feasibility of inferring emotions from a diary using domain-

specific features, namely daily activities in association with people and places as repre-

sentations of the individuals in the context of real life. As short text does not provide

sufficient word occurrence and traditional classification methods such as Bag-of-Words

have limitations. In an attempt to address this problem, a range of differentiating

features exhibited by diarists, which had relatively high accuracy with the activities

classification are exploited to enhance emotion prediction.

Emotion is an essential indicator of mental health. For example, research in psychology

relates social anxiety with major depressive disorder [188]. Also, emotion is a crucial

factor in behavioural studies, where for example, emotion disorder may be associated

with an absence from school [189]. Automating the process of feature extraction and

emotion prediction is therefore very useful as it will give more insight from the data,

85
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reduce the time and effort for analysis, and provide a good recommendation system to

undertake/avoid activities to manage emotions like anger or excitement.

Predominantly, this chapter looks at different aspects of the prediction of emotions,

including comparing different machine learning strategies for training the classifiers:

personal and global, using different performance evaluation measures, and comparing

emotions prediction performance in the context of three different models (Ekman’s basic

emotion, the Circumplex along with a simpler pleasantness/unpleasantness classifica-

tion). The two emotions schemes, Ekman’s and Circumplex (which were discussed in

Section 2.3.4), were selected based on a study [190] which investigated the performance

of supervised machine learning in emotion prediction and provided an experimental jus-

tification for the choice of emotions classification schemes in free text. They were found

to be the best schemes with the highest F-measure values in a comparison between six

different emotions schemes. A simpler third emotion scheme of pleasantness/unpleas-

antness emotions is proposed here; the motivation of which was the previous classifi-

cation investigation and was derived from the Circumplex model. For each scheme,

emotions distribution is discussed, the results as a whole are investigated, followed

by individuals’ dis-aggregated data analyses and, finally, the application of statistical

significance tests to validate the results.

5.2 Features

In order to train a classifier, each diary entry is represented by a vector of features.

The proposed predictive model takes these feature vectors that represent the context

as input and produces an output of an emotional state (e.g. happy) an individual may

be in that context. Figure 5.1 shows the prediction process for a diary entry.
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Figure 5.1: Emotion prediction process

Here, classic features that are used in various types of classification (BOW) in addition

to diary domain-specific features (activities, people, and places) are used to train the

classifier. These features are explained in detail below.

Bag of Words (BOW)

All textual diary entries are represented by their words as features where the order is

not considered, but only the presence of the words with the exclusion of stop words.

Vectors, whose features are derived from the occurrence of these words are generated.

Activities weight-vectors

These are numerical vectors that were generated earlier in Section 3.8. For an entry

ei, there is a vector of label weights = [lifood, l
i
social, l

i
work, l

i
leisure, l

i
essentials, l

i
none] is built

by adding the words weights of that entry. Each 0 6 lia 6 1 for a ∈ A = {food, social,

work, leisure, essential, none} and
∑

a∈A l
i
a = 1.

Figure 5.2: An example for an activity vector

People
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People mentioned in one’s diary are likely to have participated or be relevant to the de-

scribed event. Thus, people names (e.g., Sarah, Mathew, etc.) and roles (e.g., teacher,

doctor, etc.) are extracted from the text and added to the features vector for emotions

prediction. To automatically identify people in diary texts, NER and WordNet are

used here. NER is used to extract people names, while the WordNet lexicographical

file (noun.person) is consulted where the algorithm checks for the words that represent

human roles.

Figure 5.3: Examples for people extraction

People names and roles can be important features for classification. Mentioned roles

are likely to be associated with specific emotions and most probably present in a rel-

evant activity. For example, an entry including a mention of a family member may

be labelled with an emotion like ‘happy’ in a ‘social/family’ activity. Similarly, when

people mention roles associated with a work related activity, such as a supervisor or

clients, they probably will be associated with an emotion. Such features are common

and they share similar associations (meaning) amongst all people. Therefore, they are

used with both global and personal training (as will be explained later). Whilst, people

names have different associations between individuals. Thus, in a single person’s diary

there is a set of names that may be associated with some emotions and other factors like

places and activities and would not be helpful to use such features in global training.

Therefore, they are only considered in personal training.

Places

Places that individuals visit also affect their emotions in different ways. Here, places

are locations that people mention in their text which vary from very granular like home,

park, and gym to high level like a city or a country. To automatically identify locations

expressions in diary texts, NER and Wordnet are used. WordNet Lexicographical file

(noun.location) is consulted to detect locations such as ‘home’ and ‘park’. NER is used

to detect locations such as ‘Costa’ or ‘Waterloo’. Also, organisations such as ‘Starbucks’

and ‘Tesco’ are added as people mention them as places. It should be noted here that
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organisations and locations detected by NER are complementary to each other. Also,

both NER and WordNet detect countries or cities’ names, for example Cardiff, UK,

Egypt, etc.

Figure 5.4: Examples for places extraction

The same applies to people. Since locations extracted using WordNet are common

between people and their presence with similar kinds of activities may be associated

with emotion; accordingly, this could help with prediction; whether with global or

personal training. While with NER, a set of location entities that describe places

are associated with each person’s diary are used as features to predict emotions in

personalised training only.

5.3 Experimental design

This section explains the data preparation, the classifier choice and the different learning

strategies for emotion prediction.

5.3.1 Data preparation

As described in Section 3.2, participants were given the option to choose an emotion

word from one of Ekman’s emotions list, or enter their own. Analysing the data revealed

that there are around 110 different emotion words which participants used to label their

entries, since they were able to enter their emotions as free text. Table 5.1 displays

the words and their frequencies in this data set. Interestingly, although users were

given a drop-down list of Ekman’s emotions, in 30% of the cases, users entered their

own emotions (70% of entries that were neither happy nor neutral provided their own

emotion). So, for the purpose of classification, these words were mapped to two different
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emotion classification schemes Ekman’s and the Circumplex using the crowdsourcing

approach as done in previous work [191, 192]. By running an emotion-words mapping

job in CrowdFlower, where each word was annotated by three annotators who had to

choose from separate lists of the two emotion schemes to map the word. They were

selected to be located in countries that the first language is English with a high level

of confidence and the average trust score was 0.95. All words annotated with two or

three agreement were considered. Only 5% had no agreement, and they were labelled

as ‘neutral’. The aggregated results of all participants are presented in Sections 5.5 and

5.12.

Emotion Count Emotion Count Emotion Count Emotion Count

neutral 745 inspired 4 terrified 1 crazy ! 1
happy 692 full 4 relieved 1 emotional 1
excited 194 confused 4 irritated 1 extremely happy 1

sad 92 stressed 4 sympathetic 1 so happy 1
upset 67 sick 4 dizzy 1 so upset 1
tired 64 enthusiastic 4 overwhelmed 1 giggling 1

content 29 intrigued 4 confident 1 depressed 1
relaxed 25 surprised 4 addled 1 hot 1
bored 20 strssed 4 deeply disappointed 1 pretty 1
good 18 enjoying 4 frustrated 1 enjoy 1
sleepy 15 nostalgic 3 ecstatic 1 moved 1

peaceful 13 Interested 3 cheery 1 mixed feelings 1
worried 12 fun 2 joyful 1 indulged 1
satisfied 11 calm 2 pleased 1 moved and tearful 1
fearful 10 entertained 2 blessed 1 reminiscing 1
angry 10 euphoric 2 mixed emotions 1 contemplating 1
mad 10 nervous 2 creative 1 cheerful 1

boredom 10 laughing 2 energetic 1 sentimental 1
grateful 9 headache 2 anxiety 1 sympathy 1

fine 9 amazed 2 soo excited 1 obligated 1
lazy 9 pain 2 in love 1 unhappy 1

anxious 8 thinking 2 glad 1 unimpressed 1
exhausted 6 focused 1 not bad 1 drained 1

hungry 6 impassive 1 sooo good 1 agitated 1
disappointed 6 unsettled 1 shocked 1 refreshed 1

hopeful 5 discouraged 1 scared 1 disgusted 0

Table 5.1: Emotion word-frequencies. Ekman’s emotions are the ones in bold

5.3.2 Classifier choice and training approaches

To select an algorithm for classification, different learning methods were initially tested

on the data set, with SVM outperforming the other methods. This was also consistent

with the investigation in [190] to classify emotions in texts from different schemes, which

found that SVM returns the best results. SVM, therefore, is used in the chapter for
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emotion classification. However, for completeness, the discussion section in 5.8 of this

chapter also provides a comparison with other prediction methods.

The models are trained with a set of data instances where emotion is known, with

each instance, a feature vector and an emotion label, i.e., happy, sad, etc. Precision,

recall and F-measure of the outputted predictions were calculated for evaluation. Two

different machine learning strategies were followed for training and testing the classifiers.

Personalised:

In this approach, the model is trained and tested on a single individual’s data. Taking

different feature sets: activities vectors referred as Act, activities; people and places

referred to as APP, BOW, a combination of activities and BOW referred as Act-

BOW, and a combination of activities, people, places and BOW referred to as APP-

BOW. The model is then tested using 10 fold cross-validation. Noting that ‘people’ in

this personalised model include two features: people’s proper names (e.g. Sarah) and

people’s common nouns (e.g. friend). Also, ‘places’ include proper places names (e.g.

ASDA) and common places referees (e.g. home).

Global:

While personalised models return good results, they require individual training and

they need a bigger data set generated by the same person for a long period of time. To

reduce the amount of training, a global emotion model is proposed here. It is created

by an aggregation of all of the participants’ data. This model can be used as an initial

model for a new person, bootstrapping the training procedure. The model is tested

using unseen data where a user’s data (used as a testing set) is removed from the

all-users’ data which is (used as the training set) following the procedure in [66, 193].

About 90-94% of the data was used for training and 6-10% for testing, these percentages

varied according the each participant’s data set size. As with the personalised model,

the global model is trained by the same feature sets. However, ‘people’ and places here

only refer to the common nouns (e.g. supervisor, park).

5.4 Ekman’s emotion scheme

This model has six emotions: happiness; sadness; anger; fear; surprise and disgust,

together with neutral to represent the absence of a clear emotional state.
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5.4.1 Emotions distribution

The distribution of reported emotions across all participants for Ekman’s model is

displayed in Figure 5.5, with the aggregate shown as P0, which shows that participants

were generally happy or in neutral states as they occupy the highest percentage of the

labelled entries. In this data set, ‘disgust’ is an emotion that no one used to express their

feeling in their diaries, and ‘surprise’ was used infrequently by a few participants. The

figure also shows the emotions distribution in each participant’s data, which highlights

the wide variations between them, and that some emotions are not expressed by all, as

with ‘surprise’ and ‘fear’.

Figure 5.5: Ekman’s emotions distribution

5.4.2 Prediction results analysis

As stated earlier, two learning strategies were followed: personalised and global. Table

5.2 displays the prediction results for the personalised model of the three approaches

using activities, people and places as features (APP), Bag-Of-Words (BOW), and a

combination of both approaches (APP-BOW). Table 5.3 displays the prediction results

for the global model using activities (Act), Bag-Of-Words (BOW), and a combination

of both approaches (Act-BOW).

The cells highlighted in pink indicate the higher values between personalised and global

models. Showing that personalised training mostly performed better especially for the

negative emotions classes.

It is apparent from the tables that ‘happy’ and ‘neutral’ are the two most well-predicted

emotions. Specifically, predicting ‘neutral’ had the highest recall with Act and APP in
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APP BOW APP-BOW

Emotion Precision Recall F-measure Precision Recall F-measure Precision Recall F-measure

neutral 50.5 63.2 55.0 55.9 62.4 58.7 54.9 62.6 58.3

happiness 56.4 60.3 55.7 64.7 64.4 63.9 63 64.6 63.4

sadness 10.6 2.4 3.9 27.8 14.4 17.7 37.2 21.2 25.3

fear 0 0 0 18.2 13.3 15.4 18.2 11.0 13.6

anger 13 2.4 3.9 39.4 13.1 19.2 28.9 10.3 14.5

surprise 0 0 0 0 0 0 0 0 0

Table 5.2: Ekman’s personalised prediction. Bold values indicate the highest values
across approaches

Act BOW Act-BOW

Emotion Precision Recall F-measure Precision Recall F-measure Precision Recall F-measure

neutral 52.3 67.8 57.1 54.3 52.9 51.5 53.5 55.2 52.4

happiness 58.8 61.3 57.5 56.4 72.3 61 58.0 70.3 61.5

sadness 0 0 0 9.2 10 8.2 10.1 11.5 9.7

fear 0 0 0 3.0 1.5 2.0 3.0 1.5 2.0

anger 0 0 0 14.3 5.4 6.9 13.9 5.4 6.7

surprise 0 0 0 0 0 0 0 0 0

Table 5.3: Ekman’s global prediction. Bold values indicate the highest values across
approaches

both personalised and global models. ‘Happiness’ has highest recall using APP-BOW

with personalised and using BOW with global model. Apparently, people use similar

language in describing their activities in their ‘happiness’ state.

In the personalised model, ‘sadness’, ‘fear’, and ‘anger’ were poorly predicted with

higher precision compared with recall. This is still better than the global model, where

the classifier could not predict any of the negative emotions using activities as features

on their own. The reason could be that these classes consist of very few entries com-

pared to the global training data set. Another reason might be that there is variation

in activities that cause unpleasant emotions while there may be some similarities in

activities related to ‘happiness’ or non-emotional (neutral) entries.

Entries labelled with ‘surprise’ could not be predicted with any of the three approaches.

One possible reason is that they represent a very small percentage of the data (only

found in three participants data). Another reason might be ‘surprise’ is an emotion

that could also be viewed as positive or negative, so maybe hard to express in text.

5.4.3 Inter-approaches analysis

The confusion matrices 5.6 and 5.7 show that, with respect to all classes, the perfor-

mance of the classifier with the personalised model is higher than the global model.
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‘Neutral’ was the class where the classifier tended to assign entries to all the other

emotions.

Figure 5.6: Confusion
matrix for Ekman’s

personalised model using
APP-BOW

Figure 5.7: Confusion
matrix for Ekman’s
global model using

Act-BOW

For a deeper inspection of the results, the dis-aggregated data is investigated by gen-

erating box plots to visualise the differences in the classifier performance across the

participants, to see if some individuals are easier to predict. The median performance

is shown with a horizontal line in the box, and the upper and lower quarterlies displayed

on the top and the bottom of the box respectively.

Figures 5.8 and 5.9 show that, in both personalised and global, ‘happiness’ is better

predicted when using the combined set of features. In the personalised model, precision

is high and with global recall is high indicating that in contrast to the negative emotions

‘happiness’ is a universal emotion that may have common features between people.

Although ‘Sadness’ is not predicted globally, it is weakly predicted with the personalised

model as can be seen in Table 5.2 and the box plot in Figure 5.10 where the boxes are

comparatively tall (relevant to ‘happy’).
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Figure 5.8: Ekman’s
‘happiness’ prediction in the

personalised model

Figure 5.9: Ekman’s
‘happiness’ prediction in the

global model

Figure 5.10: Ekman’s ‘sadness’ prediction in the personalised model

This indicates that the classifier behaved very differently with different people’s data,

it is clear from the median that when adding APP to BOW enhanced prediction of

this class, and may indicate that ‘sadness’ is an emotion that can be determined from

activities, people, and places in combination with the language used to describe the

situation.

5.4.4 Statistical analysis testing

The previous sections discussed emotion prediction results within different levels. In

this section, statistical hypothesis testing is conducted to further assess confidence in
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the results. Cochran’s Q and McNemar’s test are applied here to compare the per-

formance of the multiple classification approaches using different feature sets, to check

if the models disagree in the same or different ways. Cochran’s test is a generalised

version of McNemar’s test, i.e. only if Cochran’s Q test returned statistically signifi-

cant results, should it be followed by pair wise post hoc analysis using McNemar’s test.

McNemar’s test is a well-known test to analyse the statistical differences in classifier

performance, recommended by [194] to compare classifiers when there is both a limited

amount of data and it is expensive to train the classifier. The statistic reports on dif-

ferent correct or incorrect predictions between models at the entry level. This test is a

type of marginal homogeneity test in the contingency tables that relies on the fact that

both classifiers were trained on the same training data and evaluated using the same

testing data set.

Statistical significance of the results was examined by comparing the the p-values

against α = 0.05. Cochran’s Q test on the Act; BOW and Act-BOW returned in-

significant results with p-value= 0.145 with the global model. So, no further analysis

was conducted. With the personalised learning model, running Cochran’s Q test on

APP; BOW; and APP-BOW returned p-value = 0.004 which showed that there is a

significant difference between the three approaches. Further analysis using McNemar’s

test (Table 5.4) showed that the two approaches APP and BOW are significantly differ-

ent, meaning that they disagreed in different ways and have different error proportions,

as may be expected. Also, APP and APP-BOW are significantly different indicating

APP behaved differently when BOW was an additional feature. However, adding APP

to BOW did not affect its behaviour; the result was not significant as they disagreed

in the same way.

Approaches Personalised

APP & BOW 0.008

BOW & APP-BOW 0.250

APP & APP-BOW 0.036

Table 5.4: P-values for McNemar’s test in Ekman’s. Bold values show significance
using p < 0.05
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5.5 Circumplex emotion scheme

The Circumplex model, shown in Figure 5.11, is a balanced scheme over eight posi-

tive and negative emotions. Happiness, excitement, relaxation, and calmness represent

positive emotion, while the four negatives are upset, stress, tense, and boredom, with

neutral showing an absence of an emotional state.

Figure 5.11: The Circumplex model

5.5.1 Emotion distribution

The full emotions distribution for Circumplex model aggregated over all users is dis-

played in Figure 5.12 as P0, followed by the distribution in each individual’s data. This

shows that the two most common emotions were ‘neutral’ and ‘happiness’, with positive

emotions surpassing the negative ones. Collectively ‘Boredom’ was expressed at least

once by half of the users (an emotion not explicitly reflected in Ekman’s scheme) while

‘tense’, ‘stress’, ‘relaxation’ were rarely expressed.

Analysis of the data revealed that the class distribution is imbalanced. As most classi-

fication algorithms assume a balanced class distribution, this may provide unfavourable

accuracy across the classes. Therefore, to avoid such problem, the cost-sensitive learn-

ing method was used here. This method works by re-weighting the training instances

according to the total cost assigned to each class using a cost matrix, as it is a numeri-

cal representation of a misclassification penalty [195, 196]. Other methods are available

to balance the data, such as over-/under-sampling; however, the cost-sensitive method

was found to be a suitable choice to balance the classes in the Circumplex due to the
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Figure 5.12: The Circumplex emotions distribution

additional structure between the classes. The cost matrix shown in Table 5.5 was gen-

erated based on graph distance between the emotions in the Circumplex model shown

in Figure 5.11, for example, showing that ‘happiness’ is three “steps” removed from

‘stress’. It should be noted here that the penalty given for misclassifying emotions as

‘neutral’ was 4 intended to encourage classifications towards concrete emotions.

Predicted

A
ct

u
al

neutral excitement happiness relaxation calmness boredom upset stressed tense
neutral 0 1 1 1 1 1 1 1 1

excitement 4 0 1 2 3 4 3 2 1
happiness 4 1 0 1 2 3 4 3 2
relaxation 4 2 1 0 1 2 3 4 3
calmness 4 3 2 1 0 1 2 3 4
boredom 4 4 3 2 1 0 1 2 3

upset 4 3 4 3 2 1 0 1 2
stress 4 2 3 4 3 2 1 0 1
tense 4 1 2 3 4 3 2 1 0

Table 5.5: Cost matrix

To see the effect of balancing the data classes, the results for one feature set are pre-

sented here in Tables 5.6 and 5.7, that show the personalised prediction results for the

imbalanced and balanced model respectively. It is obvious that using the cost sensitive

balanced learning enhanced recall for all ‘emotional’ groups, but not with ‘neutral’. The

results show the effect of a high penalty for classifying ‘neutral’, resulting in a small

drop in recall for this class offset by increases for all others. So, the balanced model

will be used in all further results.
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APP-BOW

Emotion Precision Recall F-measure

neutral 54.0 63.9 58.3

happiness 61.1 59.4 59.1

excitement 28.3 18.9 22.2

calmness 16.1 18.7 17.2

relaxation 7.5 4.7 5.8

upset 30.0 20.4 25.7

tense 15.0 13.3 14.1

stress 20.0 5.0 8.0

boredom 15.2 13.5 13.2

Table 5.6: The Circum-
plex: personalised imbal-

anced prediction results

APP-BOW

Emotion Precision Recall F-measure

neutral 55.2 55.5 54.2

happiness 58.1 66 61.3

excitement 28.7 22 23.9

calmness 17.1 21.6 18.9

relaxation 7.5 4.7 5.8

upset 31.6 22.1 24.2

tense 14.54 16.0 15.2

stress 33.3 15.0 19.4

boredom 14.5 13.5 13.9

Table 5.7: The Circum-
plex: personalised balanced

prediction results

5.5.2 Prediction results analysis

The results of emotion prediction using personalised and global training models are

displayed in Table 5.8 and 5.9.

A clear outcome is that ‘happiness’ is well predicted, and strongly associated with activ-

ities, with a high recall of this emotion with both learning methods, personalised and

global.

There was no association between ‘tense’, ‘stress’, ‘boredom’, and ‘relaxation’ with ac-

tivities, as indicating they may be associated with some external circumstances rather

than “what” people are doing. Although they are predicted with the other approaches,

the performance was poor. Hence, it is hard to train and evaluate the classifier to

predict such emotions without using additional language features (associated/not asso-

ciated with other features e.g., people and places). Thus, emotion can’t be determined

based purely on ones’ activities.

‘Excitement’, ‘calmness’, and ‘upset’ were poorly predicted, precision is better than

recall, still not sufficient to evaluate the classifier.

Globally, with activities only ‘neutral’ and ‘happiness’ could be predicted. It was also

observed that taking entries labelled with ‘tense’, ‘stress’ and ‘boredom’ that could

be predicted in the personalised model and putting them in the global model made

it impossible for the classifier to predict them. Predicting such emotions is possible
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using personal circumstances; however, correlations with features are lost when looking

at everyone.

5.5.3 Inter-approaches analysis

Similar to Ekman’s, with the personalised model, the classifier performed better with

respect to all emotions classes as shown in Figure 5.13. Most of the confusion was with

‘neutral’ class in both personalised and global models. Globally, the confusion is high

between ‘excitement’ and ‘happiness’ which supports the finding that happiness is a

universal emotion and maybe associated with similar activities, word expressions and

people and places as shown in the confusion matrix in Figure 5.14.

Figure 5.13: Confusion
matrix for the Circumplex
personalised model using

BOW-APP

Figure 5.14: Confusion
matrix for the Circumplex

global model using
BOW-APP

Figures 5.15 and 5.16 show precision, recall, and F-measure of predicting ‘happiness’

in both personal and global training. It is clear that ‘happiness’ is strongly related to

some daily activities as recall was the highest using activities on their own as features

for prediction, with global better than personalised. The precision of predicting this

emotion is always enhanced when adding new features. Thus, adding people and places

may resolves the confusion for the classifier to return entries that are labelled with

‘happiness’.

Investigating ‘neutral’ in Figures 5.17 and 5.18, in both personalised and global learning,

there is a clear observation that when more features were added, the recall was enhanced,

and it reached the best performance with a combination of all features (BOW and APP).

This indicates that these features helped the classifier to discriminate between emotional

and non-emotional (neutral) entries and returns entries with ‘neutral’ more accurately.
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Figure 5.15: Circumplex
‘happeniess’ prediction in the

personalised model

Figure 5.16: Circumplex
‘happiness’ prediction in the

global model

Another observation is that the boxes are comparatively larger in the personalised

model (particularly with recall) when compared with global learning. This indicates

that the classifier behaved very differently across different people’s data when training

was personalised, while with global training, this variation decreased.

Figure 5.17: Circumplex
‘neutral’ prediction in the

personalised model

Figure 5.18: Circumplex
‘neutral’ prediction in the

global model

5.5.4 Statistical analysis testing

As introduced in Section 5.4.4, Cochran’s Q and McNemar’s tests are conducted to

check if there is a statistical difference between the proposed approaches. Cochran’s Q
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test returned significant results on the five approaches: Act; APP; BOW; Act-BOW

and APP-BOW with p-values of 0.000 and 0.021 from personalised and global models

respectively. Therefore, post hoc analysis was conducted using McNemar’s test for both

learning methods, Table 5.10 shows the p-values of the test.

Approaches Personalised Global

Act & BOW 0.000 0.931

APP & BOW 0.000 0.861

BOW & Act-BOW 0.048 0.005

BOW & APP-BOW 0.444 0.000

Act & Act-BOW 0.000 0.300

APP & APP-BOW 0.000 0.018

Table 5.10: P-values for McNemar’s test in the Circumplex. Bold values show
significance using p < 0.05

It is clear that with the personalised model, all approaches were significantly different,

thus they disagreed with different error proportions, except for BOW and APP-BOW.

This indicates that adding people and places may have cancelled the role of activities,

meaning that the language used to describe the situation has stronger effect on classi-

fication with the personalised model.

Surprisingly, with the global model, the differences between Act (with/without people

and places) and BOW were insignificant. Although Table 5.9 showed a clear difference

in classification measures, it seems that the entries have similar proportions of dis-

agreement. The difference between BOW and (Act-BOW/APP-BOW) was significant,

indicating that adding activities/people and places to BOW made a difference in the

classification error rate, thereby causing different behaviour. On the contrary, adding

BOW to activities returned insignificant results indicating that for the global approach

activities alone can predict emotions, with little benefit from adding features like BOW.

5.6 The pleasantness and unpleasantness emotion scheme

It is clear from the previous analysis of emotion models that there is some confusion

between different types of emotions. Therefore, a much simplified model is investi-

gated here, one that divides the emotional classes into positive emotions (pleasant) and

negative emotions (unpleasant).
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5.6.1 Emotions distribution

Figure 5.19 below shows emotion distribution in the pleasant/unpleasant model. The

aggregated data all users is represented in P0, followed with the distribution of emotions

in each individual’s data. Pleasant emotion class surpassed the unpleasant class for all

individuals with neutral/pleasant relatively balanced.

Figure 5.19: The pleasantness/unpleasantness emotions distribution

5.6.2 Prediction results analysis

Tables 5.11 and 5.12 below display the personalised and global prediction respectively.

‘Pleasant’ is the best predicted, ‘neutral’ is also well-predicted. ‘Unpleasant’ is poorly

predicted and couldn’t be predicted globally with activities alone, similar to the previous

emotion models, where entries associated with this emotion could not be predicted when

trained globally. Another observation is that combining BOW with (activities /people

and places) is always better with personalised data.

5.6.3 Inter-approaches analysis

The confusion matrices in Figures 5.20 and 5.21 for personalised and global training.

The same observation is applied here, with respect to all classes, the personalised learn-

ing model returns better classification results than the global model.

Figures 5.22 and 5.23 show the results for predicting ‘pleasant’ emotions in both per-

sonalised and global training.
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Figure 5.20: Confusion matrix
for pleasantness/unpleasantness

personalised model using
APP-BOW

Figure 5.21: Confusion matrix
for pleasantness/unpleasantness

global model using
APP-BOW

Figure 5.22: Pleasantness
prediction in the personalised

model

Figure 5.23: Pleasantness
prediction in the global

model

It could be concluded that with global training, the prediction results for all participants

are close to each other (accumulated), while they vary greatly with the personalised

model (sparse). This makes sense because people are different; different in the way

they express themselves and in the frequencies of expressing their emotions. This can

be seen clearly with the recall using activities for prediction where the diversity is high

with personalised training, while the results are very high and close to each other with

global training. Another observation is that associating people and places with activities

enhanced prediction with the personalised model while decreasing performance with the

global model.
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5.6.4 Statistical analysis testing

As explained in Section 5.4.4, Cochran’s Q and McNemar’s tests were conducted to

check if there is a statistical difference between the proposed approaches. Cochran’s Q

test returned significant results on the five approaches: Act; APP; BOW; Act-BOW;

and APP-BOW with p-value of 0.000 for personalised models, while with global models

the results were insignificant with p-value= 0.073. Table 5.13 shows the p-values of the

McNemar’s test for personalised training model. As expected, there is a significant

difference between (Act/APP) and BOW, as these are completely different feature

sets that classifier used differently when interpreting the data. Combining BOW to

activities/people and places returned significant results meaning that it disagreed in a

different way. Also, adding activities to BOW caused a change in behaviour; however,

adding people and places resulted in an insignificant difference.

Approaches Personalised

Act & BOW 0.000

APP & BOW 0.000

BOW & Act-BOW 0.045

BOW & APP-BOW 0.056

Act & Act-BOW 0.002

APP & APP-BOW 0.003

Table 5.13: P-values for McNemar’s test in pleasantness/unpleasantness model. Bold
values show significance using p < 0.05

5.7 The neutral and emotional scheme

This model attempts to investigate a binary classification model to filter the data and

differentiate between the emotional and non-emotional (neutral) entries, to investigate

if this simpler problem is more tractable for a classifier.

5.7.1 Emotions distribution

Figure 5.24 shows a balanced distribution between ‘emotional’ and ‘neutral’ classes

aggregated from all-users data as P0, followed by the distribution in each individual’s

data.
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Figure 5.24: Emotional and neutral distribution

5.7.2 Prediction results analysis

Table 5.14 shows the average results for the global training model. This experiment

aimed to investigate the classifier performance in differentiating between emotional

and neutral entries and to explore how adding ‘people’ as feature to activities affects

classification.

Act Act-Ppl

Emotion Precision Recall F-measure Precision Recall F-measure

neutral 58.7 22.1 30.7 56.8 34.9 40.9

emotional 63.6 89.8 73.7 66.1 83.34 72.62

Table 5.14: Emotional/neutral global prediction

The main findings from this model are: performance is very high when predicting emo-

tional class using activities and recall decreased slightly when ‘people’ was added while

it enhanced ‘neutral’ prediction. This (together with Tables 5.3, 5.9, 5.12) shows that

activities indicate the presence of emotions but do not differentiate between individual

emotions, i.e. it is easier to predict all the instances where people are emotional but

harder to pick which emotion they are experiencing.

5.7.3 Inter-approaches analysis

Figures 5.25 and 5.26 display the box plots for predicting ‘emotional’ and ‘neutral’

classes respectively. They support the two observations from Table 5.14. Firstly, ac-

tivities (or activities with people) are good predictors for emotional entries. Secondly,
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adding ‘people’ to activities caused a slight enhancement with ‘neutral’ recall and a

slight decrease with ‘emotional’ recall.

Figure 5.25: ‘Emotional’
prediction results

Figure 5.26: ‘Neutral’
prediction results

A closer look at the results when adding people as features to activities, slightly en-

hanced prediction with some participants and decreased performance with others. Fig-

ure 5.27 shows the weighted average for precision, recall, and F-measure for each par-

ticipant. It is clear that ‘people’ as a feature when added to activities enhanced classi-

fication with around 60% of the participants, especially with precision, which increased

the discrimination ability of the classifier. It has been shown here that this feature

affected classification i.e. there is a correlation between mentioned people and absence

of emotion. However, there might be some lurking factors, from the machine learn-

ing perspective, such as the number of names in one’s data set, repetition, association

with the same activity, some using different nicknames for a person (e.g., Moody or

Mohammed), etc.

5.7.4 An intra-person analysis

This section explores one participant’s data and investigates the combination of the

different features to train a binary (neutral and emotional) classifier. This data set

was found to be suitable for machine learning testing; the size of the data is acceptable

(283 entries), the length of entries average is around 11 words, more routine entries

(repetition) in addition to fewer out-of-routine ones.
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Figure 5.27: Weighted average of the precision, recall, F-measure for each person
for both approaches Act and Act-Ppl in the emotional/neutral global model

Table 5.15 shows that recall of ‘emotional’ detection is very high in personalised training,

while ‘neutral’ was poorly detected. With global training, as shown in Table 5.16,

‘neutral’ recall was enhanced significantly compared with personalised training. The

highest recall for ‘emotional’ was with activities only indicating that this is a kind of

a person, where activities determine emotions even more than the language used. The

highest recall for ‘neutral’ was globally using a combination of all features (activities,

people, places, and BOW).

Neutral Emotional

Approach Precision Recall F-measure Precision Recall F-measure

Act 50 1.2 2.4 70.6 99.5 82.6

Act-Ppl 60 14.5 23.2 72.8 96 82.8

Act-Loc 33.3 4.8 8.4 70.6 96 81.4

BOW 53.4 47 50 78.8 82.8 80.8

BOW-Ppl 54.4 44.6 49 78.4 84.3 81.3

BOW-Loc 54.2 47 50.3 78.9 83.3 81.1

BOW-Ppl-Loc 55.1 45.8 50 78.8 84.3 81.5

BOW-Act 52.1 45.8 48.7 78.4 82.3 80.3

BOW-Act-Ppl 52.1 44.6 48.1 78.1 82.8 80.4

BOW-Act-Loc 52.8 45.8 49 78.5 82.8 80.6

BOW-Act-Ppl-Loc 52.1 44.6 48.1 78.1 82.8 80.4

Table 5.15: Prediction results for personalised training for one participant
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Neutral Emotional

Approaches Precision Recall F-measure Precision Recall F-measure

Act 52.9 43.4 47.7 77.9 83.8 80.8

Act-Ppl 54.6 63.9 58.9 83.7 77.8 80.6

Act-Loc 55.1 65.1 59.7 84.2 77.8 80.8

BOW 45.7 77.1 57.4 86.5 61.6 72

BOW-Ppl 45.5 79.5 57.9 87.5 60.1 71.3

BOW-Loc 46.4 77.1 57.9 86.7 62.6 72.7

BOW-Ppl-loc 45.6 80.7 58.3 88.1 59.6 71.1

BOW-Act 43.2 65.1 51.9 81.4 64.1 71.8

BOW-Act-Ppl 44.3 79.5 56.9 87.1 58.1 69.7

BOW-Act-Loc 46.1 78.3 58 87.1 61.6 72.2

BOW-Act-Ppl-Loc 43.7 83.1 57.3 88.6 55.1 67.9

Table 5.16: Prediction results for global training for one participant

The results in Table 5.17 show the effect of adding places (Loc) as a feature, most

of times it enhanced prediction slightly. Sometimes, it returned the best classification

results (e.g., Act-Loc when predicting ‘neutral’ and ‘emotional’ in the global model).

Approaches
Personalised Global

Neutral Emotional Neutral Emotional

Act vs. Act-Loc ↑ ↓ ↑ -

BOW vs. BOW-Loc ↑ ↑ ↑ ↑
BOW-Ppl vs. BOW-Ppl-Loc ↑ ↑ ↑ ↓
BOW-Act vs. BOW-Act-Loc ↑ ↑ ↑ ↑
BOW-Act-Ppl vs. BOW-Act-Ppl-Loc - - ↑ ↓

Table 5.17: The effect of adding places (Loc) as a feature

5.8 Discussion

One obvious question is, whether these results are dependent on the classifier used?

To address this, an exploratory experiment testing other classification algorithm was

conducted using Weka. The activity vectors following Section 3.8 were used as features

for prediction, and ten-fold cross-validation was applied to the labelled entries for the

training and testing of the different classifiers. The tested algorithms were neural

networks NN (Multi-layers Perceptron), NB, DT and SVM. Table 5.18 displays the

results and shows the accuracy for emotion prediction. The columns show the different

algorithms that were tested and the rows show the emotion models. It is clear from

this table that NB returned the lowest results while NN, DT and SVM returned close

results with SVM slightly higher. NN was not a suitable choice here because they take

a long time to develop and train; more importantly, they need too much data to train.
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Neural Networks Naive Bayes Decision Tree Support Vector Machine

Circumplex 52.4 40.0 52.6 52.6

Ekman 56.5 44.3 55.8 57.1

Pleasantness/
Unpleasantness

57.6 53.7 57.7 58.6

Emotional/
Neutral

64.28 62.95 63.6 66.92

Table 5.18: Classification accuracy for different algorithms on different emotion
models

The emotion prediction in this chapter is based on the activities vectors of a small

data set. Thus, it is not only about the words in each entry, but it is also about the

activity this entry is referring to, unlike the classification of activities in the previous

two chapters where words represented the main feature for classification and pre-trained

NN model, which was trained with 1.2 million vocabularies, was a suitable choice.

Therefore, SVM was preferred here as it outperformed the other algorithms.

In all the three emotion models (Ekman’s, the Circumplex, and the pleasantness/un-

pleasantness), prediction using the personalised training is always better than the

global. This suggests that the triggers for emotional responses and/or their expression

in diaries varies considerably and that an emotion classifier should be more accurate

when trained with personal data. However, this requires collecting a significant volume

of data per individual over a long time. This finding was also confirmed statistically, as

Cochran’s Q test results were always significant when conducted for the personalised

model investigation.

In general, analysing this data set showed that ‘neutral’ and ‘happiness (pleasantness)’

are the best-predicted emotions. One possible reason for this is that they represented

the classes with the highest number of entries, while the negative classes have a lower

number of entries. This may also be due to cultural norms that influence responses

with emotion self-reporting, as highlighted by Scollon et al. [197]. For example, if there

is a cultural norm that feeling negative emotions is undesirable, some people may not

report their emotions as ‘sadness’. Another reason might be social desirability [198]

when reporting feelings or attitude, where some “defensive” people, for example, may

find it difficult to report such negative emotions. Although this problem was solved to

some extent with the Circumplex model, where the data was balanced by re-weighting

classes, prediction of the negative classes was still poor, whether with personalised or

global training.
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One notable finding is the extent to which daily activities represented as features vec-

tors (associated or not with people and places) could predict emotions. This returned

results that were close to those with BOW and sometimes higher for certain emotions

(e.g., ‘happiness’ in global training with all models). Interestingly, statistically testing

the results applying McNemar’s test showed significant differences between the BOW

and Act/APP (with personalised training) meaning that they had different proportions

of errors. Nevertheless, they both showed an ability to predict emotions properly.

For all emotional models, the BOW approach performed acceptably. However, the us-

age of a small set of discriminating features (i.e. activities, people, and places) slightly

enhanced the performance. This can particularly be seen with the underrepresented

classes such as ‘sadness’, ‘anger’, ‘fear’ in Ekman’s, and ‘tense’, ‘stress’, ‘boredom’,

‘relaxation’ in the Circumplex, and unpleasant classes. This finding is consistent with

the statistical testing results. As McNemar’s test showed, adding activities to BOW

changed the classifier’s behaviour. The opposite was also true where adding BOW to

Act/APP showed significant differences between the approaches.

There are three main findings from the global training. Firstly, the highest recall in

predicting ‘happiness’ was reached with global training for all emotional models, indi-

cating that this is evident and expressed by all emotions where features from different

individuals may overlap and strengthen the learning process. Secondly, no negative

emotions could be predicted based on any activities, which suggests that there is a lack

of commonality across people and indicates that these emotions cannot be determined

based only on daily activities. Perhaps, unexpectedly, it is not just what someone is

doing that determines her/his negative emotions. Thirdly, the effect of global training

can clearly be seen in the Circumplex model. Interestingly, some emotions like ‘tense’,

‘stress’, and ‘boredom’ could not be predicted, although, they were poorly predicted

with personalised training. This suggests that it is possible to predict some people

are ‘tense’ (for example) based on their personal circumstances, but not with global

training features.

Looking at the comparison between different models to group emotions showed some

interesting outcomes. For example, predicting ‘pleasantness’ emotion using global train-

ing based only on activity as a feature showed an increase in F-measure associated with

the decrease in the number of groups (see Table 5.19), indicating that the prediction
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of this emotion is enhanced when using more features (i.e., activities) from other emo-

tional groups.

Happiness/pleasantness/ emotional

Model Precision Recall F-measure

Circumplex 38.4 95.2 53.5

Ekman’s 58.5 61.3 57.5

Pleasantness/unpleasantness 58.3 73.7 63.0

Emotional/neutral 63.6 89.8 73.7

Table 5.19: A comparison between different grouping of emotions

It can be concluded from Tables 5.3, 5.9, 5.12 and 5.14 that activities can better indi-

cate the presence of emotions rather than to differentiating between individual emotions.

That is, it is easier to predict instances where people are emotional but harder to pick

which emotion they are experiencing. Although the performance can be improved by

conflating classes, the ability to identify/manage conditions relating to specific emo-

tions is lost, which may affect the application. For example, if a medical practitioner

wants to predict a specific emotion such as anger, or wanted to treat a condition like

depression, he/she would use emotion models with variety in classes but accept the risk

of low performance.

The data used in this research was collected from healthy people (as far as we know).

This may explain why it was insufficient to predict people with negative emotions, such

as stress and anxiety, that practitioners usually track [199, 200]. However,“ happiness”

is an emotion that can accurately be predicted with global and personal training when

using daily activities as features, which indicates that people may have some similarities

in which activities are associated with “happiness”. Such work may be very useful in

line with the latest researches in psychology that are moving more towards studying

positive emotions, especially “happiness” [201, 202].

Examining different schemes for measuring emotion raised the possibility that the dif-

ficulty of predicting using Ekman’s scheme may be associated with its development,

where it demonstrates that individuals have universal basic emotions that are shared

across cultures are recognisable through facial expressions [203]. Therefore, it is over-

simplified where positive emotions can only be referred to by ‘happiness’. Accordingly,

this scheme does not have enough structure; emotions are “discrete”. In contrast, the

Circumplex model was originally created by taking account of phrases or words that
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people use to describe their emotions and placing them into a circular order [82]. There-

fore, emotions are distributed in a two-dimensional circular space, in a way that shows

some spatial relationship between emotions, for example, ‘happiness’ and ‘upset’ de-

scribe opposite emotions, so they are placed opposite to each other, while ‘relaxation’

and ‘calmness’ describe similar emotions, so they are placed closer to each other.

This structure of the Circumplex model motivated the use of the cost-sensitive ap-

proach for balanced learning to address the underrepresentation of negative emotions.

As a result, the prediction of almost all emotional classes was enhanced by using the

personalised model. Also, it showed a significant increase in recall of ‘happiness’ in the

global model. However, it was associated with some decrease in the recall for predicting

‘neutral’, but this is not the focus here.

5.9 Summary

In this chapter, a multilevel analysis was carried out on four emotion models: Ekman’s;

the Circumplex; pleasantness/unpleasantness and emotional/neutral.

Each emotion model was investigated, starting with an analysis of the distribution of

emotion classes. This was followed by an aggregated analysis of personalised and global

learning models, along with a deeper inspection of the dis-aggregated results. Finally,

statistical significance testing was performed to increase confidence in the results. The

discussion at the end of this chapter, which provided a detailed analysis of the findings,

showed that the findings are consistent with research in the field of psychology that

suggests that emotion correlates with various daily activities, people, and places.
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Conclusions, limitations and

future work

Automating the process of emotion detection from self-reported diaries is extremely

valuable, since it brings new insight to the study of individuals’ situation (e.g. activ-

ity) and environment (e.g. people and places).The aim of the research in this thesis

was towards predicting emotion based on people’s reports on their daily life or current

situation. Activities, people, and places were used to infer emotion (as a dependent

factor). The association of these factors with emotion is well-studied in psychology,

which motivated interest from a computer science point of view.

Digital textual dairies are a rich resource of people’s involvement in activities, relation-

ships, engagement and attachment to places, as well as associated emotions, and were

used as the data source to investigate the ability of the machine to understand and

analyse this data.

This work was built iteratively, starting by proposing a framework for classifying di-

ary entries in terms of personal activities by combining unsupervised (clustering) and

supervised (classification) machine learning techniques. After successfully classifying

the entries into their relevant activities, information extraction techniques were used

to detect people and places from the text. Emotion was then predicted based on these

three features using personalised and global learning strategies, under different emotion

schemes, including Ekman’s six basic emotions, the Circumplex, pleasantness/unpleas-

antness and emotional/neutral.
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The availability of many digital applications used for data collection in diary methods

made it easy to have big data about everyday life; however, there is still a need to

improve the analysis process and reduce the need for human intervention. Therefore,

this research has investigated possible ways to automate the process of analysis, aiming

to enhance analysis further and make results more representative, whether with iden-

tifying activities, people and places, or combining these features to predict emotion,

unlike the available methods for predicting emotions that mostly focus of the relevant

dictionary-based/key-words. The research in this thesis supports improving practition-

ers’ and researchers’ efficiency in many important fields such as behavioural science,

social science and psychology, and contribute to the development of personalised sys-

tems.

Much of the research in computer science to predict activities was conducted for dif-

ferent purposes other than emotion prediction, e.g., travel recommendation systems.

These are based on the language and traditional machine learning algorithms. Little

research relates activities to emotions using n-gram BoW, and suffers from too much

human intervention and the problem of a small training data set. The proposed frame-

work for activity classification provided a novel and efficient solution in response to

the challenges of sparsity and lack of training data. Firstly, a transfer learning ap-

proach exploits a publicly available and easy to obtain data set similar to diary data

(tweets). Secondly, the centroid-based clustering step added flexibility and efficiency to

the classification approach by taking advantage of proximity to deal with new similar

human-generated data with less training, i.e., a kind of self-trained clusters.

Much research has been conducted on emotion prediction, using different features (e.g.

linguistic), and pursuing different goals (e.g., recommendation systems). To the best

of our knowledge, the research in this thesis is the first to investigate combining the

distinct features that describe events: activities, people and places, to predict emotion

for the purpose of providing technical support and improving practitioners’ work.

6.1 Conclusions

This research has shown that using a small set of automatically detected domain-specific

features together represent the individual’s current situation, could successfully predict

emotions. Moreover, adding activities as a feature to the language feature enhanced the
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classifier’s performance in some cases. However, the performance varied considerably

between emotions (e.g. ‘happiness’ is better predicted than others), between participants

(i.e. some participants were predicted better than others) and between learning models

(i.e. classification using the personalised model was typically better than the global

model). This research has also led to the following conclusions:

• The proposed model for activity categorisation successfully categorised high-level

daily activities in a semi-supervised manner, and has largely overcome the chal-

lenges of the sparsity of the diary entries and the lack of training data by utilising

a pre-trained model on similar, but not identical, inexpensive publicly available

data (tweets).

• The investigation of the different approaches to handle trivial diary entries in

the activity classification task has emphasised the importance of the decision to

include ‘none’ as a distinct class or to restrict classification to activities only. As

it was tempting to classify all entries into relevant activities (i.e. exclude ‘none’),

the results suggested that including ‘none’ was a rational decision.

• Regardless of which emotion model is utilised, this thesis has shown that it would

be very hard to predict unpleasantness or negative emotions using global training

based on activities only; however, combining it with the language features may of-

fer a slight improvement. The performance in predicting ‘happiness/pleasantness’

may enhance with the decrease in the number of classes.

• An emotion classifier should be more accurate when trained with personal data.

In all the different emotion models utilised in this research, prediction using the

personalised training was always better than the global. However, this requires

collecting a significant volume of data per individual over a long time.

• In general, understanding emotions and predicting them accurately is not an easy

task because of the complex interaction between all factors that affect emotions

(e.g. illness and mood swings), which can obscure the emotions a person is experi-

encing. However, machine learning (statistically and mathematically) provides a

partial view by automatically exploiting some hidden patterns. The best method

will depend on the use case or end application; however, the results of the research

in this thesis gives insight into this trade off. For example, if the interest is to get
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a high recall rate for predicting people in an emotional state, then using activities

with the global training would be the suitable approach for a binary classifier.

While if the aim was to get a high precision rate, then personalised training with

additional language features is recommended.

In summary, the research in this thesis has looked at people’s situations and their envi-

ronment/circumstances from their perspectives and the personal words they recorded

about themselves. Applying the available technologies such as machine learning, in-

formation extraction, neural network and choosing the most suitable algorithms and

learning strategies created new insights. They demonstrated that automating textual

diary analysis would provide a clear image of the authors, predict their emotions, and

maybe recommend some new association of factors that can affect their emotions, es-

pecially with positive emotion.

6.2 Limitations and future work

The emotion prediction model was evaluated with a small-scale user population. Al-

though results were statistically validated and the feasibility of such work was proved,

it cannot be guaranteed here that the results will generalise. Therefore, a large-scale

investigation remains as future work.

The major application of this work is in clinical fields. So, in an opposite scenario, if we

are treating people with depression and the data did not include any positive emotion,

a similar problem would occur, i.e., it would be hard to predict an emotion such as

“happiness” as it would be underrepresented. It is very difficult to get a representative

data set that covers all people in all circumstances as asking people to keep diaries is

a common approach in psychology to mental health, but the number of general people

who keep diaries is quite low, so there is a kind of mismatch between getting a large

number of data and getting a relevant data. In the current situation with the available

data set, we showed that the results in this thesis are reliable as they were statistically

tested and validated for the different emotion models and learning strategies.

A challenge in studying emotions as experienced in the various types of situations that

people encounter in their daily life is the need for frequent and repeated collection of
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data. As this is a human-generated diary, some challenges using this data were related

to the quality of the collected data, where the contents were incomplete and fragmented.

A more specialised diary application could be used in future work to collect a larger,

more consistent data set, or rather than asking people to record their diary entries

purely for the purpose of research, the experiment could be embedded within other

features that the participants find useful, thus providing more natural and meaningful

data (as was carried out in [204]).

As the work in this thesis looked at only textual diaries, the combination of textual di-

ary data and mobile sensing (as well as social media data) may allow the collection of a

large amount of data. As the current study describes how people’s emotions vary with

different situations, having more relevant data (e.g. heart rate) may help in further

exploration of emotions and emotion inference, but it would also provide a challenge in

collecting data for the most relevant time.

Evidence was found that people experience differences in emotions when doing differ-

ent activities, are with different people or are in different places. As research continues

to identify the factors of a situation that are psychologically meaningful, future work

will be able to investigate the interactive effects of more various situational factors on

people’s emotions (e.g. objects).

In addition to the features proposed in this research, other features could be further

investigated, such as ‘personality’; indeed, some studies have already shown that per-

sonality traits help to explain the individual differences in the types of places visited

[205]. It is fundamental to consider that although activities, people, and places affect

an individual’s emotions, there are other factors within the person that can affect their

emotion at a particular time. As emotions can be influenced by exclusive personal and

behavioral factors [44, 206], emotions for an individual participant can change for the

same event for unreported reasons.

Chapter 5 has shown that the grouping or the granularity of emotions is a key factor

in classification, so it would be interesting to look at grouping within features, for ex-

ample, grouping places (e.g. indoor and outdoor) or grouping people by relationship

types (e.g., family, friends, professional).

The correlations between specific activities and emotions could also be investigated, for

example, socialisation could be indicated by a social activity (e.g. visiting my friend),

since studies in psychology show that people who socialise more are happier than those
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who don’t and that being with someone is associated with ‘happiness’.

The current results motivate further research of within-person variation in emotions,

which can reveal interesting patterns that may be masked at mean levels. Moreover,

heterogeneity among people can be an important aspect, which can be emphasised by

implementing parameters for each participant and demonstrate how the performance

level of the utilised model changes accordingly.

As this research showed that the personalised models perform better than the global

models when predicting emotions, although collecting a large set of personalised data

is a difficult task, it is recommended to integrate the advantages from both models

to overcome their weaknesses by building a hybrid model that gradually incorporates

personal data with the global model, which was instantiated from others’ training data.

This research looked at high-level activities, including work/study, social/family, food/-

drink, leisure and essentials. As has been shown, the nature of the groups played an

important role in classification. Therefore, the definition of activity categories can be

questioned, and a more precise definition of the required groups may help with clas-

sification. Furthermore, individuals might perceive activities differently, for example

as some people might consider “baking” as ‘leisure’ others whilst might consider it as

‘essentials’. However, in this work, based on the word embedding vector space model

used, ‘baking’ was classified as ‘food/drink’. So, more precise definitions and different

categories might result in a more accurate outcome. These may be amended according

to the relevant application.
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Juan Miguel Gómez-Berb́ıs. Named entity recognition: fallacies, challenges and

opportunities. Computer Standards & Interfaces, 35(5):482–489, 2013.

[101] Christopher Manning, Mihai Surdeanu, John Bauer, Jenny Finkel, Steven

Bethard, and David McClosky. The stanford corenlp natural language processing

toolkit. In Proceedings of 52nd annual meeting of the association for computa-

tional linguistics: system demonstrations, pages 55–60, 2014.

[102] Yan Wen, Cong Fan, Geng Chen, Xin Chen, and Ming Chen. A survey on

named entity recognition. In International Conference in Communications, Signal

Processing, and Systems, pages 1803–1810. Springer, 2019.

[103] Archana Goyal, Vishal Gupta, and Manish Kumar. Recent named entity recogni-

tion and classification techniques: a systematic review. Computer Science Review,

29:21–43, 2018.

[104] George A Miller, Richard Beckwith, Christiane Fellbaum, Derek Gross, and

Katherine J Miller. Introduction to wordnet: An on-line lexical database. Inter-

national journal of lexicography, 3(4):235–244, 1990.

[105] George A Miller. Wordnet: a lexical database for english. Communications of

the ACM, 38(11):39–41, 1995.

[106] Christopher SG Khoo and Sathik Basha Johnkhan. Lexicon-based sentiment anal-

ysis: Comparative evaluation of six sentiment lexicons. Journal of Information

Science, 44(4):491–511, 2018.

[107] Itisha Gupta and Nisheeth Joshi. Real-time twitter corpus labelling using au-

tomatic clustering approach. International Journal of Computing and Digital

Systems, 9:1–9, 2020.



Bibliography 134

[108] Shai Shalev-Shwartz and Shai Ben-David. Understanding machine learning: From

theory to algorithms. Cambridge university press, 2014.

[109] Gerard Salton, Anita Wong, and Chung-Shu Yang. A vector space model for

automatic indexing. Communications of the ACM, 18(11):613–620, 1975.

[110] Raghavendra Vijay Bhasker Vangara, Shiva Prasad Vangara, and VR Kailashnath

Thirupathur. A survey on natural language processing in context with machine

learning, 2020.

[111] Chenglong Ma, Weiqun Xu, Peijia Li, and Yonghong Yan. Distributional repre-

sentations of words for short text classification. In Proceedings of the 1st Workshop

on Vector Space Modeling for Natural Language Processing, pages 33–38, 2015.

[112] Chenliang Li, Haoran Wang, Zhiqian Zhang, Aixin Sun, and Zongyang Ma. Topic

modeling for short texts with auxiliary word embeddings. In Proceedings of the

39th International ACM SIGIR conference on Research and Development in In-

formation Retrieval, pages 165–174. ACM, 2016.

[113] Pratap Chandra Sen, Mahimarnab Hajra, and Mitadru Ghosh. Supervised clas-

sification algorithms in machine learning: A survey and review. In Emerging

Technology in Modelling and Graphics, pages 99–111. Springer, 2020.

[114] Sattam Almatarneh and Pablo Gamallo. Comparing supervised machine learning

strategies and linguistic features to search for very negative opinions. Information,

10(1):16, 2019.

[115] Atif Khan, Muhammad Adnan Gul, M Irfan Uddin, Syed Atif Ali Shah, Shafiq

Ahmad, Al Firdausi, Muhammad Dzulqarnain, and Mazen Zaindin. Summariz-

ing online movie reviews: a machine learning approach to big data analytics.

Scientific Programming, 2020, 2020.

[116] Ammara Zamir, Hikmat Ullah Khan, Waqar Mehmood, Tassawar Iqbal, and

Abubakker Usman Akram. A feature-centric spam email detection model using

diverse supervised machine learning algorithms. The Electronic Library, 2020.

[117] Inoshika Dilrukshi, Kasun De Zoysa, and Amitha Caldera. Twitter news classifi-

cation using svm. In 2013 8th International Conference on Computer Science &

Education, pages 287–291. IEEE, 2013.



Bibliography 135

[118] Bharath Sriram, Dave Fuhry, Engin Demir, Hakan Ferhatosmanoglu, and Murat

Demirbas. Short text classification in twitter to improve information filtering. In

Proceedings of the 33rd international ACM SIGIR conference on Research and

development in information retrieval, pages 841–842. ACM, 2010.

[119] Kathy Lee, Diana Palsetia, Ramanathan Narayanan, Md Mostofa Ali Patwary,

Ankit Agrawal, and Alok Choudhary. Twitter trending topic classification. In

2011 IEEE 11th International Conference on Data Mining Workshops, pages

251–258. IEEE, 2011.

[120] Yoko Nishihara, Keita Sato, and Wataru Sunayama. Event extraction and visu-

alization for obtaining personal experiences from blogs. In Symposium on Human

Interface, pages 315–324. Springer, 2009.

[121] Chunyong Yin, Jun Xiang, Hui Zhang, Jin Wang, Zhichao Yin, and Jeong-Uk

Kim. A new svm method for short text classification based on semi-supervised

learning. In Advanced Information Technology and Sensor Application (AITS),

2015 4th International Conference on, pages 100–103. IEEE, 2015.

[122] Jiawei Han, Jian Pei, and Micheline Kamber. Data mining: concepts and tech-

niques. Elsevier, 2011.

[123] Ammar Ismael Kadhim. Survey on supervised machine learning techniques for

automatic text classification. Artificial Intelligence Review, 52(1):273–292, 2019.

[124] Amanpreet Singh, Narina Thakur, and Aakanksha Sharma. A review of su-

pervised machine learning algorithms. In 2016 3rd International Conference on

Computing for Sustainable Global Development (INDIACom), pages 1310–1315.

Ieee, 2016.

[125] Anil K Jain. Data clustering: 50 years beyond k-means. Pattern recognition

letters, 31(8):651–666, 2010.

[126] Fasheng Liu and Lu Xiong. Survey on text clustering algorithm. In 2011 IEEE

2nd International Conference on Software Engineering and Service Science, pages

901–904. IEEE, 2011.

[127] Neha Garg and RK Gupta. Clustering techniques on text mining: A review.

International Journal of Engineering Research, 5(4):241–243, 2016.



Bibliography 136

[128] A Kousar Nikhath and K Subrahmanyam. Feature selection, optimization and

clustering strategies of text documents. International Journal of Electrical &

Computer Engineering (2088-8708), 9(2), 2019.

[129] Xiangfeng Dai, Marwan Bikdash, and Bradley Meyer. From social media to

public health surveillance: Word embedding based clustering method for twitter

classification. In SoutheastCon 2017, pages 1–7. IEEE, 2017.

[130] Han Kyul Kim, Hyunjoong Kim, and Sungzoon Cho. Bag-of-concepts: Compre-

hending document representation through clustering words in distributed repre-

sentation. Neurocomputing, 266:336–352, 2017.

[131] Jesper E Van Engelen and Holger H Hoos. A survey on semi-supervised learning.

Machine Learning, 109(2):373–440, 2020.

[132] Jean-Bastien Grill, Florian Strub, Florent Altché, Corentin Tallec, Pierre H
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