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Abstract

The osmotic computing paradigm sets out the principles and algorithms for simplifying the de-
ployment of Internet of Things (IoT) applications in integrated edge-cloud environments. Various
existing simulation frameworks can be used to support integration of cloud and edge computing
environments. However, none of these can directly support an osmotic computing environment
due to the complexity of IoT applications and heterogeneity of integrated edge-cloud environ-
ments. Osmotic computing suggests the migration of workload to/from a cloud data centre to
edge devices, based on performance and security trigger events. We propose ‘IoTSim-Osmosis– a
simulation framework to support the testing and validation of osmotic computing applications.
In particular, our detailed related work analysis demonstrates that IoTSim-Osmosis is the first
simulation framework to enable unified modelling and simulation of complex IoT applications
over heterogeneous edge-cloud environments. IoTSim-Osmosis is demonstrated using an elec-
tricity management and billing application case study, for benchmarking various run-time QoS
parameters, such as IoT battery use, execution time, network transmission time and consumed
energy.

Keywords: Osmotic computing, Internet of Things (IoT), Edge Computing, Cloud Computing,
Software-Defined Network (SDN), Simulation.

1. Introduction

The Internet of Things (IoT) infrastructure is now used across a number of applications,
such as smart city, healthcare, and manufacturing. In such applications, data from IoT devices
can be processed by different resources at edge and cloud data centres [1]. The transition from
distributed systems (e.g. cloud computing) to a distributed system of systems – with the edge and
cloud acting as independently managed systems to support an IoT ecosystem, has led to a new
generation of heterogeneous and complex environments. Although the platforms that support a
system of systems perspective may vary, a common theme is to link different types of distributed
systems in a unified manner. Osmotic computing focuses on the design and implementation
of a unified computing model that leverages the capabilities of various distributed systems,
which include edge computing, cloud computing and a software-defined wide area network (SD-
WAN) [2]. The aim is to optimise the performance of the overall IoT ecosystem as well as the
performance of individual components that are part of such an ecosystem.
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Consider an example of electricity management and billing in a smart city. Each house has
a smart meter installed to capture electricity consumption on a per-second basis, with a local
display showing live meter reading and monetary cost. Periodically (usually at 15 minutes), the
reading is sent to a central server for combined billing, load management and outage control.
This process seems simple, and yet also extremely complex, as every smart meter can have a
different architecture and follow different communication protocols based on network range and
availability. Local processing and transmission in a smart meter may also vary based on its
charging state, processing and storage capability. The data of every smart meter enroute to
cloud datacenters may experience network congestion, latency and buffering, and use security
controls (e.g., firewalls, encryption).

Considering customised solutions for Osmotic computing in a production environment can
be challenging. Various research projects including CHOReOS [3], CityPulse [3] are proposed to
investigate the infrastructure composition and data analytics operations. The main aim of these
projects is to orchestrate numerous services to offer a unified deployment solution. However,
they are not involved in the analysis of proposed approaches or algorithms for the deployment.
Therefore, simulation-based tools are a useful alternative for analysing and evaluating algorithms
and Quality of Service (QoS) policies – to undertake various “what if” investigations. There
are several simulation environments currently available such as IoTSim-Edge [4], IoTsuite [5],
SimIoT [6], amongst others for IoT systems. However, their key focus remains on IoT systems
and devices, and therefore they have limited capability to model migration and dynamic container
management required in osmotic computing within a unified simulation model.

This paper describes IoTSim-Osmosis– an SDN-based osmotic computing toolkit. IoTSim-
Osmosis supports modeling and simulation of multiple Osmotic systems in a unified environment.
It enables the integration of IoT, edge and cloud ecosystems along with mechanisms to support
SD-WAN networking. Using this toolkit, IoT devices are able to send data using different
wireless technologies (e.g., WiFi,) while the edge can include virtualized devices and SDN-aware
infrastructure. Similarly, a cloud data centre can include virtualized host machines and SDN-
aware networks. IoTSim-Osmosis also provides policies to control different components (e.g.
edge and cloud task scheduling, and edge to cloud routing protocols).

1.1. Challenges

Modelling and simulating IoT-based osmotic environments present the following challenges:

• Infrastructure heterogeneity: Osmotic computing is based on the use of a multi-layered
architecture (comprising IoT, edge, cloud and SD-WAN), which requires coordination be-
tween the layers. Each layer is constantly evolving with heterogeneous components, data
formats, and protocols, which might involve a number of different behaviours and con-
figuration parameters (e.g. type of power source, processing/ storage capacity, network
capacity etc.) [7].

• Communication heterogeneity In osmotic environments, several message exchange for-
mats may co-exist between different devices. The increasing use of software-defined net-
working (SDN) in edge and cloud environments adds an additional potential layer of config-
uration [8]. The use of SD-WAN in osmotic environments imposes several challenges, such
as obtaining a guaranteed network QoS and the requirement of reserving network slices [9].

• Complexity of application graph: Increasingly, IoT applications can be represented as
a graph of microservices, with data and control flow dependencies between such services
encoded in the graph. This use of microservices enables re-use and a mechanism to integrate
services offered by a variety of different providers. Each application componentservice in
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Figure 1: 4-tier architecture – the outer layer is composed of IoT devices generating data and transmitting these
to Edge devices (second layer). The Innermost layer is comprised of a Cloud datacenter, with a data network
connecting these layers

the graph can have specific functional and QoS requirements for successful execution of the
application [10].

1.2. Contributions

This paper describes a novel framework to model and simulate osmotic computing environ-
ments, based on the characteristics outlined above. Our key contributions include:

• The architecture and systems model of IoTSim-Osmosis, highlighting components used to
support edge-cloud heterogeneity and IoT application complexity. This architecture also
includes several system management policies that can be extended by other researchers.

• A case study based validation of IoTSim-Osmosis using an energy (electricity) management
and billing application. Simulation results highlight the unique capabilities provided by
IoTSim-Osmosis for analyzing various parameters, such as IoT energy usage, execution
time and network transmission delay.

The rest of the paper is organized as follows. Section 2 describes osmotic computing and
graph-based IoT application construction. Section 3 discusses the modelling capabilities of
IoTSim-Osmosis and Section 4 provides an empirical validation of our approach. Before pro-
viding concluding comments and future work in Section 6, we describe related work in Section 5
by comparing IoTSim-Osmosis with state-of-art efforts.
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2. Background

2.1. IoT environment

Although actual IoT infrastructure can vary across different application areas, a common
(abstract) model can be represented using a 4-tier architecture as shown in Figure 1. The four
tiers are:

Tier 1. IoT layer: This layer can consist of sensors, actuators, Radio Frequency IDentification
(RFID) tags and mobile devices, which can sense the physical environment and transfer data
to edge/ cloud data centres for further analysis [11, 12]. These devices can consist of different
software/ hardware (and data usage) architecture, energy sources and communication proto-
cols. Unlike devices and networks which exist to offer physical connectivity, network-connected
applications create opportunities for human-to-device connectivity [13].

Tier 2. Edge layer: For applications with the following properties: (a) close coupling between
data generators and processing environments [14], (b) where data transfer bandwidth is limited
[15], and (c) data generating devices are battery operated [1], it is not efficient to send all the data
to a cloud system. Emergence of edge computing which offers data storage and analysis to the
network edge closer to IoT devices provides an efficient solution. Edge devices, including smart
phone, Raspberry Pi and UDOO board, favour local processing and data storage in proximity
to data generation. Similar to IoT devices, edge devices can be heterogeneous, which makes the
modelling complex.

Tier 3. Network layer: This layer is involved in transferring data between various IoT infras-
tructure layers. The sensor and actuator nodes (Tier 1) form arbitrary network topologies that
are interconnected via edge gateways (Tier 2) to remote clouds (Tier 4) via the Internet back-
bone. The inter-connectivity of these network types vary from short-range low-power wireless
links offering a bandwidth of few hundred Kb/s with a radio range of few meters, to powerful
local and cellular area networks. There is often direct communication between an IoT device
and an edge device using light weight network protocols such as LoRa-WAN, NB-IoT (over long
distances) and Bluetooth Low Energy (over shorter distances), whereas edge and cloud layers use
network protocols such as 4G/5G [16]. The dynamic nature of modern IoT applications requires
dynamic reconfiguration of network links and support for bandwidth slicing, which requires a
move away from traditional WAN solutions towards SD-WAN solutions [17].

Tier 4. Cloud layer: This layer provides computing as a utility service which can be provisioned
on a pay-per-use basis, as user demand changes. To handle the increasing diversity and scalability
of current applications, cloud environments offer resources with different characteristics and at
different costs (based on duration of use).

Regardless of the complexity of the above 4 layers, it is necessary to optimize the performance
of an application executing across the the combined IoT-edge-cloud environment.

2.2. Application Topology

Osmotic Computing focuses on strategies and mechanisms to extend IoT device capabilities
by developing a computing model that makes use of all the 4 IoT infrastructure layers [18]. To
handle the complexity and diversity of applications, it provides an abstraction referred to as
“Microelements” (MELs) – which encapsulates services, resources and data. In particular, any
IoT applications can be represented using a graph of MELs as shown in Figure 2. Modelling an
application as a graph of MELs involves:

• Encapsulation of multiple components In the context of an IoT application, sensed
data needs to be processed across a number of functions or operations. The representation
of each operation can take different forms, leading to an IoT application being specified
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Figure 2: Application MEL graph

as a graph of MELs. Each MEL can contain micro data and be realised as a microservice
which can be deployed on the IoT infrastructure. A MEL, as an entity, needs to abstract
all of these capabilities.

• Maintaining data and control flow There is a strict dependency between various MELs
within an application. The dependency can be in the form of data transfer or control flow.
An example of MEL graph dependency is given in Figure 2.

• Performance optimization across heterogeneous IoT infrastructure This involves
understanding how the Cloud (L1) interacts and coordinates with the IoT (L4) and Edge
(L3) layers, through an SDWAN (L2). Each MEL has specific QoS constraints limiting the
locations at which a MEL can be deployed. For example a deep learning model cannot be
deployed on IoT or edge device if it has specific QoS constraints. In addition to this, it is
necessary to optimize the underlying IoT infrastructure layers while executing MELs.

3. Design of IoTSim-Osmosis

This section discusses the conceptual model of IoTSim-Osmosis, including it’s architecture
and components.

3.1. IoTSim-Osmosis architecture

The architecture of IoTSim-Osmosis is presented in Figure 3. It is divided into four main lay-
ers: input, management, osmotic orchestrator and infrastructure. IoTSim-Osmosis requires two
input files – an end-to-end configuration file which includes a description of each infrastructure
element. For example, it contains attributes of IoT device (e.g. device ID, bandwidth, battery
capacity). When IoTSim-Osmosis finishes building the required infrastructure, it would require
an IoT-MEL graph as workload to execute. The workload contains details of a transaction, rep-
resented as MELs and network operations. Each transaction can have different performance and
can be used to evaluate the performance of a given osmotic application.
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Figure 3: Architecture of IoTSim-Osmosis simulator
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Figure 4: IoTSim-Osmosis system components

The management layer is modeled to facilitate the process of deploying tailor-made osmotic
policies. It obtains several policies for different purposes e.g., network policy is designed to
instruct SDN/SDWAN controllers with routing and traffic. As another example, virtual machine
(VM) policy is used to select a host that can deploy requested VM. For each policy, IoTSim-
Osmosis has a number of implemented algorithms that can be freely used.

The infrastructure layer is modeled to represent four infrastructure components: IoT, edge,
cloud, and SDWAN. To provide a realistic representation of osmotic computing, each infrastruc-
ture component is modeled with many elements. For example, an IoT component is designed
to obtain IoT devices with various attributes, such as device type, data rate, data type, and
supporting network protocols. Finally, the osmotic orchestrator is designed to control all the
events and operations happening in IoTSim-Osmosis. Using the event management system, it is
able to manage the infrastructure and network while allowing a user to apply the management
policies.
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3.2. IoTSim-Osmosis system components

An overview of IoTSim-Osmosis’s system components is illustrated in 4. IoTSim-Osmosis
has an SDNSystem component, which mimics the general behaviour of SDN. It is coupled with
a routing table to store routing information and relation among nodes in its respective network.
The child components (SDN-Edge controller, SDN-DC controller, and SDWAN controller) extend
the SDNSystem to obtain general, shared functions along with adding their customized functions.
Each controller obtains its unique route table, which is used to make proper routing decisions.
An osmotic coordinator is used to interlink the controllers so that routing decisions are made in
a global manner.

Each component of edge datacenter, cloud datacenter, and SDWAN is coupled with a topol-
ogy component to describe the arrangement of the networks’ nodes (e.g., edge devices, hosts,
switches). Each component separately defines the way different nodes are interconnected with
each other. The topology component is totally managed by a respective controller. Every con-
troller must update its topology with network changes, such as an edge device is disconnected.
Also, each controller uses its topology to help build routing tables.

Every edge datacenter has an associated proxy component – on an edge and IoT device.
Similarly, the edge datacenter can have a number of connected IoT devices, generating data over
a particular time interval. Each IoT device obtains a battery with an integrated consumption
policy. Data from each IoT device is forwarded to a MEL component residing at an edge device.
Every cloud datacenter maintains a number of hosts with associated MELs to carry out further
processing when required.

3.3. IoTSim-Osmosis model

An overview of IoTSim-Osmosis’s model is shown in Figure 5. Every IoT device consistently
senses its surrounding environment over a given time interval, sending its sensed data to a
respective MEL residing in an edge datacenter. The MEL processes the received data, with the
computational capability of MEL being specified in Million Instructions Per Seconds (MIPS). To
support additional processing, data may be exchanged with another MEL residing in the same
edge datacenter or in another edge/ cloud datacenter. The routing decision is handled by the
SDN-edge controller. If the SDN-edge controller cannot determine the destined MEL, it will ask
the source MEL to forward the data to the edge datacenter gateway. As an SDWAN controller
is updated with network information of all associated datacenters by the osmotic orchestrator, it
determines a path to the destined MEL. As a result, the SDWAN controller sends the data to the
gateways of the destined MEL. As data arrives, the gateway requests its associated edge/ cloud
SDN controller to find a network route to the destined MEL (for data processing). The journey
from IoT device to the last MEL is considered to be a transaction where every processing and
transmission results are stored.

In general, data transmission in osmotic computing takes place multiple times based on a
given application MEL graph. Any MEL graph always starts from an IoT layer where IoT
devices observe and send their observed data to an associated edge MEL(s). To compute every
IoT data transmission time iott, Equation 1 is used where iotds is the IoT observed data size,
iotbw is the available bandwidth of an IoT device, and embw is the available bandwidth of an
edge MEL. As the edge MEL might receive data from different IoT devices, it is important to
take the minimum bandwidth of the two associated elements.

iott =
iotds

min(iotbw, embw)
(1)

More data transmissions occur when edge MELs require further analysis by other edge/cloud
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Figure 5: IoTSim-Osmosis overview model

MELs. It is important to compute a MEL data transmission time whenever a given MEL sends
data to another MEL, whether in the same edge datacenter or in other edge/cloud datacenters.
To properly compute every MEL data transmission time melt, an end-to-end network path must
be first determined. Failure to do so would lead to incorrect estimation of melt. For example,
Figure 6 illustrates how the end-to-end network transmission time is computed incorrectly (step
1) and correctly (step 2). In step 1, it can be seen that each separate environment computes
melt of the same data (D) and then melt are summed altogether. Each environment computes
melt to 2 seconds, which result in melt = 6 seconds. Such estimation is incorrect because melt
should be computed from a source MEL to a destined MEL rather than from one environment
to another. The correct calculation is shown in step 2 where an end-to-end network estimation
of melt is considered, which results in melt = 2 seconds.

In order to obtain an end-to-end osmotic network estimation for any given melt, an end-to-
end path must first be established. Every edge, cloud, and SDWAN controller must communicate

Edge Datacenter SDWAN Cloud Datacenter

D melt= 2 secs D melt = 2 secs D melt = 2 secs

D melt = 2 secs melt = 2 secs

melt = 6 secs1

2

Figure 6: Illustration of osmotic network transmission time
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with one another via the event management component to establish the end-to-end path. Every
controller has full control of its network where it selects the best path based on its routing
algorithm (e.g., shortest path, maximum bandwidth). Following similar graph theory technique
in reference [19], the path/routing table of every controller is dynamically determined. Once
every controller determines its path, it sends the path information to the osmotic orchestrator.
When the osmotic orchestrator has the end-to-end path information, it estimates the bandwidth
of the end-to-end path endbw(x) for the xth MEL by using Equation 2 where l denotes a link, L
denotes a set of links, m is a decision variable set to 1 or 0 to determine if the link exists on the
path or not respectively, and bw is the available bandwidth of l.

Next, the orchestrator requests the source MEL to send the data and in turn the orchestrator
keeps estimating melt until the data is fully transmitted. To compute melt(x) of the xth MEL,
the orchestrator uses Equation 3 where melds(x) is the data size of the xth source MEL,

endbw(x) = min(l(m, bw)) m = 1, ∀l ∈ L (2)

melt(x) =
melds(x)

endbw(x)
(3)

To compute the processing time of each MEL, Equation 4 is used where mele(t) is the pro-
cessing time of the tth MEL, melmi(t) is the Million Instruction (MI) size of the tth MEL, and
melmi(t) is the MIPS capacity of the tth MEL.

mele(t) =
melmi(t)

melmips(t)
(4)

Equation 5 is used to compete the total time of each transaction T where X is a set of MEL
belongs to the transaction. The transaction is important to consider as it can determine the
performance of each osmotic application.

T = iott +
∑
∀x∈X

melt(x) + mele(x) (5)

IoTSim-Osmosis can be configured to stop generating IoT data at any given time. However,
if the battery of all the IoT devices are drained, then IoTSim-Osmosis must stop and report the
results. Therefore, to estimate the total running time RT (a) of the ath osmotic application,
Equation 6 is used where trs(first) is the start time of the first transaction and trf (last) is the
finish time of the last transaction.

RT (a) = trs(first)− trf (last) (6)

As IoT devices might depend on batteries, IoTSim-Osmosis is modeled to track the battery
consumption of each IoT device. Every time an IoT device senses new data, IoTSim-Osmosis
would use Equation 7 to update the battery consumption bc of the device where sr is the draining
rate for sensing the surrounding environment and tr is the draining rate for sending the data. For
computing the power consumption in edge, cloud, and SDWAN, IoTSim-Osmosis follows similar
patterns as given in [20].

bc = sr + tr (7)

9



IoT smart meter

Edge

datacenter
Cloud 

datacenter

SD-WAN

Network

Figure 7: Osmotic computing example (a smart home connected to a smart city electricity meter)

4. Evaluation of IoTSim-Osmosis

A wide range of osmosis applications can be simulated and evaluated in IoTSim-Osmosis.
This section illustrates the overall applicability of IoTSim-Osmosis in terms of simulating smart
city applications based on the osmosis paradigm. The paradigm shift in traditional IoT envi-
ronments to provide next-generation services and improves city infrastructures require a hybrid
infrastructure that smartly interconnects IoT-oriented computing systems (SDN-enabled edge,
SDN-enabled cloud, and SDWAN). IoTSim-Osmosis is developed to allow such hybrid infrastruc-
ture to be simulated where the dynamic management and performance metrics of IoT-oriented
services across edge and cloud datacenters via SDWAN are easily achieved. The section pro-
vides strong evidence that IoTSim-Osmosis is an effective tool for assessing the effectiveness of
tailor-made solutions for accelerating and enhancing the performance of heterogeneous osmosis
applications.

Software availability : The IoTSim-Osmosis’s software with the source code can be downloaded
from https://github.com/kalwasel/IoTSim-Osmosis. A guideline for installation is given along
with presenting a number of examples and tutorials to illustrate the use of the simulator. IoTSim-
Osmosis uses features from a combination of existing simulation environments (IoTSim-SDWAN
[19] and IoTSim-Edge [4]).

4.1. Smart city

The advances of IoT have contributed to the establishment of smart cities to improve citizens’
quality of life. Developing a smart city requires the complex deployment of IoT ecosystems in
numerous domains, such as in smart meters to save energy consumption, in roads to improve
traffic management, and in self-driving cars to provide transportation for customers on demand.
Each domain has various requirements (e.g., a certain level of communication delays, and artificial
intelligence to enrich the decision-making process). Osmotic computing would play an essential
role in enabling such requirements. It allows IoT applications to be defined in the form of MELs,
which are deployed across several edge-cloud resources.

The example of electricity management and billing in smart city is used as an evaluation
scenario. Several smart meter sensors installed in houses that collects data about the energy
consumption. The sensor sends the data to a local gateway (edge device) installed nearby to
perform basic analytic operation such as filtering and windowing. Since the smart meters can
be of different types, we considered two scenarios, a) smart meter sensors with varying data
rate (dynamic data flow) and b) varying the number of smart meters (dynamic number of IoT
devices). Finally the data is sent to cloud for further evaluation and storage. Figure 7 illustrates
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Table 1: Computing configuration for the use-cases

IoT device Edge device Host (Cloud) VM (Cloud)
Bandwidth 100 Mbps CPUs 4 CPUs 4 CPUs 2

Battery capacity 100 mA Bandwidth 100 Mbps Bandwidth 1 Gbps Bandwidth 100 Mbps
Battery sensing rate 0.001 mAH RAM 4 GB RAM 8 GB RAM 2 GB
Battery sending rate 0.001 mAH MIPS/CPU 250 MIPS/CPU 1250 MIPS/CPU 250

Network type WiFi Storage 200 GB Storage 500 GB Storage 200 GB

Table 2: Network configuration for the use-cases

Edge network SDWAN network Cloud network
Edge device to edge switch 100 Mbps Edge gateway to SDWAN router 100 Mbps Gateway to aggregate switches 100 Mbps

edge switch to gateway 100 Mbps Between SDWAN routers 100 Mbps Core switches to aggregate switches 100 Mbps
- - Cloud gateway to SDWAN router 100 Mbps Aggregate switches to edge switches 100 Mbps
- - - - Edge switches to VMs 100 Mbps

Table 3: Application configuration for case 1

Tests
Data time

interval (seconds)
Stop IoT data

generation (seconds)
IoT device name

IoT Device
output data (Mb)

MEL name EdgeLet size
MEL output
data (Mb)

VM name CloudLet size

Test 1 10 3600 Variable 90 Variable 250 70 Variable 200
Test 2 15 3600 Variable 90 Variable 250 70 Variable 200
Test 3 20 3600 Variable 90 Variable 250 70 Variable 200
Test 4 25 3600 Variable 90 Variable 250 70 Variable 200

Table 4: Device requirement for case 1

Number of IoT devices Number of edge devices Number of MELs Number of hosts Number of VMs
10 2 2 2 2

an overview of a smart home connected to a smart city meter for electricity management and
billing.
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4.1.1. IoTSim-Osmosis policies

IoT-based osmotic applications and infrastructures require a number of policies in every layer
of osmotic computing. IoTSim-Osmosis is modeled to support the implementation of new policies
in a seamless manner where researchers can easily extend the main policies and develop tailor-
made solutions and algorithms. Each layer can have different policies; for example, the task
scheduling of MELs in the edge can have a time-shared policy while VMs in the cloud can have a
space-share mechanism. To properly execute IoTSim-Osmosis and illustrate the given use cases,
the following policies are used:
• The task scheduling of MELs and VMs is based on a time-shared policy.

• The allocation of MELs and VMs is set to the least used resources of edge devices and
cloud servers.

• Network routing in the edge, cloud, and SD-WAN is based on shortest-path maximum-
bandwidth [19].

• The network traffic policy of IoT applications is based on a fair-share mechanism where
each application obtains an equal amount of network bandwidth.

4.1.2. Case 1: dynamic data flow

This case is used to evaluate the outcome effectiveness of the simulator based on dynamic
data intervals. The case is executed with four different data generation times. An overview
of the simulated infrastructure setup is illustrated in Figure 8. Table 1 shows the computing
configuration of edge and cloud datacenters while Table 2 illustrates the network configuration
in the edge, cloud, and SDWAN. Finally, Table 3 presents the attributes used to run each test.
Table 4 shows the number of devices used in the case. The focus of this case is to show the effect
of dynamic data generation intervals.

The simulation results are presented in Figure 9. Figure 9a illustrates the battery consump-
tion of the IoT Devices. It can be observed that the lower the time interval for sending data,
the higher the battery consumption. Figure 9b shows the total size of the generated data by
IoT devices, while Figure 9c illustrates the total number of transactions. It can be seen that the
total size of the generated data and transactions is inversely proportional to the size of the time
interval. Figure 9d shows the total time taken by each transaction. It can be observed that they
consume similar time. This is because different transactions do not interfere with each other
at any given resource (e.g., edge device, edge network). If the interval time is, for instance, set
to one second, the time of each transaction would most likely vary. Figure 9e shows the total
energy consumption of edge, cloud, and SDWAN. The Figure reveals that the lower the time
interval for IoT generating data, the higher the energy consumption. Figure 9f shows the total
time of transactions of every time interval. It is apparent that generating more data would lead
to higher transaction times due requirement for more processing and transmission. Figure 9g
illustrates the total running/simulation time. The IoT devices are set to stop generating data at
3600 seconds. It can be seen that the finishing time is not similar because the last transaction
of time intervals 5 and 6 requires more time to finish.

4.1.3. Case 2: dynamic number of IoT devices

This case is used to evaluate the energy consumption of the osmotic environment by changing
the number of associated IoT devices. The computing and network configurations are shown in
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Figure 9: Simulation result for case 1

Table 1 and 2. This case has similar application configuration and device requirement as case
1 (see Table 3 and 4). However, the number of IoT devices varies from 2 to 10 to illustrate the
impact of IoT devices on energy consumption of edge, cloud, and SDWAN. Also, the time interval
for IoT devices to generate data is set to 10. Figure 10 illustrates the energy consumption of edge,
cloud, and SDWAN. It is apparent that the increase in the number of IoT devices requires more
energy for the edge, cloud, and SDWAN. The battery consumption of IoT devices is neglected
because data generation is static, which results in similar battery consumption for all the IoT
devices.
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Figure 10: Energy consumption of cloud, edge, and SDWAN infrastructures (use case 2)

Table 5: Space and time complexity configuration

Test Number of IoT devices
Edge Cloud

Number of datacenters Number of edge devices Number of datacenters Number of edge devices Number of hosts Number of VMs
1 20 2 20 2 20 20 20
2 40 4 40 4 40 40 40
3 60 6 60 6 60 60 60
4 80 8 80 8 80 80 80
5 100 10 100 10 100 100 100
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Figure 11: Simulation complexity

4.2. Space and time complexity of IoTSim-Osmosis

The magnitude of memory and time consumption to simulate osmotic environments would
vary from one case to another. A special scenario is presented to illustrate such consumption.
The computing and network configurations are shown in Table 1 and 2. The case has a similar
application configuration as case 1 (see Table 3). However, the time interval for IoT devices
to generate data is set to 20. The case special configuration is shown in Table 5. The case is
executed five times, represented as tests. Figure 11a illustrates the simulation time complexity.
It can be seen that the simulation time increases as the number of requirement increases in each
test. However, the simulation time is very reasonable for all tests, taking up to 68.70 seconds to
complete the simulations. Figure 11b shows the memory consumption. It can be observed that
the memory consumption of the simulations slightly increases as the number of requirements
increase in each test.
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5. Related Work

To simulate the complex environment of cloud, edge and underlying networks, various sim-
ulation and emulation frameworks have been introduced. This section summarizes the most
relevant simulation and emulation frameworks and illustrates how these frameworks are not able
to satisfy the requirements for osmotic computing environments as compared to our proposed
IoTSim-Osmosis simulator.

5.1. Cloud simulators

Multiple simulation frameworks have been proposed to model and simulate cloud computing
infrastructures. The most popular one is CloudSim [21], which is a discrete-event simulation
tool designed to enable the modelling and simulation of cloud-based systems and services. It
supports the modelling of various cloud system components; for example, cloud datacenters,
virtual machines (VMs) along with providing mechanisms to easily test and evaluate new strate-
gies that improve the performance of cloud infrastructures. NetworkCloudSim [22] extends the
functionality of CloudSim to leverage traditional network infrastructures within cloud datacen-
ters. RC2Sim [23] is another cloud-based tool with the focus on evaluating cloud management
techniques. It is a combination of simulation (e.g. calculating a time for creating a VM im-
age) and emulation (e.g. sending real TCP/IP traffic) to enable the testing of large-scale cloud
environments in a single machine.

iCanCloud [24] is also a cloud simulator offering several features for conducting large-scale
cloud experiments. It can simulate computing and network resources efficiently. It is equipped
with a global hyper-visor to test different cloud brokering strategies. GreenCloud [25] is a cloud
simulation toolkit built on top of an NS-2 simulator. It is capable of simulating computing and
network cloud infrastructures along with offering numerous energy-aware models.

DCSim [26] is a cloud-based simulator that enables the modeling and simulating of cooling
systems in addition to computing and network infrastructures. It is provides mechanisms to quan-
tify the performance and energy consumption in terms of servers, network, and cooling systems.
By using DCSim, energy-aware algorithms can be effectively evaluated. Multi-RECloudSim [27]
is an extension of CloudSim focusing on modeling and simulating of multi-resource task execu-
tions. It provides rich features in terms of power modeling and multi-resource task scheduling.
DISSECT-CF [28] is a customizable simulation framework which builds upon existing cloud
computing concepts. It is mainly designed for energy consumption evaluation in relation to
Infrastructure-as-a-Service (IaaS), which supports model task scheduling.

These simulators have the power to support modeling and simulation of cloud infrastructures,
which include computing and traditional networking. However, they are limited to traditional
clouds and do not simulate current technological paradigms (e.g., IoT, SDN, SD-WAN).

5.2. Network simulators and emulators

Several network-based simulation tools have been introduced for building and evaluating
different types of network infrastructures in a simulated manner. Some examples of network
infrastructures include wireless sensor networks (WSNs), local area networks (LANs), internet
protocols (e.g. border gateway protocol). One of the most powerful network-based tools is NS-
3 [29]. NS-3 is an open-source network simulator based on discrete-event mechanisms, which
offers several types of network infrastructures, such as WSNs and LANs. It also provides several
features, such as the ability to evaluate the designs and algorithms for the energy consumption
and routing protocols of WSNs.

ConesC [30] is a verification WSN tool designed to easily deploy and test different types of
WSN models in terms of design perspectives. It efficiently allows developers to check and evaluate
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the correctness of proposed WSN designs. COOJA [31] is a simulator that can be employed to
model multiple deployment levels (e.g. operating systems, machine code instruction sets, and
networks). Although COOJA is principally designed for use with the Contiki operating systems,
it can also be used to support simulation of heterogeneous network nodes.

TOSSIM [32] is a toolkit that simulates the hardware components of sensor devices. It
allows TinyOS applications to seamlessly run and interact with the underlying components of
TOSSIM without the need for real sensor devices. TinyOS [33] is an operating system designed
for wireless devices that are equipped with low-power batteries. By using TOSSIM, TinyOS
applications can easily be evaluated and tested in terms of performance and energy consumption.
OMNeT++ [34] is a generic network-based toolkit designed to simulate several network-specific
domains/models (e.g., wireless ad-hoc network simulations, storage area network simulations).
OMNeT++ has an effective graphical user interface (GUI) which accelerates and simplifies the
deployment of different network-based scenarios. Castalia [35] is as an extension of OMNet++
developed to simulate networks of low powered devices, such as body area networks. It can also
be used to dynamically model and simulate large numbers of mobile nodes. GreenCastalia [36]
extends the capability of Castilia to allow the modelling and simulation of harvesting-aware power
management for embedded devices. The most important limitation of these simulators lies in
the fact that they lack the support for SDN-aware mechanisms within and across edge-cloud
environments.

5.3. SDN-aware network simulators and emulators

Mininet [37] is a lightweight SDN-centric emulation tool that enables virtualization mecha-
nisms for large-scale SDN-aware networks in a single machine. It offers the advantage of quantify-
ing SDN performance within different network structures and routing protocols. CloudSimSDN
[20] extends the functionality of CloudSim to provide SDN architectures and models within cloud
datacenters. Additionally, it consists of different network and management strategies for energy
management. BigDataSDNSim [38] is built on top of cloudSimSDN and provides models to
derive different performance and network metrics of big data applications in SDN-enabled cloud
datacenters.

IoTSim-SDWAN [19] is a new simulation tool that provides a model of distributed SDN-
enabled cloud datacenters communicating via SD-WAN network infrastructures. It facilitates
the process of evaluating new designs and algorithms in the context of SD-WAN/SDN aware
datacenters. SDN-Sim is a new simulator and emulation toolkit that integrates multiple frame-
works (e.g., OpenDaylight SDN controller, Mininet, and GNS-3). It supports different SDN-based
simulation and emulation models to evaluate different SDN performance perspectives. The focus
of SDN-Sim [39] is to facilitate the deployment and testing of several SDN-based policies, such
as channel modeling, traffic shaping, and QoS demands.
5.4. IoT, edge, and fog simulators

In recent years, several simulators have been proposed to simulate IoT and edge environ-
ments. SimIoT [6] is another simulator which operates by modelling the transmission of data
between IoT devices and cloud datacenters. Whilst the simulations associated with this tool
do not include edge devices, it permits the dynamic testing of multi-user submissions in IoT
contexts. Another simulator, Edge-Fog [40] supports various energy and network models in ad-
dition to assisting with task scheduling. iFogSim [41] can be employed for modelling IoT and
Fog environments where all the computing nodes are represented as fog nodes. Moreover, it
measures the influence of resource managements in relation to network congestion, cost, latency,
and energy use. MyiFogSim [42] extends iFogSim and simulate network configurations, failures,
and provisioning of mobile customers according to given virtual machine migration policies.
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Table 6: Comparison of various simulation frameworks with the proposed IoTSim-Osmosis

Simulator
Features

Cloud
processing

SDN
support

SD-WAN
support

Network
comm.

Network
protocols

Edge
processing

Edge
comm.

IoT
devices

Application
composition

CloudSim [21] X
NetworkCloudSim [22] X X

RC2Sim [23] X X
iCanCloud [24] X X

GreenCloud [25] X X
DCSim [26] X X

Multi-RECloudSim [27] X
DISSECT-CF [28] X

NS-3 [29] X X
ConesC [30] X
COOJA [31] X X
TOSSIM [32] X X

OMNeT++ [34] X X
Castalia [35] X X

GreenCastalia [36] X X
Mininet [37] X X X

CloudSimSDN [20] X X X
BigDataSDNSim [38] X X X X X
IoTSim-SDWAN [19] X X X X X

SDN-Sim [39] X X X X
SimIoT [6] X X

Edge-Fog [40] X X X
iFogSim [41] X X X X

MyiFogSim [42] X X X X X
EdgeCloudSim [43] X X X

IoTSim-Edge [4] X X X X X
Diasuite [44] X X X
IoTsuite [5] X X
AWS IoT

Device Simulator1
X X X X

Microsoft
IoT Simulator2

X X X X

Propoed
IoTSim-Osmosis

X X X X X X X X X

EdgeCloudSim [43] and IoTSim-Edge [4] extends the capability of CloudSim to incorporate
different features of IoT and edge computing environments. While EdgeCloudSim explores the
modeling of network links, mobility, and edge servers, it lacks IoT application composition and
network complexities. IoTSim-Edge handles the application complexity along with heterogeneous
communication mechanisms and mobility. However, both these simulators does not support the
cloud and SD-WAN layers, which are essential components of IoT infrastructures.

A number of IoT-based simulators are also proposed for the deployment and testing of IoT
applications. Diasuite [44] and IoTsuite [5] are the most common frameworks for managing the
whole lifecycle of IoT applications. Both rely on a Siafu [45] simulator for evaluating proposed so-
lutions for IoT applications. However, these frameworks have a very limited support for handling
the complexity and deployment of IoT applications and infrastructures. Few industry-oriented
simulators are also available (e.g., AWS IoT Device Simulator1 and Microsoft IoT Simulator2).
The Amazon Web Services (AWS) simulator can be executed only on AWS infrastructures (where
user have to pay) while the Microsoft simulator can be used only on a Windows 10 environment.
There are limits to how far they support networking and SDN-aware environments. Also, defin-
ing and evaluating various end-to-end IoT policies and algorithms are complex in these industry
simulators.

1https://aws.amazon.com/solutions/implementations/iot-device-simulator/
2https://www.microsoft.com/en-us/p/iot-simulator/
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In summary, there are numerous frameworks available for simulating cloud, edge and/or SDN-
based network components. However, none of the existing frameworks simulate the composition
of all these components along with abstraction of complex IoT applications. Our proposed simu-
lator, IoTSim-Osmosis covers all these components in a holistic manner and provides researchers
the necessary support to evaluate end-to-end IoT application performance using the concept of
osmotic computing. The advantage of IoTSim-Osmosis as compared with the existing simulation
frameworks is clearly visible in Table 6.

6. Conclusions and Future Work

Osmotic computing provides a simplified model for the deployment of IoT applications in
the integrated edge-cloud environment. This paper propose a simulation framework, IoTSim-
Osmosis for analyzing and validating the osmotic computing environment in a simple manner.
In particular, IoTSim-Osmosis handles the heterogeneity of integrated edge-cloud environments
along with the complexity of IoT applications. The efficacy of IoTSim-Osmosis is validated using
a case study for an electricity management and billing application within a smart city. Results
show the various capabilities of IoTSim-Osmosis in terms of IoT battery, execution time, and
energy consumption. Our results also demonstrate the scalability of IoTSim-Osmosis in terms
of time and memory consumption.

Our experimental results and related work analysis demonstrate the useful and unique sim-
ulation capabilities of IoTSim-Osmosis. Future work will focus on enhancing IoTSim-Osmosis
capabilities in a number of directions. The modeling of its IoT protocols (e.g., XMPP), although
not the focus of this paper, is currently very basic. Therefore, further research will be conducted
to investigate and model IoT protocols according to their characteristics and functionalities.
Moreover, the modeling of wireless communication (e.g., WiFi) is currently limited to band-
width speed, and the current implementation of IoTSim-Osmosis assumes IoT devices to be in
fixed locations. We will extend the wireless communication layer of IoTSim-Osmosis to include
different signal factors, such as distance and IoT device mobility.
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