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Abstract: We model a joint inspection and spare parts inventory policy for maintaining machines in a parallel system, where simultaneous downtime seriously impacts upon production performance and has a significant financial consequence. This dependency between system components means that analysis of realistic maintenance models is intractable. Therefore we use simulation and a numerical optimisation tool to study the cost-optimality of several policies. Inspection maintenance is modelled using the delay-time concept. Critical spare parts replenishment is considered using several variants of a periodic review policy. In particular, our results indicate that the cost-optimal policy is characterised by equal frequencies of inspection and replenishment, and delivery of spare parts that coincides with maintenance intervention. In general, our model provides a framework for studying the interaction of spare parts ordering with maintenance scheduling. The sensitivity analysis that we present offers insights for the effective management of such parallel systems, not only in a paper-making plant, which motivates our modelling development, but also in other manufacturing contexts.
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1. Introduction

The optimisation of maintenance operations offers economic benefits [1] and therefore maintenance is increasingly highlighted as an integral part of production and business in both the research literature [2] and the practitioner literature [3]. Typically, in the literature, a maintenance interval that yields the minimum cost is determined assuming infinite availability of spare parts [4]. This implies that spares are either highly standardized and readily replenished, or so inexpensive that large quantities can be stored. However, in reality, spares are often highly customized and their procurement lead-time is relatively long [5]. Therefore, maintenance analysis and decision-making [6] without the consideration of spare parts inventory may result in sub-optimal decisions.

The literature on joint modelling of maintenance and spare parts inventory is developing rapidly. However, little of this research considers systems with two or more machines, operated in parallel [7]. Indeed Van Horenbeek et al. [8] state that single-machine systems are oversimplified and do not reflect the interactions in real manufacturing systems. Scarf [9], in an “appeal to maintenance modellers to work with maintenance engineers and managers on real problems”, acknowledges that “too much attention is paid to the invention of new models, with little thought, it seems, as to their applicability”. This latter observation remains valid since evidence suggests that little research on the optimisation of maintenance is applicable to real industrial systems [10].

We aim to address these shortcomings in our study, and we model the maintenance and spare parts inventory of an industrial plant comprising two parallel machines. In this context, an important
objective of maintenance is the elimination, or at least minimisation of simultaneous downtime. In this way, we suppose that simultaneous downtime has serious consequences for the performance of production and upstream and downstream processes. Note, this is in contrast to say offshore-windfarm maintenance [11], where opportunistic maintenance of wind turbines in parallel is ideal in order to minimise significant set-up costs [12].

Viewed separately, maintenance models broadly fall into two sets: time-based, including block-replacement and age-based replacement [13]; and condition-based [14,15], including models of periodic inspection whereby only those components that are defective are replaced. An inspection policy, provided it is effective [16], offers a cost advantage over time-based policies where items are replaced regardless of their condition or state. The classic model of inspection maintenance is the delay-time model [17], reviewed by Wang [18], developed by many ([19-22]), and used in case studies (e.g. [23]). We shall use the delay-time model in our study and suppose that the parallel machines are subject to regular inspections that aim to identify defects and carry out consequent replacements.

We consider our inspection policy in conjunction with a periodic review replenishment policy. We choose this particular inventory policy because the inventory literature (e.g. [24]) and previous research studies [25] suggest that this policy complements a periodic maintenance policy. Shared inventory imposes a logistical interaction between the machines in the parallel system, so that in principle we model a multi-component system with dependence. Further logistical interaction arises because we suppose that the costs of individual machine downtimes are not additive, in that simultaneous downtime of machines incurs a severe penalty. These logistical dependencies are distinct from economic dependence that arises from shared set-up costs for maintenance interventions [26].

The joint policy is considered in two variants. In these variants, the timing of orders may be such that spare parts delivery coincides with inspection (*just-in-time* ordering) or ordering itself coincides with inspection (*coincident* ordering). Further, the frequency of inspection and the frequency of replenishment may be the same or different.

The joint optimisation of maintenance and inventory is reviewed in [8] and this review is updated in [25]. Therein, there exist studies of joint optimisation of inspection and spare parts inventory that use the delay-time model [25,27,28], and that do not [5,29], but these do not consider parallel machines. On the other hand, studies that do consider parallel machines do not consider joint optimisation of maintenance and inventory [30]. There exist studies of joint optimisation for single-component systems [31,32], but these are for series systems, and there are studies of joint policies that do not consider inspection (joint block replacement policies are studied in [10,33-40], and joint age-based replacement policies are studied in [32,41]). Furthermore, studies of joint inventory and condition-based policies exist [42,43], but these studies do not consider parallel lines. Therefore, as far as we are aware, our paper is the first to consider joint optimisation of maintenance and spare parts for parallel production systems.

Finally, turning to solution methodology, the use of simulation to analyse joint policies is common for realistic settings [33,37,44-46]. Simulation has the flexibility to address the increasingly complex and dynamic nature of maintenance optimisation, and inventory optimisation adds to this complexity.

The layout of the paper is as follows. The next section describes the context that motivates our model. In Section 3, we describe the maintenance and inventory policies and their assumptions, and the cost structure of the joint policy. Our simulation methodology is described in Section 4. Section
5 presents the results and discussion of these, and also includes a sensitivity analysis of the policy to model parameters. We finish with concluding remarks.

2. Problem description

The specific industrial situation considered is a paper mill consisting of two machines working in parallel. Beside relatively low-cost cutting blades, bearings are the critical components in this plant. Bearings are used extensively in paper-making machines and, apart from general risks to safety, their failure can incur costs due to repair or replacement, and unplanned machine downtime. Folger et al. [47] describe several conditions under which bearings can fail unexpectedly and catastrophically, and Jacobs et al. [48] and Collins [49], for example, describe engineering models of bearing life (e.g. the “L10-life”). The notion of the L10-life is consistent with the three-state failure model that we use for bearing life, whereby a bearing degrades from the good to the defective to the failed state. A bearing operates when it is defective and the defective state is revealed only by inspection. This is the delay-time concept, and the sojourns in the good and defective states are random variables. The sojourn in the defective state is called the delay-time, and is similar to the notion of the P-F (potential to functional failure) interval in reliability-centred maintenance [50,51].

We suppose a common inventory exists for bearings for both machines. Paper machinery typically have many identical bearings. In our model, it is supposed that inventory planning is concerned only with these bearings. That is, inventory control for a single stock keeping unit will be considered.

The delay-time model implies that failures occur at random times and that at inspection a random number of defects will be found. Thus, despite that inspection times are known, the times of demands for spare parts are unknown. Consequently, when, relative to inspection, and in what quantity spares should be ordered is an interesting question.

Survey data [45] provide information about: possible defect arrival patterns, delay-times, and their distributions; inspections; preventive replacements; failure replacements; current maintenance and replenishment policies for replacing critical components; lead-times; and costs. The data were provided by maintenance and inventory control experts and paper manufacturers, who completed a questionnaire on their experience of paper making machinery and the critical components therein. This ensured that the model and simulation experiments were realistic and not based on some arbitrary data. This process also ensures that our modelling approach is relevant to other (similar) settings. Furthermore, variability in the values of model parameters was quantified in order to reflect a range of opinion about maintenance “inputs and outputs” where it existed. We also used [28], in which maintenance optimisation for a paper-making plant is also considered, to guide model parameter specification. The values and ranges of model parameters are given in the relevant sections.

3. The joint maintenance and spare parts inventory model

3.1. Notation

\[ C_{d(ind)} \] Cost-rate of individual machine downtime
\[ C_{d(sim)} \] Cost-rate of simultaneous machine downtime
\[ C_f \] Cost of a failure replacement (per item)
3.2. The maintenance model

We consider two machines, each machine with a large number of identical bearings. The machines are identical and operating under steady-state conditions, so that it is reasonable to assume a complex-system delay-time model for each machine, with defects arising according to a Poisson process [28]. In this model, multiple concurrent defects are possible. We assume that the failure process follows the delay-time model. Thus, during a first stage (the time-to-defect arrival, $u$), a bearing is good and working normally. Then a defect arises, and in the second stage (the delay-time), the defective bearing deteriorates progressively and would fail $h$ time units later. If inspection is carried out during the second stage, the defect is revealed and the bearing is replaced with a new item from stock (more of this later).

The machines are inspected simultaneously every $T$ time units. We assume that the inspection process itself incurs no downtime. This is a reasonable assumption where inspection is outsourced to a condition monitoring specialist that provides periodic reports on bearing condition [52]. Defective bearings identified at inspection are replaced preventively, and the individual machine downtime is $d_r$ per bearing during this replacement. If there are multiple defects in the same machine then we assume that the preventive replacements take place consecutively. If there are
multiple defects in the different machines, then preventive replacements also take place consecutively, M1 then M2, so that there is no simultaneous downtime of machines.

Failures are immediately revealed and operation of the machine ceases. A failed bearing is replaced immediately (provided a spare is available) to return the machine to operation. However, only failed bearings are replaced and the individual machine downtime is $d_f$ time units per bearing during this replacement. There is no inspection of bearings at failure events, unless inspection is scheduled. If an inspection is scheduled during failure replacement, then preventive replacement, if required, only commences once failure replacement is complete.

It is assumed that a machine is in a state of suspension during preventive and failure replacements. Therefore, defects grow, bearings age, and defects and failures arise only when a machine is operating. Any operational losses due to the presence of defects other than inspection, replacement and failure are ignored. These are standard assumptions in inspection models [27]. The model is depicted in Figure 1.

![Figure 1. Two machines (M1 and M2) in parallel, subject to defect arrivals ○, failures ●, periodic inspection interval $T$, downtime $d_f$ due to corrective replacement, CR, on failure, and downtime $d_r$ ($d_r < d_f$) due to preventive replacement, PR, on defect found at inspection.](image)

The complex-system delay-time model assumption means that we do not need to specify the number, $n$, of bearings in the system and the arrival rate per bearing separately. In a typical paper-rolling machine, $n > 100$ [27]. Based on the survey data (described in Section 2), we set $\lambda = 0.125$ per machine per week, noting that without loss of generality we use one week as a convenient unit of time. This implies that there is one bearing defect arrival per machine every eight weeks and that for a machine with 100 bearings the mean bearing lifetime is 800 weeks, plus the mean delay-time. We suppose that the delay-time follows the Weibull distribution, $F_H(h) = 1 - \exp(-(h/\alpha)^\beta)$, with scale and shape parameters $\alpha = 10$ and $\beta = 3$, respectively, implying a mean delay-time of $\alpha \Gamma(1 + 1/\beta) = 8.93$ weeks [27]. The downtimes due to each replacement and failure are $d_r = 4$ hours (survey range 1-6 hours) and $d_f = 24$ hours (survey range 1-36 hours). The inspection cost $C_i$ is £1,480 (fixed cost of £1,000 for outsourced condition monitoring, plus one maintenance
technician assisting the external specialists for an 8 hour shift). The individual machine downtime cost-rate \( C_{d(\text{ind})} = £1,000 \) per hour. The simultaneous machine downtime cost-rate \( C_{d(\text{sim})} = £10,000 \) per hour.

### 3.3. The inventory control model

We consider a single stock-keeping unit (SKU). This SKU is the bearing unit described in Section 2 and Section 3.2. We assume that the demand for this SKU is generated either by replacement of failed units or preventive replacement of defective units. Demand is satisfied from the existing inventory or by expediting an emergency order.

We consider the \((R, S)\) periodic review replenishment policy. Stock is reviewed every \( R \) time units and an order is placed to bring the inventory position up to level \( S \). If the inventory position at the review is \( S \), then no order is placed and no order cost is incurred. The cost of stock review is assumed to be negligible. The lead-time for a normal order is \( L_o \) and for an emergency order (at a stock-out) is \( L_{sh} \). When order arrival and review of inventory coincide, the sequence of events is order-arrival then review.

Again based on the survey data, we set \( C_o = £100 \), including the cost of delivery. \( C_u = £1,000 \) per bearing (survey range £1000-4000). The holding cost, \( C_h \), is costed at 1% of unit cost per week (£10 per week). The emergency shipment cost, \( C_{sh} \), is £1,000 (survey range £500-1200). The lead-time, \( L_o \), is 4 weeks (survey range 2-6 weeks) and finally the shortage emergency delivery lead-time, \( L_{sh} \), is 1 week (7 days) (survey range 1-10 days).

### 3.4. The joint policy

We denote the joint inventory and inspection policy by \((R, S, T)\), with \( T = kR \) for some positive, rational number \( k \). Two variants are considered. In the first, inspection and review of the inventory position sometimes coincide: this is the coincident \((R, S, T)\) policy. When they coincide, the sequence of events is inspect then review, so that the inventory position review takes account of items used for preventive replacement at the inspection. When \( T = R \) \((k = 1)\) inspection and review always coincide. In the other variant, the inventory position is reviewed \( L_o \) \((< R)\) time units before the next inspection, so that stock, if ordered, arrives just in time for the next inspection: this is the just-in-time, JIT \((R, S, T)\) policy. When failures and inventory-review coincide, the sequence of events is failure then review.

The cost of a preventive replacement when a spare is available is \( C_r = £4,720 \). The components of this cost are the machine downtime cost \( (d_r \times C_{d(\text{ind})}) \) and the cost of three maintenance technicians \((3 \times d_r \times C_m)\). When a spare is not available and an emergency order must be placed, the additional cost of the emergency order \( C_{sh} \) and the downtime cost during the lead-time \( L_{sh} \times C_{d(\text{ind})} \) are incurred, so that \( C_r = £173,720 \). The cost of a failure replacement when a spare is available is \( C_f = £28,320 \). When a spare is not available \( C_f = £197,320 \). These costs share the cost-component of \( C_r \) with the addition of £23,600 for the machine downtime of length \( d_f \). These costs are based on the survey data.

If failure replacement has to wait for the other machine to come up, because the other machine is subject to preventive replacement or failure replacement, then simultaneous downtime cost is incurred. Preventive replacement cost is not affected in this way because a preventive replacement waits until a failure replacement is complete. Note, it is this kind of complexity that makes a closed form expression for the cost rate very difficult or impossible to obtain.
4. The simulation model

The simulation model was developed using ProModel, a process-based discrete-event simulation package [53]. The basic framework in the modular approach of ProModel requires the use of at least four modules: Locations; Entities; Arrivals; and Processing (LEAP). Variables, attributes, subroutines, resources and path networks were used extensively for further developing the programming code. Macros were set up to enable the easy alteration of decision variables. So that our results may be reproduced [54], flow-charts for the simulation are provided: Appendix 1, procedure for the JIT \((R, S, T = R)\) policy, and Appendices 2-4, planned downtime. Figures 2 and 3 also illustrate flow charts for cost-rate calculation and the identification of simultaneous machine downtime, respectively. These flow charts demonstrate how cost-rates are calculated, and how the cost-optimal policy is determined.

The simulation is non-terminating so that the run-length must be specified. Also, as we wish to investigate the system only during steady-state, we must specify a warm-up period, during which cost and downtime outputs are not used in the calculation of the decision criterion. For the simulation, we use the Time Series method based on the weekly cost mean value and Welch’s method based on the weekly cost moving average [55] with a window length of 5 to determine the warm-up period for the model. This justifies a conservative warm-up of 1,000 weeks. Common simulation practice uses a warm-up and a long run-length for non-terminating simulations. It is recommend that the run-length is at least 10 times the warm-up [56,57]. However, since simultaneous machine downtime occurrences are rare in our model, we used a much longer run-length of 500,000 weeks. The simulation programme was efficient and the computation time took 5 minutes on a standard desktop PC. Outputs from the simulation enabled us to report the values of quantities that are discussed in the results, next. Optimisation was performed using SimRunner [58]. This tool uses a meta-heuristic search method [59], whose primary algorithm is the genetic algorithm, to optimise the decision variables.
Calculate Time Cost subroutine

\[ D(T) = Q_r d_r + Q_l d_l + N_{sh} L_{sh} \]

\[ C_u(Total) = Q_u C_u \]

\[ C_c(Total) = N_c C_c \]

\[ C_b(Total) = Q_{hand} C_b \]

\[ C_{sh}(Total) = Q_{sh} L_{sh} C_{d(ind)} \]

\[ C_{ci}(Total) = Q_{ci} d_{ci} C_{d(sim)} \]

\[ C_{rd}(Total) = Q_{rd} C_{r} d_{rd} \]

\[ C_{pm}(Total) = Q_{pm} Q_{m.pm} C_{m} \]

\[ C_{f}(Total) = Q_{f} d_{f} C_{d(sim)} + Q_{f} Q_{m.f} C_{m} \]

\[ C_{d(sim)}(Total) = C_{d(sim)} d_{sim} \]

Grand Total Cost =

\[ C_u(Total) + C_c(Total) + C_b(Total) + C_{sh}(Total) + C_f(Total) + C_{ci}(Total) + C_{rd}(Total) + C_{d(sim)}(Total) \]

**Extra notations for this flow chart:**

- "Note: Inspection has zero plant downtime"
- "Qr Number of bearings replaced at PMs"
- "Qf Number of failed bearings replaced"
- "Qsh Number of stock-outs"
- "Nsh Number of stock-out instances"
- "Qu Number of bearings ordered"
- "No Number of orders"
- "Qhand Number of spares ‘on hand’"
- "Ni Number of inspections"
- "Qm.pm Number of technicians needed at PMs"
- "Qm.f Number of technicians needed at failures"
- "d(sim) Mcs simultaneous downtime duration"

Figure 2. Flowchart of the “Calculate Time & Cost” subroutine (multi-line).
Figure 3. Flowchart, depicting the process of capturing and recording simultaneous machine downtime.
5. Results

Two joint inventory-inspection policy variants were studied in the context of the paper mill with two parallel machines: \((R, S, T = kR)\), with coincident and just-in-time ordering, and for \(k = 0.5, 1, 2, 3, 4\). Figure 4 illustrates a subset of these policies. For each variant and a given \(k\), there are three decision variables (with two degrees of freedom): the review period \(R\); the inspection interval \(T\) (implied by \(k\)); and the order-up-to level, \(S\). We sought those values of the decision variables that minimise the long-run total cost per unit time, or cost-rate, \(C_\infty\).

![Policy Diagrams](image)

Figure 4. Policies with: a) coincident; and b) just-in-time ordering for \(k = 1\) (top), \(k = 2\) (middle), and \(k = 0.5\) (bottom).

Table 1 shows the results for the best (lowest cost) policy variants. The results show that the \((R, S, T = R)\) policy using just-in-time ordering with \(T^* = 5, S^* = 6\) has the lowest cost-rate (Figure 5a), inspecting bearings every 5 weeks, reviewing stock at the same frequency and ordering sufficient spares to return the inventory position to 6 units (Figure 5b). The second lowest cost-rate policy, \((R, S, T = 0.5R)\), also uses just-in-time ordering, inspecting every 5 weeks but reviewing stock every 10 weeks. The third best policy, \((R, S, T = R)\), uses the same frequency of inspection and stock-review as the cost-optimal policy but using coincident ordering. Other values of \(k\) were investigated but had higher cost-rates: 2289.0; 2302.4; and 2319.1 using just-in-time ordering, and 2290.9; 2303.8; and 2319.1 using coincident ordering, for \(k = 2, 3, 4\), respectively. The results generally suggest that it is not cost-optimal to carry out multiple stock-reviews between inspections. This is because demands for spares between inspections do not occur sufficiently often, since failures are rare, to justify the additional cost of order placements.
Table 1. Cost-rate comparison (cost-optimal policy in bold).

<table>
<thead>
<tr>
<th>T/weeks</th>
<th>( T=R )</th>
<th>( T=0.5R )</th>
<th>( T=R )</th>
<th>( T=0.5R )</th>
<th>( T=R )</th>
<th>( T=0.5R )</th>
<th>( T=R )</th>
<th>( T=0.5R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3009.4</td>
<td>3003.7</td>
<td>3011.8</td>
<td>3003.7</td>
<td>33.0</td>
<td>32.7</td>
<td>33.1</td>
<td>32.7</td>
</tr>
<tr>
<td>3</td>
<td>2548.7</td>
<td>2533.5</td>
<td>2548.7</td>
<td>2545.5</td>
<td>12.6</td>
<td>11.9</td>
<td>12.6</td>
<td>12.5</td>
</tr>
<tr>
<td>4</td>
<td>2329.1</td>
<td>2349.6</td>
<td>2344.5</td>
<td>2348.6</td>
<td>2.9</td>
<td>3.8</td>
<td>3.6</td>
<td>3.8</td>
</tr>
<tr>
<td>5</td>
<td><strong>2263.4</strong></td>
<td>2267.6</td>
<td>2281.3</td>
<td>2288.7</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>1.1</td>
</tr>
<tr>
<td>6</td>
<td>2284.7</td>
<td>2292.5</td>
<td>2304.5</td>
<td>2310.4</td>
<td>0.9</td>
<td>1.3</td>
<td>1.8</td>
<td>2.1</td>
</tr>
<tr>
<td>7</td>
<td>2391.1</td>
<td>2422.1</td>
<td>2422.4</td>
<td>2425.9</td>
<td>5.6</td>
<td>7.0</td>
<td>7.0</td>
<td>7.2</td>
</tr>
<tr>
<td>8</td>
<td>2541.6</td>
<td>2569.0</td>
<td>2554.0</td>
<td>2556.4</td>
<td>12.3</td>
<td>13.5</td>
<td>12.8</td>
<td>12.9</td>
</tr>
<tr>
<td>9</td>
<td>2701.6</td>
<td>2721.7</td>
<td>2713.6</td>
<td>2746.0</td>
<td>19.4</td>
<td>20.3</td>
<td>19.9</td>
<td>21.3</td>
</tr>
<tr>
<td>10</td>
<td>2896.6</td>
<td>2931.0</td>
<td>2948.6</td>
<td>2975.6</td>
<td>28.0</td>
<td>29.5</td>
<td>30.3</td>
<td>31.5</td>
</tr>
</tbody>
</table>

The right-hand columns of Table 1 show the percentage difference in cost of the relevant policies compared to the cost-optimal policy. It is interesting to observe that, moving the inspection interval \( T \) by 1 week to either side of the optimum has bigger cost effect (+2.9% and +0.9% for \( T = 4 \) and \( T = 6 \), respectively) than changing the type of policy (+0.2% for JIT \( k=0.5 \), and +0.8% for coincident \( k=1 \)), suggesting that maintenance planning should be prioritised over inventory planning.

Under the cost-optimal policy, potentially more frequent reviews are undertaken (every 5 weeks) compared to the second best policy, which will review stock every 10 weeks, thus reducing stock-outs and ultimately reducing cost. Thus, to reduce the possibility of stock-outs, more reviews might be undertaken, for \((R, S, T = R)\), or more stock might be held, for \((R, S, T = 0.5R)\), depending on the relative sizes of the order cost and the holding cost. Clearly, the cost of inventory holding is traded-off with the cost of stock-outs, which lies at the heart of inventory decision making.

Comparing the ordering cost-rate for the best four policies, Figure 6a demonstrates that the costs for the \((T = R)\) policies are higher (55% higher at the optimum interval) since these can potentially undertake more reviews. Thus comparing Figures 6a and 6b, it can be seen that for each policy type (just-in-time and coincident ordering) where the ordering cost-rate is high, the holding cost-rate is low, and vice versa. The holding cost-rate is mainly influenced by the frequency of review and the order-up-to level \( S \), and appears to have a significant effect on the policy ranking.
Clearly, the timely review of the stock, ordering to the optimal level $S^*$, will result in keeping less stock and a lower holding cost-rate. Whereas the difference between the overall cost-rates of the best and the second best policies is only £4.25 (0.2%) (Table 1), the difference between the holding cost-rates for the same policies is £3.90 (Figure 6b), which accounts for 92% of the cost difference. This implies that the holding cost-rate has a significant effect on the choice of policy.

![Graphs showing cost-rates](image)

**Figure 6.** For the best four joint policy variants at optimum interval (*optimum policy*): (a) ordering cost-rate; (b) holding cost-rate; (c) simultaneous machine downtime cost-rate; and (d) stock-out cost-rate.

Although the simultaneous machine downtime cost does not seem to be a significant contributor to cost-rate, Figure 6c shows that it aligns with the policy ranking, so that the best policy has the lowest simultaneous downtime cost and the worst policy (of the four) the highest simultaneous downtime cost. It is interesting to note that both holding cost-rate (Figure 6b) and simultaneous machine downtime cost-rate (Figure 6c) display a similar pattern. The implication is that the two policies that review spares less frequently ($T = 0.5R$ policies) and the policy that has its spares delivered out-of-sequence with inspection ($T = R$ policy using coincident ordering) are likely to have higher simultaneous machine downtime cost due to higher chance of a stock-out. This observation certainly appears to be evident in Figure 6c.

A number of points should be noted about the stock-out cost-rate shown in Figure 6d. First, as expected, for the ($T = 0.5R$) policies, the cost-rates are much higher since the frequency of review is half that of inspection, and stock-outs are therefore more likely. Second, the variation across the policies is relatively large, considering the overall cost-rate differences between policies. The third point is that generally the stock-out cost-rates are much lower than the failure cost-rates shown in Table 2 (row 10). Fourth, the $(R,S,T = R)$ policy using coincident ordering, which may be perceived as a low risk policy since it has the lowest stock-out cost-rate, has a large ordering cost-rate (Figure 6a). The fifth point is that the optimal policy has the second lowest stock-out cost-rate, which is much lower than the inferior policy (59% lower), making it a relatively low-risk policy. Finally, in general, stock-out cost-rates (Figure 6d) and ordering cost-rates (Figure 6a) display...
opposite trends: policies which have low ordering cost-rates tend to have high stock-out cost-rates, and vice versa.

In summary, it is inspection frequency and then just-in-time ordering that have the greatest influences on the policy ranking. In addition, component cost-rates, including the holding cost-rate, the simultaneous machine downtime cost-rate, and the stock-out cost-rate, are traded-off. These also have an influence on the policy ranking. Thus, the different policies, at their optimal settings, place different demands on inventory.

5.1. Analysis of the cost-optimal policy

The results for the cost-optimal “\((R,S,T = R)\)-JIT” policy were further analysed in detail and are shown in Table 2.

<table>
<thead>
<tr>
<th>Description</th>
<th>Inspect. interval, (T) (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Defect removal rate *#</td>
<td>3</td>
</tr>
<tr>
<td>2 Failure rate *#</td>
<td>0.2</td>
</tr>
<tr>
<td>3 Arrival rate *#</td>
<td>25.0</td>
</tr>
<tr>
<td>4 Positive inspection rate *#</td>
<td>20.7</td>
</tr>
<tr>
<td>5 Inspection rate *#</td>
<td>66.7</td>
</tr>
<tr>
<td>6 Percentage positive inspections *#</td>
<td>31</td>
</tr>
<tr>
<td>7 Spares used at PMs *#</td>
<td>24.8</td>
</tr>
<tr>
<td>8 Spares ordered *#</td>
<td>25.0</td>
</tr>
<tr>
<td>9 Stock review rate *#</td>
<td>33.3</td>
</tr>
<tr>
<td>10 Mean order size</td>
<td>1.0</td>
</tr>
<tr>
<td>11 Preventive replacement cost-rate</td>
<td>1171.4</td>
</tr>
<tr>
<td>12 Inspection cost-rate</td>
<td>986.7</td>
</tr>
<tr>
<td>13 Failure replacement cost-rate</td>
<td>43.7</td>
</tr>
<tr>
<td>14 Ordering cost-rate</td>
<td>25.8</td>
</tr>
<tr>
<td>15 Holding cost-rate</td>
<td>20.0</td>
</tr>
</tbody>
</table>

In particular, we see that the number of defects identified and thus removed declines as inspection becomes less frequent (row 1) and the failure-rate increases in return (row 2), since these must sum to 25 (row 3), the assumed defect arrival rate (noting that an intensity of 0.125 defects per machine per week implies 25 defects in total per 100 weeks). Less frequent inspection also implies inspections are positive (at least one defect found) more often. This is demonstrated in row 6, which shows the ratio of positive inspection rate (row 4) to inspection rate (row 5). Both the number of spares required at inspections (row 7) and the number of spares ordered (row 8) correspond exactly to the defect removal rate and the defect arrival rate, as required by the model. Also on the inventory side, the stock-review rate is the inverse of the inspection frequency (row 9), and as stock-review becomes less frequent, the mean order size (row 10) increases in response, but the holding cost-rate (row 13) remains fixed.

Rows 11 to 15 display variations in five cost-rates, and overall these show that maintenance costs dominate inventory costs. Individually, the costs all vary with the inspection interval (except the holding cost-rate for the inspection intervals shown) in a way that is expected.
The sensitivity of the optimal policy to parameter variation was investigated. Figure 7 shows this sensitivity with respect to six parameters, in the order of the strength of the sensitivity, greatest to smallest. For other parameters ($C_h$, $C_{d(sim)}$, $C_o$, $L_{sh}$, and $C_{sh}$), there was less sensitivity.

Figure 7. Sensitivity of the cost-optimal policy (*baseline) to: (a) defect arrival rate; (b) failure delay-time; (c) individual machine downtime cost-rate; (d) inspection cost; (e) unit cost; and (f) lead-time.

The policy is most sensitive to the defect arrival intensity (Figure 7a), since this drives the maintenance costs and these costs dominate the inventory costs. The scale parameter, $\alpha$, of the Weibull delay-time distribution is next most important (Figure 7b), as this determines the balance between failures and defects found at inspection, the latter being less costly overall. As $\alpha$ increases, inspection can be relaxed (less frequent) and the overall cost-rate reduces. The direction of sensitivity to the downtime cost-rate (Figure 7c) and to the unit cost of inspection (Figure 7d) is as expected. More frequent inspection is the response to higher cost of downtime. The opposite effect occurs with the cost of inspection. The unit cost of spares (Figure 7e) and the lead-time (Figure 7f) have a small effect on the policy. For the latter, this is expected because the optimal policy uses just-in-time ordering. Changing the values of the other parameters has little effect on the cost-optimal policy (results omitted for brevity). In particular, the effects of $L_{sh}$ and $C_{sh}$ are small because shortages are rare when maintenance and inventory are jointly optimised. The same applies
for the simultaneous machine downtime cost-rate parameter because simultaneous machine
downtime is rare.

6. Conclusions

Several simulation models were developed to study the maintenance and spare parts inventory of a
parallel production facility. The aim was to jointly optimise the planned maintenance inspection
interval, $T$, and the review period, $R$, and the order-up-to level, $S$, of the periodic review inventory
replenishment policy. A paper mill with two parallel machines provided the industrial context, and
simulation models were specifically developed for this system, focusing on a single stock keeping
unit (bearings). Since simulation is not an optimisation technique, *SimRunner* (an optimisation tool)
was integrated with *ProModel* simulation package to find the optimal policy. Although the models
are developed in the context of a parallel production facility in a paper mill-making plant, using
survey data related to that, the models are scalable to other multi-line industrial situations, provided
model parameters can be specified.

This is the first joint maintenance and inventory optimisation study that addresses a parallel
system. The possibility of simultaneous downtime of the parallel machines characterises the
dependence between the machines in our model. We suppose that simultaneous machine downtime
stops production completely and incurs significant cost to the system operator.

The optimal policy is such that inspection and stock review occur at the same frequency and
orders are placed so that stock arrives immediately before inspection. This is the $(R, S, T = R)$-*just-in-time*
policy. It has the lowest holding and simultaneous machine downtime cost-rates, and a
relatively low stock-out cost-rate, among the policy variations we study. Ordering in advance of
inspection thus reduces holding costs because less stock is held on average, relative to the policy
which orders stock immediately following inspection. This latter policy is the $(R, S, T = R)$-*coincident*
policy, noting that in the coincident policy the order of events is first inspect and then
review stock. It is also not cost-effective to place multiple orders between inspections. Where the
ordering cost-rate is high, the holding cost-rate is low, and vice-versa. While the cost-rates are very
similar across the four lowest cost policies, the components of the cost-rates are quite diverse
because the trade-offs are different, and so the different policies place different demands on
inventory.

The defect arrival rate and the cost of emergency shipment parameters have the most and least
impact on the cost-optimal policy, respectively. The effect of different values of parameters on the
cost-optimal policy give results that are broadly expected. When sensitivity analysis is broadly in
line with expectations, it partly validates the simulation results, but at the same time increases the
confidence for relying on results which are less obvious.

These particular results relate to the context that determines the parameter values. However, in
other contexts other particular conclusions may follow from specific simulation models developed
for those contexts. Thus, the point of the paper is to model jointly maintenance and inventory
planning rather than to determine whether a *just-in-time* policy is better or worse than a *coincident*
policy. Further, since failure times are random and the number of spares needed at inspection is
random, a known number of spares (one) is required at unknown times and an unknown number of
spares is required at known times (at inspections). Thus, without modelling, it will not be clear in a
given context when inspections should be performed and when spares should be ordered and in
what quantity. This, and the suggestion that maintenance planning should take priority over
inventory planning, are the main implications of this work for the paper mill case that motivates this study.

Extensions to the work presented in this paper may be developed in several directions. The simulation models may be developed further by relaxing the assumption of “perfect inspection”, which is rare in industrial situations. Models using variable replenishment lead-time may be developed since in practice it is unlikely to know the exact duration of lead-time in advance. Manpower planning will also be essential if models are to be implemented in practice, provided the data are based on real industrial situations. With the flexibility of simulation, there is no reason why these additional logistical factors cannot be considered to make the model even closer to reality. The joint optimisation for dependent and/or non-identical units in parallel systems might also be considered. Finally, joint modelling of inspection and an inventory policy that uses historic data and *dynamic demand forecasting* would be an interesting study.
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Appendix 1. Flowchart of the general simulation procedure, showing the flow of entities from one modelling routine to another.
Appendix 2. Flowchart of the planned (scheduled) downtime routine for each machine.
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Appendix 3. Flowchart of the planned (scheduled) downtime sub-processes 1, 2 & 6 routines for each machine.
Appendix 4. Flowchart of the planned (scheduled) downtime sub-processes 3, 4 & 5 routines for each machine.