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Commercial graphite (GP), graphite oxide (GO), and two carbon nanofibers (CNF-PR24-PS and CNF-

PR24-LHT) were used as catalysts for the metal-free dehydrogenation reaction of formic acid (FA) in the 

liquid phase. Raman and XPS spectroscopy demonstrated that the activity is directly correlated with the 

defectiveness of the carbon material (GO > CNF-PR24-PS > CNF-PR24-LHT > GP). Strong de-activation 

phenomena were observed for all the catalysts after 5 minutes of reaction. Density functional theory (DFT) 

calculations demonstrated that the single vacancies present on the graphitic layers are the only active sites 

for FA dehydrogenation, while other defects, such as double vacancies and Stone–Wales (SW) defects, 

rarely adsorb FA molecules. Two different reaction pathways were found, one passing through a carboxyl 

species and the other through a hydroxymethylene intermediate. In both mechanisms, the active sites were 

poisoned by an intermediate species such as CO and atomic hydrogen, explaining the catalyst deactivation 

observed in the experimental results. 

 

 

1. Introduction 
 
The increasing demand for fossil fuels and the alarm related to 
global warming are turning the attention of both academia and 
industry to use sustainable energy sources. Amongst them, hydrogen 

is becoming one of the most promising alternatives.1,2 The 
versatility of hydrogen lies in the possibility to convert it to 
electricity or heat through electrochemical and catalytic processes. 
To achieve this goal, noble metal based cat-alysts have been 
employed in different hydrogen production reactions because of their 

good activity, selectivity and stability.3–11 However, the use of 
noble metals raises doubts about the overall sustainability of the 
process, hence, pointing towards the use of alternative metal free 

analogues.12–14 Carbon-based catalysts are attracting significant 
attention to reduce the use of metals in heterogeneous catalytic 
reactions. Carbocatalysis in gas phase reactions has been 
investigated in detail for the dehydrogenation of alkenes and 

alkanes.15–17 It has also been effectively applied in electrocatalytic18 
and  
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photocatalytic processes.19  The stability of carbocatalysts in  
liquid phase reactions makes them successful catalysts in different 
kinds of reactions such as oxidation of alcohols20,21 
 
and benzene,22 reductions (such as acetylene, carbon–carbon 
multiple bonds and functionalized benzenes),23,24 and coup-ling 
reactions (e.g. aldol condensation and oxidative coupling of 
amines).25,26 
 

Indeed, carbon materials have the advantage of being easily tuned 
through variation in their structure, for example, chan-ging the 
surface area and porosity and adding functional groups or generating 

topological defects.27–29 The introduction of heteroatoms (e.g. O, N, 

P and B)30 into the carbon honey-comb lattice induces changes in 
the electronic properties of the material making these doped metal-
free catalysts very suc-cessful employed, for example in oxidation 

reactions.31,32 Combining intrinsic topological defects (i.e. 
vacancies and non-hexagonal rings derived from lattice 
reconstruction) and the presence (or absence) of heteroatoms leads to 
a huge number of tuning possibilities to influence the carbocatalyst’s 

activity.33–36 Qiu et al. reported that the activity of different 
activated carbons in acetylene hydrochlorination is correlated with 

the amount of carbon defects.37 Moreover, Gao et al. have shown 
that the introduction of nitrogen into graphite can enhance the 
chemical reactivity of the carbon atoms activating molecular oxygen 

and hydrocarbons at room temperature.38 Jia et al. demonstrated how 
defects obtained by removing heteroatoms are important for the 
oxygen reduction reaction (ORR), oxygen evolution reaction (OER), 

and hydrogen evol-ution reaction (HER).39 

 
 
 

 



 
 
 
 
 
 
 
 
 
 
 

 
 
 

In the present work, we studied the role of the defects in four 
different commercial carbon materials, i.e. graphite, graphite oxide, 
and two carbon nanofibers with different gra-phitization degrees 
(PR24-PS and PR24-LHT), by investigating the formic acid (FA) 
dehydrogenation reaction in the liquid phase under mild reaction 
conditions. FA was selected as the substrate because it is one of the 
most suitable and environ-mentally friendly chemicals for the 
storage and production of  
H2.40 FA is a good candidate for hydrogen storage (4.4 wt%) and for 

recycling CO2.41,42 FA is a non-toxic compound obtained from the 
catalytic conversion of biomass (i.e. hydration of 5-HMF found in 

lignocellulose43,44) and it can be easily decomposed using 
homogeneous and heterogeneous catalysts through two possible 
pathways: 
 

HCOOH ! CO2 þ H2 G ¼ 48:4 kJ mol 1 ðaÞ 
 

HCOOH ! CO þ H2O G ¼ 28:5 kJ mol 1 ðbÞ 
 

The desired dehydrogenation reaction (a) produces H2 and CO2, 

whereas dehydration (b) produces CO and H2O, which needs to be 
avoided, i.e. carbon monoxide concentration should remain below 
20 ppm in order to obtain ultrapure hydrogen for application in fuel 

cells.45 To understand the role of graphite defects in these reactions, 
we carried out a systema-tic investigation combining experiments 
and computational simulations on the FA adsorption and 
decomposition mecha-nisms on different graphitic structures to 
reveal the role of topological defects present in the carbocatalysts. 
 
 

 

2. Experimental and computational 
methods 
 
2.1 Materials and chemicals 
 
CNFs PR24-PS and PR24-LHT were obtained from the Applied 
Science Company. The as-grown nanofibers underwent post-
treatment at various temperatures to remove the polyaromatic carbon 
layer covering their outer surface. The thermal treat-ments were 
carried out at 700 and 1500 °C for PR24-PS and PR24-LHT, 
respectively. Graphite was purchased from Johnson Matthey. 
Graphite oxide was bought from the Sixth Element Company 
(Changzhou, China). Formic acid (≥95%) was pur-chased from 
Sigma-Aldrich and deionised water was used as the reaction solvent. 
 

 
2.2 Formic acid decomposition 
 
Liquid-phase FA decomposition was carried out in a 100 mL two-
neck round-bottom flask placed in a water/ethylene glycol bath with 
a magnetic stirrer and a reflux condenser.  

Typically, 10 mL of an aqueous solution of 0.5 M HCOOH was 
placed in the reactor and heated at a constant reaction temperature of 
80 °C. Once the solution reached the desired temperature, the 
required amount of catalyst (formic acid/cata-lyst weight ratio of 
10/1) was added and the solution was stirred using a magnetic 
stirrer. 

 
 

 
2.3 Product analysis 
 
Formic acid conversion was analysed using high-performance liquid 
chromatography (HPLC). The conversion was calculated according 

to the equation molin − molout/(molin × 100), where molin and molout 

are the initial and the remaining moles, respectively. H+ 
chromatographic column was used (Alltech OA-10 308, 300 mm_7.8 
mm) with a UV detector set at 210 nm. Liquid samples were 

withdrawn periodically (200 µL) and diluted to 5 mL with H3PO4 
solution (0.1 wt%), which was also the eluent of the analysis. The 

isocratic eluent flow was set at 0.4 ml min−1. Analysis of the gas was 
performed using an online micro-gas chromatograph (Agilent 
3000A) every 7 min. This instrument is equipped with a TCD 
detector and two different columns: (a) a molecular sieve module and 
(b) an OV-1 module (stationary phase of polydimethylsiloxilane). 

Gases (CO and CO2) were quantified using calibration curves 
created from commercial standards. 
 
 
2.4 Catalyst characterization 
 
Carbon samples were characterized by X-ray photoelectron 
spectroscopy (XPS), BET, ICP-OES and Raman spectroscopy. 
Thermo Scientific K-alpha+ spectrometer was used for XPS 
measurements. The samples were analysed using a monochro-matic 
Al X-ray source operating at 72 W, with the signal aver-aged over an 
oval-shape area of 600 × 400 μ. Data were recorded at 150 eV for 
survey scans and 40 eV for high resolu-tion (HR) scans with a 1 eV 
and 0.1 eV step size, respectively. CASAXPS (v2.3.17 PR1.1) was 
used for the analysis of the data, using Scofield sensitivity factors 
and an energy exponent of −0.6. 

 
Raman spectroscopy was performed using a Horiba LabRam HR 

Evolution micro-Raman spectrometer equipped with a green solid-
state laser (532 nm) focused through a 100× objective, giving a 
spatial resolution of approximately 1 µm. The micro-Raman system 
was set with 300 lines per mm grating; the spectrum was collected 
with a final laser power of about 0.1 mW at the sample surface 
measured through a hand-held power meter. Spectra were calibrated 

using the 520.7 cm−1 line of a silicon wafer. The sample was 
scanned at an attenuation time of 300 s and 2 scans were carried out 
to give a spectrum. 

 
Quantachrome Autosorb was used to measure the surface area 

and pore size. The samples were degassed at 120 °C for 3 h before 
starting the measurements. All the surface areas were evaluated 
using the Brunauer–Emmett–Teller (BET) method. 

The presence of possible residual metal was analyzed by 
inductively coupled plasma optical emission spectroscopy (ICP-
OES) using a PerkinElmer Optima 8000 emission spectrometer. 
 
 
2.5 Computational method 
 
Periodic plane-wave density functional theory (DFT) calcu-lations 
were performed using the Vienna ab initio simulation package 

(VASP).46,47 We employed generalised gradient approximation by 
Perdew–Burke–Ernzerhof functional revised 

 
 

 



 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
for solids48 and a kinetic energy of 450 eV to expand the plane-
waves of the Kohn–Sham valence states.49 All the calculations  
include the long-range dispersion correction approach by 
Grimme,50,51 which is an improvement on pure DFT to evalu-ate 

molecular interactions.52–55 We also included the implicit solvation 
model as implemented in VASPsol describing the  
bulk water effect of electrostatics, cavitation, and dispersion on the 
FA interaction with the C-materials.56,57 The optimiz-  
ation thresholds were 10−5 eV and 0.01 eV Å−1 for electronic and 
ionic force relaxation, respectively. The Brillouin zone was sampled 
by a Γ-centre k-point mesh generated through a Monkhorst–Pack 

grid of 5 × 5 × 1 k-points, which ensures no Pulay stress.58 In order 
to improve the convergence of the Brillouin-zone integrations, the 
partial occupancies were deter-mined using the first order 
Methfessel–Paxton method correc-tions smearing with a set width 
for all calculations of 0.1 eV.  

Carbon materials were represented by a single layer slab model 
of a 6 × 6 pristine supercell containing different defects: single 
vacancy (SV), double vacancy (DV) and three different Stone–Wales 
defects (SW1, SW2 and SW3). The supercell was in a hexagonal 
lattice with the unit cell vectors a and b in the surface plane and c 
perpendicular to the graphene plane; a and b were optimized at 
14.8199 Å. We added a vacuum width of 15 Å (c), which is large 
enough to avoid spurious periodic interactions. 

 
In order to compare the formation energy of the defective 

surfaces with the energy of pristine graphene, we describe the 
difference in energy ( E) as 
 

E ¼ ES n EC; ð1Þ 
 
where ES is the energy of the considered surface, n the number of 

atoms in it, and EC is the energy of the single carbon atom in the 
hexagonal lattices of graphene. We defined the adsorption energy 
(EADS) as the difference between the combined system and the 

isolated species, while the reaction energy (ER) of each step was 
calculated as the total energy difference between the final state 
(product(s)) and the initial state (reactant(s)). 
 
 

3. Results and discussion 
 
We pre-treated the carbocatalysts with a solution of 0.1 M HCl to 
remove possible impurities and confirmed the absence of metal 
impurities using ICP-OES. We measured the initial cata-lytic 
activity after 5 minutes of reaction (Table 1) and we observed that 
the most active catalysts were GO and PR24-PS with a FA 
conversion of 28.5 and 27.5%, respectively, followed by PR24-LHT 
(13.9%) and GP (3%). However, beyond the 5 minutes of reaction, 
all the catalysts suffered a strong de-activation (Fig. 1). Analysis of 
the gases evolved revealed that the reaction mainly follows the 

dehydrogenation pathway with a selectivity of 70–75% to H2 + CO2 

and 25–30% to CO + H2O for all systems.59 

 
To identify the active sites of these catalysts and rationalize their 

deactivation, we characterized their structure and surface properties 
using BET, Raman spectroscopy and XPS. Graphite 

 
 

 
Table 1 Characteristics of the carbon catalyst derived from BET, Raman 
and XPS analyses and their initial (5 minutes of reaction) catalytic activity 
towards FA decomposition  
 
 

Surface area Raman 
XPS    

     
     

Catalyst (m2 g−1) ID/IG sp2/sp3 O/C Conversion (%)

GP 14 0.09 — 0.02 3.0 
PR24-PS 43 1.54 4.00 0.13 27.5 
PR24-LHT 38 0.60 7.00 0.09 13.9 
GO 12 1.64 0.03 0.45 28.5 
        
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1 Conversion trend for the formic acid decomposition reaction for the 
different carbonaceous materials: graphite (GP), graphite oxide (GO) and 
CNFs PR24-PS and PR24-LHT. To ensure reproducibility, the experi-
ments were repeated three times (experimental error ± 2.5%).  
 
 
and graphite oxides show a surface area of 14 and 12 m2 g−1, 
respectively, whereas PR24-PS and PR24-LHT presented a higher 

surface area (43 and 38 m2 g−1, respectively) (Table 1). Raman 
spectroscopy was used to investigate the graphitization degree of 
carbon materials. Raman spectra show two bands at around 1600 

cm−1 (G band) and 1350 cm−1 (D band) which are characteristic 

carbonaceous materials.60 The G band is gener-ated by the CvC 
stretching vibrations in the graphite lattice and it is related to 

structurally ordered graphite domains.60 The D band corresponds to 

the A1
g mode, which is forbidden according to the selection rules in 

graphite, but it is activated in the presence of structural defects or in 

plane substitutional heteroatoms.60 Hence, we used the ratio of the 

integral intensi-ties of D and G bands (ID/IG) as an index of the 
defectiveness of the graphite layers (Table 1). All carbon materials 
studied in this work present both D and G Raman bands (Fig. S1†) 

with the following ID/IG ratio: GO (1.64) > PR24-PS (1.54) > PR24-
LHT (0.60) > GP (0.09). It should be noted that CNFs ID/IG ratio 
decreased (1.54 and 0.60 for PR24-PS and PR24-LHT, respectively), 
increasing the annealing temperature (700 °C and 1500 °C for PR24-
PS and PR24-LHT, respectively). 

 
We employed XPS to record the survey and the high-resolu-tion 

(HR) spectra of C 1s species. Survey spectra revealed the presence of 
both C and O elements, while no N or S was 

 
 

 



 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
detected. From HR C 1s spectra, an evaluation of the relative 

concentration of C–C sp3 and CvC sp2 species in the different 
materials was performed (Table S1 and Fig. S2†). The com-ponent 

at approximately 284.4 eV can be attributed to the pres-ence of sp2-
hybridised carbon species, whereas the one at 285 eV indicates the 

presence of sp3-hybridized carbon species.61 XPS-HR C 1s spectra 
confirmed a high graphitization degree in the case of GP, where 

carbon is mainly present in the sp2 form, whereas a combination of 

sp2 and sp3 is present for the other carbonaceous materials with a 

sp2/sp3 ratio of 7.00, 4.00 and 0.03 for PR24-LHT, PR24-PS and 
GO, respectively (Table 1). XPS survey analysis revealed a higher 
oxygen content for GO (O/C of 0.45), while the carbon nanofibers 
showed an O/C ratio of about 0.1. In contrast, GP contained a very 
low amount of oxygen, as expected for highly graphitized materials 
(Table 1). The deconvolution of the O 1s signal identified four main 
oxygen groups and the peak assignment has been made following 

the literature:62 (i) O–(CvO*)–Caliphatic at a binding energy (EB) of 

532 eV, (ii) O–C–O/C–O–C at EB = 533 eV, (iii) O*–(CvO)–
Caliphatic at EB = 534 eV and (iv) H2O at BE = 537 eV (Table S1 
and Fig. S3†). Oxygen is mainly presented in the form of O–
(CvO*)–Caliphatic on the surface of GP, PR24-PS and PR24-LHT 
(92%, 75.20% and 74.12%, respectively), and in the form of O–C–
O/C–O–C (77.29%) in the GO sample (Table S1†). 
 

We plotted the FA conversion as a function of the ID/IG ratio, the 
O/C ratio, and the different oxygen groups to identify their 
relationship and rationalize the activity of the carbon materials with 
their defectiveness and the presence of oxygen functional groups 
(Fig. 2). We found a linear relationship between the FA conversion 

and the ID/IG ratio (R2 = 0.99), whereas there is no direct correlation 
of the activity with the oxygen groups present on the surface (Fig. 
S4†).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Linear  correlation  of  conversion  vs.  ID/IG.  PS:  pyrolytically  
stripped carbon nanofibers, LHT: carbon nanofibers heat-treated to  
1500 °C, HHT: carbon nanofibers heat-treated up to 3000 °C, GP: pris-  
tine graphene, GO: graphene oxide. 

 
 

 
3.1 DFT study 

 
3.1.1 Graphitic structures. The correlation between the pre-vious 

characterization results and the FA decomposition activity suggests 
that the defects on the graphitic matrix par-ticipate in the mechanism 
for the activation of formic acid, such as vacancies and Stone–Wales 
defects rather than the oxygen groups as previously suggested by 
Raman and conver-sion correlations. We performed a systematic 
computer simulations study based on density functional theory to 
shed light on the FA decomposition and catalyst deactivation 
mechanisms. 

 
Six different graphitic surfaces were modeled according to the 

reported defects in the literature63 (Fig. 3): pristine graph-ite, Single 
Vacancy (SV), Double Vacancy (DV) and three different Stone–
Wales defects (SW1, SW2 and SW3).  

SV and DV were prepared by removing, respectively, one and 
two neighboring carbon atoms from pristine graphene and re-
optimizing the structure at fixed supercell lattice. Similarly, SW1 
was found rotating a C–C bond of 90° from pristine graphene, while 
SW2 was obtained rotating a bond of 90° from DV, and SW3 

rotating a second different bond of 90° from SW2.64 The flexibility 
of the honeycomb lattice allows its reconstruction to minimize 
dangling bonds, thus providing further stability, e.g. forming non-
hexagonal rings. In the DV defect, the optimization leads to an 
octagon and two penta-gons. SW1 is a point defect where four 
hexagons (without C-vacancies) are transformed into two pentagons 
and two hep-tagons. The octagon present in the DV structure 
transforms it into the SW2 surface composed of three pentagons and 
three heptagons, while SW3 contains four pentagons, one hexagon 
and four heptagons. The presence of these defects forces the 
rearrangement of the C electronic structure, which also influ-ences 
the catalytic properties and the stability of the material. All the 
surfaces show a positive relative energy, meaning that they are less 
thermodynamically favorable than pristine gra-phene (Table 2). In 
agreement with previous experiments, our result confirms that the 
formation energies of SV and DV are near 7.5 eV (ref. 65 and 66), 
while the one of SW1 is around 5 eV (ref. 67 and 68) compared to 
pristine graphene. SW2 and SW3 are more stable than DV as an 
even number of missing carbon atoms permits a full reconstruction 

of the bonds decreasing the dangling bonds,69 which also agrees 

with the study by Do Lee et al.70 In agreement with our results, it has 
also been reported that the reconstruction energy of DV forming 
SW2 is about 1 eV lower than the one of DV, and that the energy of 
SW3 lies between the two energies of DV and 

 

SW2.65,66  
3.1.2 FA adsorption. We brought formic acid to non-equi-valent 

surface sites with different molecular orientations and relaxed the 
structure leading to different adsorption modes. We selected the most 
stable adsorption configurations of each surface to perform the 
subsequent FA decomposition reaction steps (Fig. 4). 

 
In accordance with previous studies, pristine graphene has an 

inactive π-conjugation, which is not sensitive in the adsorp- 
 
 

 



 
  

 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Top view of the optimized graphitic surfaces: (a) pristine graphene, (b) SV, (c) DV, (d) SW1, (e) SW2 and (f ) SW3. Inset shows the distances (Å) 
and angles (°) of interest. Carbon atoms are represented in brown.  

 

 
tion of molecules.71–73 In fact, the pristine graphene is not capable 
to chemically bind molecular formic acid on its surface. Another 
possible way to adsorb FA is through dissocia-tive adsorption (DA), 
i.e. where the bond between H and C (or O) breaks forming a new 
bond with the surface. This pathway 

 

 
was shown by Solymosi when FA adsorbs on the Pt-based cata-lyst 

forming the formate species.74 Nevertheless, graphene remains 
incapable to adsorb the dissociated FA.  

Wang et al. demonstrated that by increasing the amount of 
defects in the graphene surface, the activity towards the acti- 

 
 

 



 
 
 
 
 
 
 
 
 
 
 

 

 
 

   

   

Table 2  Relative energies of the different graphitic surfaces   
   

Surface E (eV) 
   

Graphene (G) 0.00  
Single vacancy (SV) +7.22  
Double vacancy (DV) +7.17  
Stone–Wales defect (SW1) +4.89  
Stone–Wales defect (SW2) +5.71  
Stone–Wales defect (SW3) +6.70  
    

 

 

vation of peroxymonosulfate is enhanced due to the uncon-fined π-

electrons.75 We summarize the adsorption energies (EADS) on the 
defective structures in Table 3 and it is seen that only SV and DV 
have a favorable (exothermic) interaction with FA. 
 

The molecular adsorption of FA on SV and DV slightly dis-torts 
the graphitic structure: the distance between two carbon atoms 
increases to 0.676 Å and 1.051 Å, respectively (Fig. 3a and b). 
Indeed, it has been demonstrated that SV defect has great affinity 

with different functional groups, e.g. CO76 and O in 

peroxymonosulfate leading to the O–O cleavage.75 Xu et al. proved 
that DV is also reactive (compared with pristine gra-phene) upon its 

exposure to different DNA bases.77 In contrast, the SW surfaces 
showed only FA physisorption. We then con-sidered the dissociative 
adsorption pathway on SW structures and found that SW1 is the 
only SW structure able to provide an exothermic adsorption site 
upon C–H bond scission (Fig. 5). Instead, SW2 and SW3 showed 
endothermic adsorp-tions (Table 3). The dissociative adsorption of 
FA on SV and DV surfaces was also considered. On the first surface, 
it leads to one stable structure where COOH and H are adsorbed on 
the surface giving a reaction energy of −3.42 eV (Fig. S5†), which 
can be considered as the subsequent dehydrogenation step in the 
reaction pathway. In contrast, for the DV system, the structure 

obtained gave an endothermic EB of +0.20 eV denoting this pathway 
unlikely. 

 
To confirm that the activity does not depend on the oxygen 

groups present on the carbon surface, different types of oxygen 
functionalities on pristine graphene were optimized in accord-ance 
with the XPS analysis (Table S1†). We evaluated epoxides, 
hydroxyl and oxygen incorporated into the graphene structure (Fig. 
S5†), but we did not find any exothermic adsorption of FA, 
demonstrating that these types of functionalities are not active for 
the FA decomposition reaction.  

3.1.3 FA decomposition. The decomposition of molecularly 
adsorbed FA on SV and DV was studied considering both dehy-
drogenation and dehydration reaction pathways leading to car-boxyl 

(COOH*) and formate (HCOO*) intermediates, respect-ively.7 
Thus, we proceeded by considering the C–H bond scis-sion and 
comparing its reaction energy with the one for O–H bond scission 
on SV and DV surfaces.  

Single vacancy (SV) system. The dissociation of the C–H bond 
leads to co-adsorption of COOH and H (Fig. S6†), which are 

stabilised by the SV structure giving a reaction energy (ER) of −0.71 
eV. While the co-adsorbed hydrogen was considered to migrate 
across the graphitic structure, the following reaction 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 Top and side views of the most favourable FA configuration on the 
different surfaces; (a) FA/SV, (b) FA/DV, (c) FA/SW1, (d) FA/SW2 and  
(e) FA/SW3. Inset shows the distances (Å) and angles (°) of interest. 
Carbon atoms are represented in brown, oxygen in red, hydrogen in white 
and the carbon atoms of formic acid in purple. 

 
 

 



 
 
 
 
 
 
 
 
 
 
 

 

 
 

    

    

Table 3  Dissociative and molecular adsorption energies (EADS) of formic acid on the defective graphene surfaces  
    

  E
ADS dissociative 

(eV)  

Surface 
E

ADS molecular 
(eV) 

(HCOO* + H*) (COOH* + H*) 

Single vacancy (SV) −2.71 — −3.42 
Double vacancy (DV) −1.29 — +0.20 
Stone–Wales defect (SW1) +0.46 +0.59 −0.42 
Stone–Wales defect (SW2) +0.62 +1.19 +0.54 
Stone–Wales defect (SW3) +0.81 +0.96 +0.83 
    

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Dissociative adsorption of formic acid on SW1. Carbon atoms are 
represented in brown, oxygen in red, hydrogen in white and the carbon 
atoms of formic acid in purple.  
 

 
elementary step proceeds through the scission of the O–H or the C–
OH bond. Both pathways showed a strong endothermic profile of 
+6.67 and +3.30 eV, respectively (Fig. S7 and S8†). In any case, OH 

and H co-adsorbed on the surface may recom-bine forming H2O (ER 

= −6.22 eV, Fig. S9†) leaving CO strongly bound to the surface (EB 
= −6.71 eV), whose adsorption poisons the SV active sites. 
 

FA may undergo the dehydrogenation pathway on the defec-tive 

surface, which leads to the adsorption of H, O and HCO (ER = 
−1.12, Fig. S10†) through the hydroxymethylene inter-mediate, 

HCOH (ER = −0.88 eV, Fig. S11†). Indeed, when FA is adsorbed on 
the SV site, the carbonyl C–O bond length increased to 0.22 Å 

compared to the gas phase structure (dC–O = 1.24 Å), making the 
breakage of the C–O bond possible. Considering the structure in Fig. 

S10,† it is seen that only carbon monoxide can be produced (ER = 
−0.42 eV), yielding 

the structure shown in Fig. S12†, where oxygen remains bound on 
the surface.  

The recombination of adsorbed hydrogen would yield H2 gas; 

however, the desorption of molecular H2 unlikely occurs at low 
coverage as the desorption energy is quite endothermic (+1.85 eV). 
Fig. 6 shows the corresponding energy profiles of FA decomposition 
through the COOH and HCOH intermedi-ates on the SV structure. 

 
Double vacancy (DV) system. Similar to SV, FA adsorption on 

the DV site results in an increase of the C–O bond length of 0.20 Å 

compared to the gas phase structure (dC–O = 1.24 Å). The 
dissociation of the C–H bond on the DV is an endother-mic process 

(ER = +1.49 eV) and therefore unlikely to proceed (Fig. S13†). 
However, the hydroxylmethylene (Fig. S14†) inter-mediate sits only 
at +0.60 eV from the adsorbed HCOOH. Its dehydrogenation to 

HCO is strongly driven by ER = −2.00 eV (Fig. S15†). Considering 
both possible decomposition path-ways, the favoured route is 
through the hydroxylmethylene species, followed by a highly 

endothermic (ER = 4.51 eV) scis-sion of the C–H bond leading to 

adsorbed CO and H2 (Fig. S16†). These species are strongly bound 
to the dangling bonds of the surface, thus poisoning the active sites. 
Fig. S17† shows the corresponding energy profiles of FA 
decomposition through COOH and HCOH intermediates on the DV 
structure.  

Stone–Wales (SW1) system. The dissociative adsorption of FA on 
the first Stone–Wales (SW1) defect leads to a favorable co-

adsorption of COOH and H (ER = −0.42 eV, Fig. 5), while the 

breakage of the hydroxyl bond is endothermic (ER = +0.59 eV) 

(Table 3). In this case, the reaction energy is endothermic, ER = 5.53 
eV (Fig. S18†). Following the carboxylic intermediate, we 
investigated the scission of the C–OH bond to CO and OH co-  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Energy profile for the different pathways of formic acid 
decomposition on the SV structure. * indicates the adsorbed species. 

 
 

 



 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
adsorbed on the surface, and the breakage of the O–H bond (Fig. 
S19†). Both processes are highly endothermic as seen in the energy 
profile of Fig. S20.† 
 

 

4. Conclusions 
 
We have carried out a systematic investigation on graphitic defects 
as active sites using formic acid as a probe molecule. Different 
metal-free catalysts based on graphitic structures ( pris-tine 
graphene, graphene oxide, PS carbon nanofibers and LHT carbon) 
were experimentally tested and their structures were analyzed by 
BET, XPS and Raman spectroscopy. We found a cor-relation 
between the FA conversion and the number of defects presented in 
the catalysts. In particular, the FA decomposition increases by 
increasing the defectiveness of the material, i.e. in the order GO > 
PR24-PS > PR24-LHT > GP. This result was con-firmed by both 

XPS and Raman techniques. Plotting the conver-sion vs. ID/IG ratio 

and vs. the amount of different oxygen groups displayed on the 
surface, we found a linear correlation between conversion and 

defects (R2 = 0.99), but no direct corre-lation with oxygen groups 

was established. We are, then, able to ascribe the activity of the 
materials to the defects and not to the presence of oxygen functional 
groups. In order to understand the rule of the different types of 
defects, we investigated the decomposition of formic acid using the 
DFT models of pristine graphene and different defective graphene 
surfaces, e.g. single and double vacancies, and different Stone–
Wales defects. We demonstrated that not all defects act as active 
centers to adsorb and decompose formic acid. The activity is mainly 
due to the single vacancy defect because it is the only system able to 
decompose formic acid to gaseous molecules, thus recycling the 
active site. Two different pathways were found, one passing through 
the carboxyl species and the other one through a hydroxymethylene 
intermediate. In both cases, we obtained the saturation of the active 
site because of CO and atomic hydrogen irreversible adsorption. For 
the double vacancy structure, the hydroxymethylene pathway can be 
compared with the one of the single vacancy defects, while for the 
Stone–Wales system no active sites were found able to decompose 
the FA molecule. Different types of oxygen functionalities (e.g. 
epoxide, oxygen incorporated into the structure and hydroxyl) were 
investigated, but they did not show any activity in the adsorption of 
FA, con-firming the experimental results, where no direct correlation 
between the oxygen groups and the catalytic behavior was observed. 
When the vacancies are completely saturated, the catalyst 
deactivates, explaining the experimental observations after 5 minutes 
of reaction. In conclusion, a first insight into the role of the defects 
present on the carbon material in FA dehydrogenation and 
dehydration was provided. 
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