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Abstract

Iconicity, the resemblance between the form of a word and its meaning, has effects on behavior in both communicative symbol development and language learning experiments. These results have invited speculation about iconicity being a key feature of the origins of language, yet the presence of iconicity in natural languages seems limited. In a diachronic study of language change, we investigated the extent to which iconicity is a stable property of vocabulary, alongside previously investigated psycholinguistic predictors of change. Analyzing 784 English words with data on their historical forms, we found that stable words are higher in iconicity, longer in length, and earlier acquired during development, but that the role of frequency and grammatical category may be less important than previously suggested. Iconicity is revealed as a feature of ultra-conserved words and potentially also as a property of vocabulary early in the history of language origins.
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1. Introduction

When asked to produce a novel sign to refer to an object or action, participants tend to use a form for the sign that resembles one or more aspects of its meaning (Perniss, Thompson, & Vigliocco, 2010). This resemblance, or “iconicity” (Dingemanse, Blasi, Lupyan, Christiansen, & Monaghan, 2015), between communicative symbol and meaning has been found...
Iconicity has been found in the forms produced by participants for linguistic constructions (Meir, Padden, Arono, & Sandler, 2013), oral productions that are restricted to be nonlinguistic, that is, not containing phonemes (Perlman, Dale, & Lupyan, 2015), and even for auditory signs produced by a whistle (Verhoef, Kirby, & de Boer, 2016). Iconicity is also evident in spoken natural language, as demonstrated in investigations of sound symbolism (Dingemanse, Schuerman, Reinisch, Tufvesson, & Mitterer, 2016; Lockwood & Dingemanse, 2015; Ohala, 1994; Westbury, Hollis, Sidhu, & Pexman, 2018). A prime example is onomatopoeia, where words for animal calls, for instance, reflect the auditory properties of the animal’s sound. Yet iconicity extends well beyond the boundaries of onomatopoeia, and it has been proposed to widely suffice the vocabulary (Dingemanse, 2012; Dingemanse et al., 2015; Perry, Perlman, & Lupyan, 2015; Winter, Perlman, Perry, & Lupyan, 2017).

Experiments investigating production of iconicity in communicative studies have been taken as providing insight into the origins of communication (e.g., Ramachandran & Hubbard, 2001). A proposal emerging from this literature is that systems of communication—such as the origins of language—begin with sets of iconic representations, only gradually becoming eroded as communication develops. In this paper, we investigate whether there is direct evidence for iconicity in natural language evolution, by analyzing a diachronic corpus of vocabulary forms, determining the extent to which iconicity relates to language stability and change.

Studies of iconicity in natural language have investigated the extent to which speakers judge resemblance between a word’s sound and its meaning. Perry et al. (2015) and Winter et al. (2017) asked participants to make decisions about the extent to which a word’s sound fitted its meaning, which was their implementation of iconicity. Perry et al. (2015) found variation in participants’ judgments of the iconicity of words, with words high in iconicity more likely to be those that were earlier acquired during language development, and low iconicity rated words more likely to be later acquired. Thus, iconicity may be especially useful to assist children in acquiring their first words.

Iconicity ratings for words potentially draw on sensory correspondences between the sound of the word and its meaning (Perry et al., 2015, Perry, Perlman, Winter, Massaro, & Lupyan, 2018; Winter et al., 2017). However, this does not mean that iconicity can be reduced to concepts of concreteness or imageability of the word. Winter et al. (2017) found that iconicity, though related to concreteness, was divergent, with some abstract concepts in the language having high iconicity, and concrete concepts expressed by words with low iconicity.

These studies show that iconicity can certainly be found in subsets of natural language vocabulary (Perry et al., 2015), yet the evidence for iconicity in the broader vocabulary seems to be limited. Monaghan, Shillcock, Christiansen, and Kirby (2014) investigated the extent to which similarities between sounds of words related to similarities between meanings of words in a representative sample of the vocabulary of English. This statistical correspondence between sound and meaning is referred to as systematicity (Dingemanse et al., 2015), and though not identical to iconicity, it ought to be related. If words which sound similar also have similar meaning and words which sound distinct have unrelated meanings, then there is higher systematicity in the vocabulary. Whereas, if the extent to which words are similar
or distinct in sound does not relate to whether those words are similar or distinct in meaning, then the vocabulary is not systematic. If iconicity was found to be prevalent throughout the vocabulary, then this ought to be reflected in correspondences between the sound space and the meaning space of language: If there are widespread resemblances between sounds and meanings, then similar sounding words ought to relate to similar meaning concepts. Monaghan et al. (2014) measured this systematicity in the vocabulary of English and found that, though the systematicity in the vocabulary was greater than expected by chance, the sounds of words explained only a very small amount of variance in the meanings of words. Dautriche, Mahowald, Gibson, and Piantadosi (2017) confirmed this effect for English and found a similar level of systematicity across 99 other languages: Natural language vocabularies are systematic, but only just.

Taken together, these studies raise the question: If iconicity is instantiated in early communicative signs, and is advantageous for learning the communicative system, why is iconicity not more prevalent in natural language? There are several possible explanations for how sound symbolism—whether iconic or systematic—may decline as language systems change. Ahlner and Zlatev (2010) suggested that communicative systems may begin with iconicity in the signification of meaning but that processes of conventionalization reduce this iconicity, introducing greater compositionality (Kirby, Tamariz, Cornish, & Smith, 2015) and abstraction of the signs (Fay, Ellison, & Garrod, 2014; Senghas & Coppola, 2001). For example, Nölle, Staib, Fusaroli, and Tylén (2018) showed that participants who were required to communicate via silent gestures developed systems that involved systematicity and compositionality rather than iconicity in the signs that they used, though iconicity was more likely when there was a smaller, more predictable set of referents for the signs.

Another driver to reduce iconicity between form and meaning in the vocabulary is the need for efficient communication between speaker and hearer (Gibson et al., 2019). For the speaker, iconicity may well be an effective means by which to generate a sign for an intended referent, but decoding the sign is subject to different constraints. In order to ascertain the speaker’s intended meaning, the hearer must determine which of the possible set of referents is being referred to by the speaker. As referents with related meanings tend to co-occur in language and in the environment (Landauer & Dumais, 1997), this means that if there is a similarity in the sound of words with similar meanings, then the sound of the word provides less information to distinguish the possible referent (Monaghan, Christiansen, & Fitneva, 2011). Monaghan et al. (2011) showed that, for English and French, there is greater systematicity toward the end of words and more distinctive information toward the beginning of the word that can support efficient word identification. The growing vocabulary exerts greater pressure on the forms of the language to produce distinctive forms for concepts that are similar in meaning (Brand, Monaghan, & Walker, 2018), resulting in a reduction in iconicity as the vocabulary of the language community expands. Furthermore, reducing iconicity permits greater expressive freedom in the language for expanding to abstract terms which cannot be bound to sensation in the same way as more concrete concepts (Lupyan & Winter, 2018).

Monaghan et al. (2014) predicted that words that are learned earlier in life are likely to be more systematic than those learned later in life, because when the vocabulary is small the need to distinguish forms is less because the meaning space is less densely populated
(Gasser, Sethuraman, & Hockema, 2010). This finding from natural language was corroborated in an artificial language learning task (Brand et al., 2018): Iconicity in word forms was advantageous in the early stages of learning a small vocabulary, but the advantage diminished as the vocabulary grew.

Thus, iconicity provides advantages for processing and acquisition of language, yet there are substantial pressures on the vocabulary to ensure efficient communication that push against iconicity. Nevertheless, despite these pressures against iconicity, all else being equal, if iconicity is a crucible of early communicative systems, then it ought to be observed to some degree in contemporary vocabulary structure. Furthermore, if iconicity supports acquisition, then it ought to be observed as a property of the language that is resistant to change. Whereas systematicity drives against communicative efficiency (Monaghan et al., 2011), it is possible for iconicity to be present in the vocabulary without necessarily resulting in similarity of forms. Thus, words with similar meanings can have iconic forms with the iconicity carried in different aspects of the signal. For instance, for size, front vowels and unvoiced consonants, and frication have all been shown to relate to smaller size referents (Klink, 2000; Knoeferle, Li, Maggioni, & Spence, 2017; Lockwood & Dingemanse, 2015; Monaghan & Fletcher, 2019; Nichols, 1971; Ohala, 1994; Ultan, 1978), and so for words relating to meanings associated with small, iconicity could be in the vowel quality for one word, and the consonant manner for another word, resulting in little systematicity (and confusability) but maintaining iconicity.

Perry et al. (2015) included a measure of systematicity alongside iconicity in their study of a large set of words in English and showed that iconicity was strongly related to age of acquisition independent from the systematicity of the form–meaning relationships in the vocabulary. Similarly, Perry et al. (2015) found evidence of iconicity relating to children’s expressive vocabularies in the first few years of their language acquisition, again independent of systematicity of forms. These studies open the door to the possibility that iconicity may be a property of early communicative systems, supportive for language transmission and resistant to pressures of language change.

Studies of diachronic lexical change have uncovered the features of the vocabulary that result in stability of change in forms. Pagel, Atkinson, and Meade (2007) examined the list of 200 basic vocabulary items from the Swadesh word lists (Swadesh, 1952) and estimated the rate of lexical change for the forms referring to each of these meanings by comparing the extant forms across a range of languages in the Indo-European language family. The idea of this approach is that words that change more rapidly are those where a greater diversity of forms is found across these languages. Pagel et al. (2007) found that higher-frequency words were less likely to change than lower-frequency words. In follow-up analyses, Monaghan (2014) found that earlier acquired and shorter words were also less likely to change, and Vejdemo and Hörberg (2016) discovered that words with fewer different senses, with more synonyms, and with lower imageability were also more likely to change.

Recently, Monaghan and Roberts (2019) extended these small-scale studies to investigate the contributors to lexical change in terms of words that are borrowed into a language. There are three contexts in which a word can be borrowed: as a replacement for a pre-existing form (such as the Old French derived \textit{autumn} replacing Old English \textit{hærfest} from Proto-Germanic
*harbitas*); as a form that coexists with an existing form (such as *baby* recorded in English in the late 14th century to exist alongside *child* from the Proto-Germanic *kiltham*); or as an insertion (such as *citrus*, from Latin, which was first recorded in English in the 19th century) which conveys a novel meaning that did not previously exist in the language. Whether a word is borrowed or not thus highlights the extent to which it is stable within the language: Overall, if a word is classified as not borrowed, then this indicates that it has undergone less change within the language. Approximately 1500 words from the World Loan-Word Database (WOLD, Haspelmath & Tadmor, 2009) were analyzed in order to investigate which psycholinguistic properties of words related to the probability of a word being borrowed into the language. Monaghan and Roberts (2019) confirmed the results from rate of lexical change studies showing that shorter length and earlier age of acquisition both related to lower probability of the word being borrowed, and thus greater resistance to change. For frequency, mid-range frequency was least resistant to borrowing, with higher frequency and lower frequency words less likely to be borrowed, providing a more nuanced indication of effects of frequency than that reported in Pagel et al. (2007) study.

In the current study, we extend the investigation of loan words to determine whether iconicity is also a property of the language that results in resistance to change. If so, then this provides converging evidence that iconicity is a stable property of signs used in communication and, despite processes of conventionalization, proves resistant to alteration. If iconicity is found to relate to words that are unchanged, then this increases the likelihood that words with high iconicity were present in earlier stages of language evolution. We also provide novel analyses of multiple psycholinguistic predictors of lexical stability that control collinearity to ascertain the relative strength of these predictors in determining stability or change of words’ forms.

2. Method

2.1. Corpus preparation

Our key aim was to test the effect of iconicity in predicting borrowing of words in the WOLD (Haspelmath & Tadmor, 2009). We focused on the English word set which comprised a list of 1,515 words compiled by Grant (2009). These words originated from the Intercontinental Dictionary Series (Key & Comrie, 2015), which were selected to provide a set of core concepts that are verbalized across most languages. The WOLD database indicates which words are borrowed and which have no evidence of borrowing. Only entries that were single words in English (e.g., omitting “lightning bolt” and “fishing line”) were included.

As in Monaghan and Roberts (2019), we gathered information on a set of psycholinguistic properties for each word in order to test and control for properties of words in addition to their iconicity. Frequency was taken from the Zipf SUBTLEX-UK database (van Heuven, Mandera, Keuleers, & Brysbaert, 2014), which is an effective measure of spoken word frequency. We also gathered information on grammatical category (noun, verb, adjective, adverb, determiner, or number) from Brysbaert, Warriner, and Kuperman (2014), and derived concreteness from the same database. Phonological length of the word was derived from the
CELEX database (Baayen, Pipenbrock, & Gulikers, 1995) with words that did not appear in CELEX hand-coded for phonological form. Diphthongs and affricates were encoded as single phonemes in the length measure. Age of acquisition was taken from Kuperman, Stadthagen-Gonzalez, and Brysbaert (2012).

Iconicity was taken from Perry et al. (2018) and was a measure of participants’ judgments of the extent to which the word sounds like its meaning. Judgments were made on an 11 point scale from −5 (“words that sound like the opposite of what they mean”) to +5 (“words that sound like what they mean”).

As the dependent variable, we encoded whether the word was classified as “clearly borrowed” or “no evidence of borrowing.” Intermediate judgments from the WOLD (such as “possibly borrowed”) were omitted from the analysis as we wanted to focus only on those words where there was clear evidence of borrowing or not.

There were a total of 784 words with values for all the psycholinguistic variables (frequency, grammatical category, phonological length, age of acquisition, concreteness, and iconicity) of which 296 were loanwords and 488 were classified as not borrowed into the language.

2.2. Analysis

The relation between each of the psycholinguistic variables and the probability of borrowing was determined using general additive models (GAMs). GAMs were employed because the relations between several of the psycholinguistic variables (frequency, age of acquisition, and length) and probability of borrowing had previously been shown to be nonlinear (Monaghan & Roberts, 2019). Key interactions were tested, but not included as they did not contribute significantly to model fit (see Supplementary Analyses accompanying the data archive). GAMs are nonlinear models which minimize the nonlinearity required to best fit the data (Wood, 2011). The way each predictor relates to borrowing can be assessed by two sets of measures: a set of test statistics that indicate how well the variable predicts the probability of borrowing (estimated degrees of freedom, a $\chi^2$ statistic comparing the smooth term coefficients to zero, and associated $p$-value, see Marra & Wood, 2012; Wood, 2013), and a measure of the nonlinearity of the fit of the independent variable to the probability of borrowing (EDF). An EDF value close to 1 indicates a linear relation between the psycholinguistic variable and likelihood of borrowing, a value exceeding 1 indicates nonlinearity. For the GAM analyses, we used the R package mgcv (Wood, 2011) to fit a binomial GAM predicting whether a word was borrowed or not. The psycholinguistic measures (frequency, AoA, length, concreteness, and iconicity) were scaled and centered and entered as smooth thin plate regression spline predictors. Following Monaghan and Roberts (2019), the model included random slopes for parts of speech (penalized by a ridge penalty) and interactions between part of speech and each psycholinguistic variable.

We further conducted an analysis of the derivatives and standard errors for the derivatives along the nonlinear slopes for each psycholinguistic variable to determine at which point of the model fit the slope is significant. The gradient of the slope is significant if the confidence interval for the derivates does not overlap with zero.
Finally, to address potential collinearity between some of the predictors, we used a decision tree and random forests analysis. Decision trees are machine learning tools that find optimal ways of dividing the data in order to predict the target variable, similar to a game of 20-questions (Strobl, Malley, & Tutz, 2009; for applications in linguistics, see Bürki, Alario, & Frauenfelder, 2011; Roberts, Torreira, & Levinson, 2015; Tagliamonte & Baayen, 2012). They can help identify which factors are more decisive in determining the probability of borrowing or find exceptions to general rules. Branches in the tree are recursively added as long as the split produces a significant difference in the target variable. Therefore, if there are no significant effects, there will be no branches in the tree.

Random forests is a method of producing many decision trees based on subsets of the data and predictors in order to assess the robustness of the decision tree (Breiman, 2001). “Importance values” are calculated to assess how relatively decisive each predictor is among the “forest” of other predictors. Importantly, these measures are immune to collinearity between predictors, providing a robust test of the independence of the predictor effects. The R package party (Hothorn, Bühlmann, Dudoit, Molinaro, & Van Der Laan, 2006; Hothorn, Hornik & Zeileis, 2006; Strobl, Boulesteix, Kneib, Augustin, & Zeileis, 2008; Strobl, Boulesteix, Zeileis, & Hothorn, 2007) was used, predicting the probability of borrowing from length, age of acquisition, frequency, concreteness, iconicity, and grammatical category.

The data, R script of the analyses, and analysis results are available at https://osf.io/8mr6d

3. Results

We first computed correlations between the psycholinguistic variables for the set of 784 words in the current analyses. The results are shown in Table 1.

In previous studies with larger sets of words, iconicity has been shown to relate to concreteness, with more iconic words being more concrete (Winter et al., 2017), and also to age of acquisition, with more iconic words tending to be acquired earlier (Perry et al., 2015). However, these direct relations were not found in the current set of words, nor for the subset of nouns in the current data set (Table 2), where iconicity related only to frequency. Supplementary Analyses demonstrated that this discrepancy was due to the larger set of grammatical categories included in our analyses compared to those of Perry et al. (2015) and...

<table>
<thead>
<tr>
<th></th>
<th>AoA</th>
<th>Length</th>
<th>Concreteness</th>
<th>Iconicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>−.482***</td>
<td>−.355***</td>
<td>−.497***</td>
<td>−.050</td>
</tr>
<tr>
<td>AoA</td>
<td></td>
<td>.243***</td>
<td>−.051</td>
<td>−.039</td>
</tr>
<tr>
<td>Length</td>
<td></td>
<td></td>
<td>.097**</td>
<td>−.021</td>
</tr>
<tr>
<td>Concreteness</td>
<td></td>
<td></td>
<td></td>
<td>−.038</td>
</tr>
</tbody>
</table>

Note. **p < .01; ***p < .001.
Table 2
Correlations between psycholinguistic variables for the 460 nouns included in the analysis

<table>
<thead>
<tr>
<th></th>
<th>AoA</th>
<th>Length</th>
<th>Concreteness</th>
<th>Iconicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>-.501***</td>
<td>-.231***</td>
<td>-.208***</td>
<td>-.120**</td>
</tr>
<tr>
<td>AoA</td>
<td>.196***</td>
<td>.033</td>
<td>-.230***</td>
<td>.033</td>
</tr>
<tr>
<td>Length</td>
<td></td>
<td>-.051</td>
<td>-.081</td>
<td>.009</td>
</tr>
<tr>
<td>Concreteness</td>
<td></td>
<td></td>
<td></td>
<td>-.037</td>
</tr>
</tbody>
</table>

Note. **p < .01; ***p < .001.

Table 3
Results of the GAM for probability of borrowing with psycholinguistic variables as predictors (EDF, reference degrees of freedom for the χ² test, χ² value, and associated p-value)

<table>
<thead>
<tr>
<th></th>
<th>EDF</th>
<th>Ref.df</th>
<th>χ²</th>
<th>p</th>
<th>GAM Model % of Variance Explained (pseudo-R²)</th>
<th>Random Forests Relative Importance (x1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.191</td>
<td>2.813</td>
<td>3.645</td>
<td>0.278</td>
<td>1.3</td>
<td>3.7</td>
</tr>
<tr>
<td>AoA</td>
<td>1.086</td>
<td>1.166</td>
<td>15.34</td>
<td>&lt;.001</td>
<td>1.7</td>
<td>22.2</td>
</tr>
<tr>
<td>Length</td>
<td>2.409</td>
<td>3.074</td>
<td>40.022</td>
<td>&lt;.001</td>
<td>7.4</td>
<td>46.1</td>
</tr>
<tr>
<td>Concreteness</td>
<td>1</td>
<td>1</td>
<td>0.174</td>
<td>0.676</td>
<td>0.2</td>
<td>7.0</td>
</tr>
<tr>
<td>Iconicity</td>
<td>1.761</td>
<td>2.245</td>
<td>17.385</td>
<td>&lt;.001</td>
<td>0.4</td>
<td>17.3</td>
</tr>
<tr>
<td>Grammatical</td>
<td>4.393</td>
<td>10</td>
<td>17.666</td>
<td>&lt;.001</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>category</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The fifth column shows the percentage of variance explained by each variable, calculated using a pseudo-R² method from Wood (see Supplementary Materials). The sixth column shows the relative importance from the random forests analysis for reference.

Winter et al. (2017). We show in the Supplementary Materials that similar relations among the psycholinguistic variables are shown when a more restrictive set of grammatical categories are analyzed.

The results of the GAM model predicting probability of borrowing are shown in Table 3. The effect of frequency was not significant in the current study, though the trend was similar to that observed in Monaghan and Roberts (2019) for a larger set of words: mid-frequency words were more likely to be borrowed than low- or high-frequency words. Similar to previous studies, AoA and length were found to be positively and monotonically related to probability of borrowing: shorter, earlier-acquired words are less likely to be borrowed (see Fig. 1).

For the measure of interest—iconicity—the relation to probability of borrowing is illustrated in Fig. 1; as predicted, words which are judged to be more iconic are less likely to be borrowed. The GAM indicates that the relation is monotonic and reducing. The significant regions of the model fit are for words in the central range of the distribution of iconicity.
This is because there is some sparsity in the distribution of words with very high or very low iconicity.

As there are correlations between some of the psycholinguistic variables that may have altered or obscured the independent effect of iconicity, we repeated the GAM using only iconicity as a predictor in order to ascertain whether the effect of iconicity was due to the presence of the other predictors in the model. The results were very similar, EDF = 1.194, Ref.df = 1.367, \( \chi^2 = 22.09, p < .001 \). We also repeated the analyses using objective age of acquisition rather than subjective age of acquisition measures, from Brysbaert and Biemiller (2017). Again, the results were very similar (see Supplementary Materials).

For the three contexts in which a word can be borrowed—replacement of a pre-existing form, coexistence with an existing form, or as an insertion—we determined which of these borrowing effects were predicted by iconicity, and the other psycholinguistic properties. We repeated the GAM analyses examining each borrowing effect separately (see Supplementary Materials). Overall, the effects of AoA and length were similar for each type of borrowing effect: Late acquired and longer words are more likely to be borrowed into the language as replacements, coexisting forms, or insertions compared to words that are not borrowed. Iconic words are less likely to be borrowed into the language as coexisting forms or insertions, but the effect for borrowing as replacement of previously existing forms was not found to be significant.

Fig. 2 shows the decision tree. It suggests that the most decisive predictor is phonological length, with only around 20% of words with three or fewer phonemes being borrowed. For words with more than three phonemes, age of acquisition is decisive, with words learned later in life being generally more likely to be borrowed (especially for words longer than five...
For early-learned words, iconicity is decisive, with more iconic words being less likely to be borrowed.

The importance measures from the random forests are shown in the final column of Table 2. The units are not meaningful, and only the relative sizes are informative. Length is the most decisive predictor, followed by age of acquisition, and then iconicity. The importance measures agree well with the pseudo-$R^2$ measures in the GAM. The random forests results thus suggest that previous analyses of lexical change may be overestimating the influence of grammatical category, and potentially underestimating the role of iconicity. Note that the results of the decision tree algorithm did not include grammatical category, frequency, and concreteness, and these measures have low importance values, suggesting that they are not effective independent predictors of borrowing. In summary, the effect of word length and age of acquisition are most important in predicting borrowing, as reflected by the pseudo-$R^2$ GAM values and relative importance values for the random forests analysis, with the effect of iconicity applying to words falling in the middle ground of these variables, as shown in the decision tree in Figure 2.
4. Discussion

Incidences of iconicity may be relatively sparse in natural language (Monaghan et al., 2014), yet the words that are iconic seem to have a privileged status in the vocabulary. Previous studies have shown that the extent to which the sound of a word is judged to reflect its meaning—the iconicity of a word—is related to language acquisition: Earlier acquired words are more likely to be iconic than those acquired later (Perry et al., 2015, 2018).

The current analyses demonstrate, in addition, that iconic words are also less likely to be borrowed into the vocabulary of the English language: Iconicity related negatively to probability of borrowing, particularly for the introduction of coexisting forms and insertions of words representing novel meanings into the language. The recorded borrowings of words provide observable insight into which words are stable and which are more prone to change in the vocabulary. Words that are not borrowed (i.e., according to the WOLD database, this indicates that they have preserved their form at least since proto-German) are those that are less likely to have been altered in the vocabulary.

Stability of forms of words has previously been linked to the frequency, age of acquisition, length, and number of senses of words (Monaghan, 2014; Monaghan & Roberts, 2019; Pagel et al., 2007; Vejdemo & Hörberg, 2016). Each of these properties of individual words relates not only to diachronic change but also to the representational fidelity of the word (Monaghan & Roberts, 2019). Those words which are more easily accessed, produced, and identified are those that are least prone to change in the vocabulary. By analogy to the other psycholinguistic properties, we can now add iconicity to this list of properties that highlight representational strength of the word.

However, the decision trees and random forests analyses show that certain of these psycholinguistic predictors may have a prominent role in preservation and change of lexical items. Frequency (e.g., Bybee, 2007; Pagel et al., 2007) and grammatical category (e.g., Myers-Scotton, 1993; Pagel et al., 2007) may be less important in predicting which words change and which do not than length, age of acquisition, as well as iconicity, when these variables are considered as independent contributors to determine lexical change.

Pagel, Atkinson, Calude, and Meade (2013) suggest that ultra-preserved words—those that are not prone to change—can provide insight into language ancestry, highlighting the word forms that existed in early communication. The results of the current study provide some indication that iconicity is one feature of these preserved word forms. If a word is more iconic, then it is less prone to change. It follows that iconic words are more likely to be those that existed in the vocabulary in our communicative history. It remains speculation to infer that iconicity is a property of the origins of human communication that is vestigially present in contemporary vocabulary. Nonetheless, the results indicate that regardless of how an iconic form is introduced into the language, it is more likely to remain in the language than an arbitrary form.

The current results provide another example of data where there is an intersection of principles of language acquisition, language processing, and language change. The same properties of words that highlight stability of the word form in the history of the language are those that relate to more efficient processing and ease of acquisition, indicating the multiple points
of convergence between mechanisms of language evolution and cognitive processing (Christiansen & Chater, 2008).
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