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3D Vision-guided Pick-and-Place Using Kuka LBR iiwa Robot
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Abstract—This paper presents the development of a control system for vision-guided pick-and-place tasks using a robot arm equipped with a 3D camera. The main steps include camera intrinsic and extrinsic calibration, hand-eye calibration, initial object pose registration, objects pose alignment algorithm, and pick-and-place execution. The proposed system allows the robot to be able to pick and place objects with limited times of registering a new object and the developed software can be applied for new object scenario quickly. The integrated system was tested using the hardware combination of kuka iiwa, Robotiq grippers (two finger gripper and three finger gripper) and 3D cameras (Intel realsense D415 camera, Intel realsense D435 camera, Microsoft Kinect V2). The whole system can also be modified for the combination of other robotic arm, gripper and 3D camera.

I. INTRODUCTION

In recent years, there have been increasing interests with regard to flexible manufacturing systems that can adapt automation equipment to varying environments effectively in order to improve the productivity of a factory automation system. The implementation of a robotic arm can reduce the lead time and cost of manufacturing. Robotic arms can be used for multiple industrial applications, such as assembly, welding, material handling, painting and drilling. To establish a flexible manufacturing system in a production site, intelligent robots which can perceive the environment [1], recognize the situation, and manipulate objects autonomously, are necessary. Pick-and-place systems that perform pick-and-place tasks for randomly placed and oriented parts from bins or boxes are considered a necessary part for such a manufacturing process. Despite considerable advancement in related areas, autonomous pick-and-place remains a challenge because it merges several specific robotic issues such as camera intrinsic and extrinsic calibration, hand-eye calibration, object recognition and localization, and grasp planning, into one common goal. To satisfy the industrial standard, the holistic system should be robust to the cluttered, random, dynamic, and dimly lit environment [2] [3].

The goal of this research is to develop the whole software solution for the robot arm to pick and place objects using a simple object registration process instead of using dedicated CAD model of the object, as shown in Fig. 1.

Fig. 1: Randomly pick and place 3D printed object using Kuka iiwa robotic arm, Robotiq 2 finger gripper and Intel Realsense camera.

II. HARDWARE AND SOFTWARE SYSTEM

In this research, a Kuka iiwa robot is implemented in the proposed system due to its large Robot Operating System (ROS) supporting community. Both Robotiq 2 finger gripper and 3 finger gripper are tested. Point cloud of objects are obtained using 3D cameras, including Intel realsense D415, D435, and Microsoft Kinect V2 cameras.

A. Design and manufacturing of universal adapter

A universal adapter that can connect both grippers to the end effector of robot arm is designed and manufactured instead of using the default adapter for each gripper, which saves time to disassemble and assemble gripper.

Fig. 2: Design and manufacturing of gripper adapter: (a) CAD design (b) manufactured aluminium adapter.

B. Camera intrinsic and extrinsic calibration

To achieve accurate scanning, intrinsic and extrinsic parameters of the Microsoft Kinect V2 camera need to be calibrated before using. The calibration software package can
Fig. 3: Camera accuracy (a) before and (b) after calibration: the gap between two while arrows represents the derivation of the camera depth data.

Fig. 4: Hand-eye calibration: (a) calibration using AR marker (b) calibration result shown in Rviz.

be found in [4]. The intrinsic of the color camera and IR camera was calibrated by using 100 color images and 100 IR images of a chess board, respectively. The extrinsic of the camera was calibrated by using 100 synchronized images of both cameras. The derivation of the camera depth data and real data before calibration is illustrated in Fig. 3(a). The gap between two white arrows represent the derivation. We can see that the gap diminish after calibration using 300 images of chess board. Note that Intel realsense 3D cameras are factory calibrated, it is unnecessary to recalibrate.

C. Hand-eye calibration

The transformation matrix between the camera and the end-effector of the robot arm is achieved by detecting an Aruco (AR) marker, which is attached to the front end of robot arm, as shown in Fig. 4(a). Fifteen sets of relative pose data and robot arm pose data were recorded to calculate the transformation matrix between the robot arm base and the camera. The calibration result is shown in Fig. 4(b). The camera pose is represented by \( \text{tracking}_\text{origin} \) and robot arm base pose is illustrated by \( \text{iiwa}\_\text{link}_0 \).

D. Pose registration and pose alignment algorithm

Each object is scanned for registration. The object point cloud is segmented from the background, as shown in Fig. 5(a) and Fig. 5(b). For each registered segmented point cloud, the robot arm will be operated to a corresponding grasping pose. The pair of registered object point cloud and grasping pose will be recorded. After each face of the object is registered, the object can be placed randomly on the table. The random pose and the registered pose are shown in Fig. 5(c). A pose alignment algorithm is used to calculate the transformation matrix between the registered pose and the random pose. For accuracy validation, the transformation matrix is used to transform the registered pose to the random pose. As shown in Fig. 5(d), the transformed registered pose can match with the random pose precisely. As each registered pose corresponds to a grasping pose, the grasping pose of the randomly placed object can also be calculated.

E. Pick-and-place execution

After calculating the pose of randomly placed an object, the kuka iiwa robot arm is commanded to pick the object from a randomly placed position and then place the object at a pre-defined unloading position. The combination of Robotiq two finger gripper and realsense cameras (D415 and D435) and the combination of Robotiq three finger gripper and Microsoft Kinect v2 camera are both compatible with the developed system, as shown in demonstration video.
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