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Abstract

Property valuation contributes significantly to ketreconomic activities, while it has been
continuously questioned on its low transparencgcaaracy and inefficiency. With Big Data
applications in real estate domain growing fastmpoter-aided valuation systems such as Al-
enhanced automated valuation models (AVMs) haveptitential to address these issues.
While a plethora of research has focused on impgpviredictive performance of AVMs,
little effort has been made on information requiees for valuation models. As the amount
of data in BIM is rising exponentially, the valugle@vant design information has not been
widely utilized for property valuation. This paperesents a system that leverages a holistic
data interpretation, improves information excharmgween AEC projects and property
valuation, and automates specific workflows forgandy valuation. A mixed research method
was adopted combining the archival literature regeaqualitative and quantitative data
analysis. A BIM and Machine learning (ML) integmati framework for automated property
valuation was proposed which contains a fundametgtlbase interpretation, an IFC-based
information extraction and an automated valuationdeh based on genetic algorithm
optimized machine learning (GA-GBR). The main fimgh indicated: (1) Partial information
requirements can be extracted from BIM modelsP{@)perty valuation can be performed in a
more accurate and efficient way. This researchrimries to managing information exchange
between AEC projects and property valuation angbstipng automated property valuation. It
was suggested that the infusion of BIM, ML and otbmerging digital technologies might
add values to property valuation and the constaahdustry.

Keywords. Property valuation, Information exchange, Buildimgformation modelling
(BIM), Industry foundation class (IFC), Machinee@mg (ML).

1. Introduction

Property valuation, also known as real estate @rglays a fundamental role in a nation’s
economy and financial stability. According to Take[1], financial and economic decisions
are based on the accuracy of property valuationltsesFor example, the housing market
bubbles can cause serious financial risks suclhesubprime mortgage crisis in the Great
Recession 2008. Various stakeholders ask for prppatuation for several objectives: banks
and insurance company use it for mortgage reldasders use it for house transactions,
property developers use it for house investmemillauthorities use it for house taxation.
There are three main conventional methods for ptgpaluation practice, namely the sales
comparison method, the income approach and theappsbach [2]. According to Su and Li
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[3], property valuation is affected by various paeders which are related to environmental
quality (pollution, land use and sustainable reselrsocial and economic quality (vacancy
rate, rental growth potential), technical and fiowdl quality (structure, age, size,
construction materials, indoor air quality, flexity and adaptability), process quality (quality
control during construction) and site quality (spart access, amenities). The dynamics of
some parameters and the low transparency of réateesiarket make it hard for property
valuation professionals to perform an accurateajelctive valuation of property price.

In the last two decades, due to the exponentiabreiasing amount of data in various
domains, artificial intelligence has been widelyplgd in chatbots, healthcare, finance and
economics (prediction and risk management), hunesource management, logistics and
supply chain etc. Similarly, there are a large amiaf research on artificial intelligence in
property valuation, which is detailed in literatusxiew (Section 2.1). For property valuation
which influenced by many objective and subjectiaetdrs, artificial intelligence models have
several advantages: to efficiently assess infoonatrom big data; to identify non-linear
relationships between house characters, markebrfa@nd property price; to be more
objective about the selection of input attributds-€]. Researchers have tried different
mathematic models for property valuation such adohe regression, ridge regression,
support vector regression, ensemble learning, hemeworks [7-11]. Many research
experiments have concluded that artificial intelfige models can be an improved alternative
for house price prediction. For example, Graczylkaleff{10] conducted an experiment that
testing different ensemble models for property &ibn and concluded that all ensemble
classifiers with additive regression produced digant error reduction compared to original
models. Liu et al. [11] concluded that BP neurdivoek models had good performances on
house price estimation. Fan et al. [12] found the#-based approaches played an important
role in statistical pattern recognition of the tmlaship between the input attributes and
property price. However, research on the fundanhelattabase and information requirements
for property valuation is limited. As robust andiable data is a prerequisite for training
automated valuation models (GIGO-Garbage in, Garbagf), the value-relevant design
information has not been widely used for propeglustion, due to the gap of knowledge and
digital skills between property valuation and AE®fpssionals.

For property valuation professionals, it is essgrfor them to access to and use lifecycle
building performance information (commissioningsid@, project execution, operations and
maintenance, and recommissioning) from reliablea daturces. For example, a plethora of
research has shown positive relationships betwadlditgs’ sustainable variables and
observed property market values. After the analpdisover 1200 green-rated buildings,
CoStar Group concluded that the average LEED imgradtEnergy Star impact on sales price
per square foot showed a positive 9.94% and 5. &fectively [13]. Similar studies in UK
and Switzerland concluded that green buildings reapeemium market price [14,15]. While
researchers and practitioners are trying to perfaustainable property valuation, the
sustainability-related data upon property valuesds available from real estate market. On
the one hand, information losses and misundersigadamong different market actors
happen inevitably when using different descriptivaeys for data interpretations. According to
Ventolo [16], there are about 45 data sources wedlin the traditional building survey:
government councils, professional journals, locakterial suppliers, building and
architectural plans etc. Each market actor in esahte market uses raw data for property
valuation according to their own benefits, or tloeylect and process information from other
data source suppliers. Different market actors wegous descriptive ways interpreting
information in different formats, which causes mf@ation losses and misunderstandings
during information exchange processes.



Building information modeling (BIM), as an innowati information modelling technology,
has been widely developed by a large group of resees and industrial professionals for
project information exchange and management in #ehitecture, Engineering,
Construction, Operation and Maintenance (AECOM) dionfil7]. For example, Marmo et al.
[18] proposed to extend the current IFC schemauppart building performance assessment
and maintenance management. Artus et al. [19] tmedeling damage information using
existing IFC schema to support mixed reality insioes and maintenance. Zhiliang et al.
[20] proposed an IFC extension to manage informagioout construction cost estimating for
tendering in China. Currently, since no robust déads define the specific requirements for
information exchange among different market actorgperty valuation professionals have to
acquire related information manually. This time-s@ming process can be partly automated
by using BIM related technologies and conceptsustidal Foundation Class (IFC) standards,
Information Delivery Manual (IDM) and the domainegjific Model View Definition (MVD).

In addition, the application of BIM models and tethstandards in nature have the capability
to define, collect, store, manage and exchangeerkliaformation including sustainability-
related data for property valuation in an interapée and reusable way. Moreover, the ‘BIM
according to the ISO 19650 series’ provides anri@igonal standard that defines the
information management principles and requireméntsn improved collaborative working
environment in the construction industry [21]. Téfere, property valuation professionals
concluded that there was great potential to expla@durrent BIM data for property valuation
use, such as linking data with Building Managen&ystems [22].

To facilitate the application of BIM in property lvation and support automated property
valuation, this paper proposed an integration fraork that using BIM and Machine learning
(ML) technologies for property valuation which camis a holistic database interpretation, an
IFC-based information extraction and an advancddawan model (GA-GBR) based on
machine learning. It is expected that the fundaalesdtabase interpretation and IFC-based
information exchange could make it easier for viauaprofessionals to use valued-related
design information at various stages within AECjgcts. The BIM-ML framework could
benefit both AEC and the appraisal professionatiifigrent aspects. The rest of this paper is
divided as follows. Section 2 introduces the backgd of property valuation, BIM, machine
learning and the&Construction 4.0. Section 3 informs the research methodology thnoug
this paper. Section 4 presents the information &xgh between AEC projects and property
valuation, during which the fundamental databaseerpmetation and an IFC-based
information extraction algorithm are developed. thec5 explains the methodology and
framework for the proposed GA-GBR model. In secoboth GBR and GA-GBR model are
experimented with traded property data from Amermad model accuracy and predictive
performance are compared. After that, a case stadprovided to test the BIM-ML
framework using a BIM model, an IFC-based informatiextraction algorithm and the
trained GA-GBR model. Section 7 and Section 8 gihesdiscussion and conclusion of this
research.

2. Related Work

2.1Property valuation

For property valuation, an accurate analysis atichason of the market price of properties
or recent property transactions should be a reptatsen of the attributes of properties, which
reflect the underlying fundamentals of market a@tand geographical locations [2]. Sales
comparison method is currently the most widely usexthod for property valuation when
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similar property transactions in the same market are available. The valuation process
involves firstly comparing the attribute differescdetween the subject property and
transacted properties with similar features, areh thdjusting the selling price based on so
called “distance” [3]. The “distance”, D is calctéd as follows:

D= )\\/Zi[Ai(Xi—Xsi)]}l + X455 (Xj,ij)]}\ (1)

where L = Minkowski exponent lambdaj; = weight associated with thih continuous
characteristicA; = weight associated with theh categorical characteristik; = value of the
ith characteristic in the sale propeXy= value of thgth characteristic in the sale property;
Xsi = value of theath characteristic in subject properfg;;= value of thgth characteristic in
subject property};;= summation of terms ath characteristicsy, ;= summation of terms qgf
characteristicsd(a, b) = inverse delta function .

Literature analysis of property valuation has cadel three popular research trends: research
focusing on sustainability assessment in propeaiyation, the hedonic pricing models and
artificial intelligence models for property valuati [23-25]. For sustainable property
valuation, researchers and practitioners are faguen the social responsibilities, financial
benefits and potential risk reductions that sustalm developments may bring into property
valuation. The generally accepted environmentatiaboand economic benefits of green
buildings are recognized as energy efficiency, aased health comfort of tenants, low
lifecycle energy cost etc [26]. Researchers trzdjuantify the direct or indirect financial
gains or reduced property risks that sustainaldeufes might bring into property values by
referring to internationally accepted green ratsygtems such as LEED, CASBEE and
BREEAM [13,27]. However, the application of sustbility assessment in property
valuation is still limited, due to the limited sastability-related data on real estate market or
the valuation professionals lack of knowledge dnllissof sustainability assessment.

With respect to hedonic pricing models and artficintelligence in property valuation,
although some researchers believe that hedoniangrimodels are more reliable over
artificial intelligence models, there are potentiatitations of hedonic pricing models. For
instance, when it comes to fundamental model assangy hedonic pricing models seem
unable to effectively deal with the identificatioh macro-economic influences, the selection
of suitable predictor variables and the choice eddnic equations [28,29]. With the coming
of big data era and improved machine assisted ctatipn techniques, using artificial
intelligence models for improving the accuracy asfticiency of property valuation has
attracted a big number of researchers and professio To get a comprehensive
understanding of artificial intelligence in propesaluation, this research did a systematic
scientific search from four main academic databasesely Web of Science, Google Scholar,
Science Direct and Scopus. The search criterion dessgned as using two groups of
keywords: (Property Valuatioor Mass appraisaler House Priceor Real Estate Appraisal)
and (Artificial Intelligence or Machine Learning) within (Title or Keywords). Aftéhe
removal of duplicates and manually checked by thiba, 45 documents were selected as
relevant with artificial intelligence in propertyhlation (Table 1).

Neural Networks Genetic Algorithm|  GA Optimization| n$emble Other

20 5 10 4 6

Table 1: Statistics of collected literature onféd property valuation from 1997-2020.



Table 1 illustrates that neural networks are thestnpmpular statistic models for property
valuation. Many studies have concluded that neuratwork models provide good
performances in house price predictions with snsaéke of experiment data [11,30,31].
However, Rafiei and Adeli [32] argued that BP néuratwork applications on a limited
number of factors have potential limitations th& Equires millions of iterations to converge
and cannot deal with complex problems in a readenabmputing time. There are only
several studies [8,33,34] on genetic algorithm (@pplications for property valuation. Ahn
et al. [8] used ridge regression coupled with genaligorithm to enhance real estate price
prediction, in which genetic algorithm helps finditable predictor variables for property
valuation. Giudice et al. [34] concluded that genatgorithms show little improvement for
property valuation and the superiority to interptie¢ real estate markets. However, the
integrations of genetic algorithms and other diatisiodels are quite successful, especially
with neural networks. The GA optimized neural nekwmodels have the ability to absorb the
advantages and get rid of the limitations of bofhdhd neural networks. For example, Rafiei
and Adeli [32] designed a comprehensive model basethe integration of deep restricted
Boltzmann machine (DRBM) neural networks and geragorithm to predict house price at
the design stage or the beginning of the constrncin this research, GA was developed to
determine the most influential set of input atttdsiwhich generating the best results. Sun
[35] used genetic algorithm to optimize the coniectveight and threshold of BP neural
network for property valuation and reported befierformance than traditional BP neural
network. On the other hand, in the last two decaglesemble learning models have attracted
many researchers’ attention because they usuale lyod performances for different
applications and are flexible to be extended. Retaince, Graczyk et al. [10] conducted an
experiment that testing different ensembles forl restate appraisal on Weka. It was
concluded that in terms of MAPE no single algoritigenerated the best ensembles. The
ensembles were tested with only four input pararsgtghich normally lead to the unstable
performance of machine learning algorithms. It @rtiv noticing that all ensemble classifiers
with additive regression produced significant erextuction compared to original models.

In summary, it is concluded from the literaturetttiee individual neural network or genetic
algorithm has not achieved satisfactory resultd, ®A optimized neural networks have
achieved good performance for real estate appsai¥dhile ensemble learning has been
reported good performance in various domains, batapplication of ensemble learning in
property valuation is quite limited. Compared toaura networks, ensemble learning has
advantages in terms of model interpretability degibility.

2.2Building infor mation modelling (BIM)

Building Information Modeling (BIM), as a digitalnd computable representation of a
building and its related lifecycle information, hagnificantly improved information flow
among stakeholders involved at various stages-fterearly design to the construction and
long operation stage [36]. To support informati@menunication, digital technologies such
as databases, model servers and project platforen@feen employed in a comprehensive
manner. A set of common BIM features were concluoe®anlande et al. [37] such as the
ability to store, share and exchange data, thebd#yao define building information in 3D
dimensions, the extensible ability to cover unimpated information domains, lifecycle
information management and the ability to coverpddisical and functional features of a
building. According to Lindblad [38], the benefitd BIM adoption involve more efficient
data exchange, less data input and transfer ericseased productivity, streamlined
construction processes, automated workflow, impdoy@oduct quality and building
performance. Due to its many advantages, BIM hasady been adopted in different
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construction projects all over the world. Regardconintry-wise BIM research, the highest
number of publications is in UK with most of thesearch is done between 2013-2019,
followed by South Korea, Australia and China [3Bfere are also challenges and barriers for
BIM adoptions. The BIM adoption issues are listed habits of 2D-based work, limited
higher education BIM training, the possible relmc& of specialists to holistic planning
approaches, lack of fee structures for BIM-speagevices, inconsistency among countries
regarding the acceptance and adoption of techresddiO]. To address these BIM adoption
issues, multiple sources of data collection sholkd used such as data sources from
environmental factors, the perceptions of technplagopters, cross-cultural studies,
economic factors and joint BIM implementations wisneen building, clouding computing,
loT and Data Science [39].

The Industry Foundation Classes (IFC), containsnggoc information and semantic
information, is firstly developed by buildingSMARM 1997 as a non-proprietary exchange
format of building information to facilitate dathaing and exchange across IFC-compatible
applications [41]. After IFC4 released by ISO 16239 in 2013, it is accepted as a
standardized data format to support building infation modelling, information exchange
and a variety of analysis based on BIM models, saghguantity-takeoff, cost estimating,
damage inspection, energy simulation etc [42]. Beythis, an information delivery manual
(IDM) [43] is defined at project levels to formalfpecify the user requirements and ensure
that the final model would be semantically meanihgd provide most of the information
needed for specific business processes. BasededDM, a Model View Definition (MVD)
was then defined as information concepts neededpaoposed as a binding to the IFC
standard for exchange of BIM models [44].

On the other hand, under recent condgemistruction 4.0, the engineering and construction
industry is looking for a higher level of digitaditton that involves the digitalization of the
construction industry in terms of the consequenmtedd for increased data management and
potential greater automation [45]. In the contektpmject management, due to different
agendas and incompatible priorities of multiple pames and stakeholders in the
construction industry, the organization of differémformation requirements becomes a key
factor in supporting informed decision making thgbaut the whole project life cycle [36]. In
this respect, based on the UK’s previous stand@mdBIM known as PAS 1192 series, BS
EN ISO 19650 series of standards (ISO 19650 semn@g} been released by the BSI, which
provides an internationally accepted frameworkdigital information management processes
in a project [46]. According to the ISO 19650-Guida from UK BIM Alliance [21], the BS
EN ISO 19650 series is an international standardoofd practice that defines information
management principles and requirements within adepcontext of digital transformation in
the construction and asset management industries.aim of ‘BIM according to the ISO
1950 series’ is to get benefit from clearly defirsgcification and delivery of just the right
amount of information (including components, builgs, infrastructure and systems)
concerning key decision points within the lifecyotean asset. A successful implementation
of information management that complying with ‘Bidcording to the ISO 1950 series’ can
be characterized as: (1) clear interpretationHeribformation needed by the appointing party
and lead appointed party, and for the standard#jods, processed, deadlines and protocols
that associated with the production (2) the quaatitd quality of information produced being
just sufficient to meet the defined information uggments (3) efficient and effective transfer
of information among different parties (4) informadd timely decision making [21]. At a
project level, there are various types of informatrequirements and information models
from different project stages, such as organizatiomformation requirements (OIR), asset
information requirements (AIR), project informationequirements (PIR), exchange



information requirements (EIR), asset informatiomd®l (AIM) and project information
model (PIR). The hierarchy and relationships betweeformation requirements and
information models are defined in Figure 1 belloanfi ISO 19650-1 [47]. In the context of
information requirements between property valuatond AEC projects, at the start of a
project delivery process, an AIM can be developasked on AIR considering the managerial,
commercial and technical aspects that related tpety valuation. Based on relevant
information requirements that transferred from AiMPIM, progressive development of the
design model into virtual construction model wid lmade in the AEC projects. At the end of
the project delivery process, the information regmients are transferred from PIM to AIM
which can support informed property valuation.

Interested parties’ Appointment information

. . . . Information deliverables
information requirements requirements

Organizational W

. = Asset Information 3z .
Information 3 . M Asset Information
. B Requirements 2}
Requirements =1 (AIR) = Model (AIM)
(OIR) b
Contributes Contributes Contributes
to to to
Project e Exchange .
Information - ._?; Information E Project Information
Requirements °z Requirements = Model (PIM)
(PIR) g (EIR) Q

Figure 1: Hierarchy of information requirementgpfaduced according to Figure 2 in ISO
19650-1).

2.3Machinelearning

Machine learning (ML): a sub-field of Artificial telligence, is defined as ‘A computer
program is said to learn from experienEewith respect to some class of taskand
performance measum®, if its performance at tasks i as measured by, improves with
experienceE’ [48]. Machine learning focuses on creating altforis or programs that enable
computational systems to learn from data on thein ¢49]. A machine learning system
typically has three major components — data, moaeld learning. The core of the process is
to fit data to a model and train a function appneation algorithm (Hypothesis) based on
certain performance criteria. According to Mitch@li8], the basic design of a machine
learning system can be classified into 4 main stéfgschoosing the training experience; (2)
choosing the target function; (3) choosing a regmegtion for the target function; (4)
choosing a function approximation algorithm. Thpi¢gl ML process is illustrated in Figure
2 below, in which the training data provides treirting experience that the ML system will
learn from. The model performance referring to tdrget function that determining exactly
what type of knowledge will be learned and how thifl be used by the performance
program. After the definition of target function @del performance), a model representation
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(Learning algorithm) will be proposed to descrilbe target function. Finally, a function
approximation algorithm (Hypothesis) will be leadnieom the training examples based on a
specific performance criteria. ML tasks can be gsifasl as: supervised learning
(classification or regression), unsupervised lewyni(clustering or association) and
reinforcement learning (reward based). Typical Miplecations are well known as follows:
Self driving cars, Web search, recommender systigmamic pricing, fraud detection, spam
filters, ad placement.

feedback — — — — Model performance

I
I
v

—»| Learning algorithm

Testing data

Figure 2: Typical Machine Learning process.

Training data  f

Ensemble learning is a machine learning method hwis&en obtain high performance for
testing, of which multiple base learners are trdiaed combined for the same task. It has
been widely used in various applications such ag gxpression analysis, text categorization,
bankrupt prediction etc. According to Yun [50], theare three fundamentals of ensemble
learning: (1) the strategies to train each of bl@seners; (2) the combining methods of
multiple base learners; (3) the critical factoryvatue the success of ensemble learning model
(the bias-variance decomposition). Bagging and Bogsare two representative ensemble
methods. In bagging, base learners are trained parallel manner. Each base learner is
independently trained on resampled training setchvis randomly chosen from the original
training set [10]. The data resampling techniqusuegs the uniqueness of each base learner,
which gives bagging ensembles the ability to sigaiftly reduce the variance. Therefore,
bagging ensembles are devoted to unstable leantech suffered from large variance such
as neural networks [51]. In boosting, base learasrssequentially trained where the first one
is trained on the whole training set and the follaywne is trained based on the performance
of the previous one [10]. Boosting ensembles caluage the bias significantly. Difference
between bagging and boosting methods is explamé&ture 3 and Figure 4.
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The gradient boosting regression (GBR) model fapprty valuation used in this paper
belongs to boosting ensemble method. Typically;aalignt boosting regression (GBR) model
is constructed in two steps, the details are erpthin Table 2 below. First, weak learners
fo(x) are initialized and generated in a sequentiaksiythere a new weak learner is trained
based on the error of the whole ensemble learfdrsdhe logic behind is to produce the new
estimators to be maximally correlated with the mniega gradient(r;,,) of the whole
ensemble’s loss function. Second, the base leaarersombined ag (x) to do prediction
through weighted averaging method. GBR machine® l&own great success in various
domains (computer-aided medical diagnosis, energgligtion and face recognition) as they
often provide high predictive accuracies. The madvantage of GBR ensemble is its
flexibility and extensibility, since researchersiazhoose different classifiers (linear models,
decision trees, instance-based, Bayesian or rideebkearners) to train the base learners and
customize their loss functions with regard to spedasks. Besides, the ensemble provides
several hyperparameter tuning options (the numbdioosting iterations, learning rate, the
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maximum depth of individual estimators) that matk#eixible to use. However, GBR model
Is essentially a greedy algorithm and can overfiaming dataset quickly with the number of
base learners increasing. Therefore, it is necgs$sarse regularization to ensure the model’'s
generalization capability.

Inputs:
Training dataset: D = {;, 1), (X2, ¥2), ..., (xy, Yn )} ; LOSs functionL(y, f(x))

Algorithm:

1. [Initialize fy(x) = arg miny Y-, L(y; ,Y)
2. Form=1toM:
a) Fori=1,2,...Ncompute the negative gradient:

o = [0
” AC N VI

b) Fit aregression tree to the targets giving terminal region®;,,, j=1,2,.../Jp,

c) Forj=1,2,...], compute:

Y = argming > L0 fua () + 1)
XiER]'m

d) Updatef,,(x) = fn-1(¥) + 27 Yjonl (x; € Rjm)

3. Outputf(x) = fy(x) =M _, Zfﬁﬂjml(xi € Rjm)

Table 2: Gradient tree boosting algorithm.

Genetic algorithm (GA), which simulates the evauotry process of Darwin’s biological
evolution theory, has been widely used for multrapaeter optimization problems and non—
linearization problems [52]. GA is essentially auhstic search algorithm which typically
performs the search process in four steps (as showigure 5): (1) set initial population for
real problems; (2) check the fitness criterion valch member of the population; (3) parents
selection with higher fitness values; (4) perfomossover and mutation operators to product
new offspring for the solution [53]. One criticdement of GA is to choose the right fitness
function which defines the ability of each chrommsoto solve specific real problems. In this
paper, GA is used for searching the optimal traideetween diversity and accuracy of GBR
ensemble model, as the high model complexity amdrslity usually lead to overfitting and
the low one lack of accuracy.
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YES—{ Problem Solved

NO

¥
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Y

Crossover

Y
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Figure 5: Diagram of simple genetic algorithm.

2.4Construction 4.0

While there is still no agreement on a universéiniten for Industry 4.0, it was described as
‘a shift in the manufacturing logic towards an emsingly decentralized, self-regulating
approach of value creation, enabled by conceptstectthologies such as CPS, Internet of
Things (loT), Internet of Services (10S), cloud qauting or additive manufacturing and
smart factories’ [54]. Embracing the current treoid automation and data exchange in
manufacturing technologies, the digital transfoioratunder Industry 4.0 is radically
transforming industry and production value chaw#h the aim of achieving efficiency,
safety, transparency, cost reduction and produgtivhcreases through automation,
integration and computer-supported collaborativekimg [55]. The termConstruction 4.0,
derived from the broader conceptlinrdustry 4.0, mainly focuses on the application of
computer and cyber-physical systems (CPS) techiesog construction industry [56]. It
requires to transform the construction industry amg the # industrial revolution that
involves digitization of the construction industand industrialization of construction
processes [57,58].

While construction professionals showing increaae@reness and willingness to embrace
this digital revolution, there are still challengesch as the complexity and heterogeneous
feature of construction projects, the uncertaintgrdangible and intangible constraints in the
individual projects, a highly fragmented supply ichand low-efficient information exchange
process caused by the isolated information ‘islaadiong different stakeholders and
participants [59]. Digital technologies (Figuresi)ch as IoT, cloud computing, 3D scanning
and augmented reality, BIM and Machine learning/ @asignificant part in addressing these
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issues. Leveraging fusion of various technologaas rovide significant improvement in the
productivity and profitability, which constructiandustry seeks the most [60]. For example,
the integration of BIM and cloud computing has besgtognized as the second generation of
building information management development anelxisected to achieve a greater level of
digitalization and collaboration. First, cloud-Blt¥ata can be accessed using various mobile
devices such as laptops, tablets and smartphongsnanand anywhere, enabling timely
access to updated information, improving decisi@kimy and ensuring project delivery [61].
Second, cloud computing and BIM technologies, alovith data stored on the Cloud,
provides a real-time and collaborative environmfemt various project stakeholders from
different locations [62].The integration of BIM and augmented reality (AR)eaxtremely
helpful for supporting complex construction tasksd &acilitating decision making. For
instance, the merge of BIM and AR could provide igidv presentation of geometric
information for operational and managerial taskiowang one to visualize how the design
fits on-site before construction takes place, martagonflicts and checking safety problems
during construction [57,63]. Besides, the integtaBiM and AR could also provide non-
geometric information (material information, riggiorders, construction schedules) on tasks
and relevant building components, and thereforeaecd the quality of construction works
[64,65].

Cyber physical systems (CPS), which provide clas®raunication and interaction between
cyber and physical components, is expected to playmportant part in the design and
development ofConstruction 4.0. According to Boyes [66], cyber physical systei@®§) is
defined as ‘A system comprising a set of interarphysical and digital components, which
may be centralized or distributed, that providesca@nbination of sensing, control,
computation and networking functions, to influenmetcomes in the real world through
physical processes’. While both the conventionérimation and communications system
(ICT) and CPS focus on processing data betweetat@nd physical components, CPS pay
particular attention on the control of physical gges to produce positive outcomes [56].
BIM, as a mutual channel for information exchangeag operators during the lifecycle of a
building, can serve as a complement to CPS thapstuphe increased digitalization
requirements in CPS [67]. The
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Figure 6: Digital technologies support the ‘Constion 4.0'.

importance and benefits of integrating BIM and ARSe been stressed by several authors.
For instance, Ying et al. [68] proposed a cybersatal based intelligent structural disaster
prevention system based on BIM platform, in whidiviBand 10T technologies are adopted
for constructing the cloud architecture of CPS.W\the development of 5G technology in
terms of stable, reliable, real-time and securetvew communication, the proposed
comprehensive system integration is expected toewaeha high degree of integration of
monitoring, identification and control, and thenefoto improve the real-time and accurate
intelligent monitoring of structural disaster pratien. Bonci et al. [67] proposed a BIM and
CPS integration for automatic building efficiencyomitoring, in which digital models
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developed as BIM which serves as the mirror of ghgsical system and stores the actual
performance recorded by the building during operaphase. As a result, BIM works as the
repository of information over several phases eflibilding lifecycle and keeps the facility at

high performance levels and support informed decisnaking.

The emergence of IoT, Cloud computing, BIM and @PR8g an exponential increase of data
(structured or unstructured) in the constructiatustry, including texts, geometrics, images,
videos and sounds, which needs to be processegydda technology (including ML) [69].
With the technological advancements focusing oonrmfation modelling, the advent of Big
Data era has encouraged a large amount of researBlig Data applications in construction
industry. Innovation use of data and Big Data anzdy methods have played significantly
positive effects on knowledge discovery in condtacby automatically discovering hidden
knowledge from Big Data repositories. Typical daening methods or algorithms for
prediction tasks are NN-based (ANN, RNN, LSTM), resgion (SVM, MLR), DT-based
(boosting tree, decision tree and random foreggpdearning (CNN, DBM-SoftMax) and
others. While most studies focused on one or m@tira data mining methods, only a small
group of studies developed improved methods by @amdp several methods and ensemble
models generally produce better performance thdividual methods [70]. For example,
Cheng et al. [71] designed a multilevel Apriori@ighm based on genetic algorithms, which
combines the two algorithms to extract the assotiaules of construction defects. Yu and
Lin [72] introduced a variable-attribute fuzzy atlae logic control network (VaFALCON) to
solve issues of mining incomplete construction d#eacording to Yan et al. [70], the
application of Big Data in construction industryshdrawn international attention of both
academics and practitioners. Data mining (DM) apions in construction industry are
classified into 9 main fields such as building gyeconsumption, cost estimation, safety
management, building design, framework establishnam others. In the 119 selected
articles, DM applications on building energy iskad at the top with 33 articles related, only
9 are related to framework establishment. It iathd that there is no framework
establishment research related to the integratiddiM and machine learning. As the amount
of data in BIM is rising exponentially, data anadgtconcepts and tools integrated with BIM
might bring added value and produce revolutionafluence on industrial practices, but it
exists a significant gap in the property valuation.

3. Research M ethodology

In this section the general methodology througls tieisearch will be described. While it
contains certain elements of both positivism an@rpretivism, the pragmatism research
philosophy has carried out throughout the lifecyofethis research. For pragmatists, the
nature of the research question, the research baokd) and likely research consequences are
the main driving forces determining the methodatafichoice [73]. Generally, both
quantitative and qualitative research methods aklied by pragmatists. According to
Saunders Mark and Phiip [74], this study uses &ghlgrintegrated mixed research methods
that contains both quantitative and qualitativehods at the fundamental database collection
stage and quantitative methods through the dattysaamastage. With regard to research
strategies, the archival research, experiment asd study are selected. The archival research
is deployed by using the existing information anchaved research documents, projects and
industrial standards. The experiment method is tisemmpare the predictive performances
between the traditional machine learning model #mel proposed GA-GBR model. To
evaluate the proposed BIM-ML framework, the caseymethod is proceeded.
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To improve information exchange between propertyatson and AEC projects and support
automated property valuation, the research desigyuie 7) follows the principles of design
science research (DSR) methodology [75], which estgya series approach:

S—
Archival House Trade Data Prenrocessine .| GA-GBR Machine
Research Data ata Frer e | Learning Model Training

\ 4 A 4

Parameter Smart Valuation
Identification Engine

} W

. BIM Exfrac alue- v .
Holistic Data Extended . . xracted value Print Valuation
. > o > Information Related Specific BIM API
Interpretation IFC Schema . . . Results
Extraction Information
T l A A l
Design, Construction
Input IFC . . W L
n‘pu Extended IFC File ————————— Operation and [€—— optimization
Schema .
Maintenance

Figure 7: A BIM-ML framework for automated propektgluation.
1) Problem explication

The related problems have been explained in thhedattion and literature review section
which illustrated that the value-relevant desigfoimation existed in AEC projects has not
been widely used for property valuation, and them need to improve information exchange
between AEC projects and property valuation. As ¥b&ime of data in BIM is rising
exponentially, the use of BIM and artificial inigitnce information technologies has been
recognized as a revolution in construction indysbyt it exists a significant gap in the
property valuation field.

2) Requirement definition

To identify the required information within the ntemed context, according to Building

infrastructure Axiology, the building object hiechy related to property valuation was
provided. The value-relevant attributes or propsrtior property valuation were achieved
through quantitative analysis of 174 achival docoteencluding research papers, practical
projects and industry standards.

3) Design and development

IFC extensions including related building objectitegs and properties were developed based
on the required information for property valuatiokfter that, the required value-specific
design information were extracted automaticallynfran IFC-based BIM instance model to
support property valuation. In the meantime, the RGBnd GA-GBR model were
experimented with traded property data in Ameriozal estate market and model accuracy
and predictive performance are comparBoe advanced valuation model based on genetic
algorithm optimized machine learning serves aswonaated valuation engine for property
valuation.

4) Evaluation
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The proposed BIM-ML integration framework for autated property valuation was tested on
a case study using a BIM model of a duplex housse®if it meets the requirement defined
in this paper.

4. Automatic I nformation Exchange between AEC Projects and Property
Valuation

In this section, the target information will be miiied including building object entities and
properties. IFC extensions based on the targetnrdton will be developed. After that, the
required value-specific design information is egteal automatically from an IFC-based BIM
instance model using an information extraction atgm. The workflow of this section is
displayed in Figure 8 below.

Input IFC
Schema
; i
5 BIM Exir V -
Parameter Holistic Data Extended . . R a.ue
; 7 > ; —> > Information Related Specific
Identification Interpretation IFC Schema : .
Extraction Information
F Y
) v
Archival
Research Extended TFC File

Figure 8: Workflow for IFC extension developmentdarquired information extraction.

4.1 The fundamental database inter pretation using | FC concept

To provide an overview of the value-related desigiormation for property valuation, a
partial building object hierarchy in the Buildingfiastructure Axiology (Build-Infra-Axio)
was displayed in Figure 9 [76]. The Build-Infra-Axis theoretically founded on the basis of
Hartman’s formal axiology, which introduced a waydquantify the value of an object based
on its properties [77]. For example, a ‘good’ dsbould have all the properties (fire rating,
security rating, infiltration, self-closing etc)moected to the concept ‘door’.

According to our previous archival research of @&dearch documents including research
paper, projects and industrial valuation standatus|ist of value-relevant building properties
was explained in Table 3. The required informatias been classified into 6 different types
of information related to property valuation: infeaition related to environmental quality,
social and economic quality, functional qualityp@ess quality, technical quality and site
quality [3]. Information included in traditional bding survey is compared with information
required for sustainability assessment and infaomatachievable within BIM related
processes. The column A in yellow color stands ifdormation needed for traditional
property valuation. The column B in green color ngeanformation needed for green
assessment. The column C in dark red stands fomation can be defined and developed in
the BIM related platform (design, planning, opeyatand maintenance phases), which is the
core for automated partial information exchangepfaperty valuation. The column D in light
red means information needed by both property vaini@nd green assessment.
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Figure 9: Partial building object hierarchy relategroperty valuation referring to the
Building infrastructure Axiology.

Type of Subtype Performance indicator and attribute | A | B | C | D
Information
Local Environmental Climate Change
Impact

Noise from transport service and
building service equipment, water
pollution, land contamination,
electromagnetic pollution

Environmental Soil Characteristics
Quality Land Use

Pollution

Layout, size, inclination, topographyf

Rainwater use

Sustainable Resource Green area

Sunlight/Shading

Waste Water Volume Waste water disposal

Policy and economic situation

Demographic structure and

Social and development
Economic . A ) -
Quality Commercial Viability| - purchasing power, letting prospects

expected rates of return

Rental growth potential, inflation
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expectations, rental payments, othe
payments

Payments for construction, acquisitio

disposal, payments for operating cos

marketing / letting fee, payments fo
revitalization

Number of tenants, Duration and
structure of rental contracts

Vacancy rate, tenant fluctuation

Safety and Security

Location regrading natural hazards (r
of floods, landslides, collapse)

Lifecycle Cost

Water demand and price, energy
demand and price

Indoor Air Quality

Low emitting materials

Acoustic Comfort

Noise reduction

Visual Comfort

Sufficient natural light

Flexibility of use (residential, office,
medical practice), adaptability to use|

Wheelchair accessibility

Wheelchair accessible washrooms|

Flexibility and
Adaptability Usability of outside space
Elevators (for all stories or not)
Wide doors and wide halls
Functional Floor plan, storey height
ualit o
Quality Green certification
Brand Value -
Famous designer
User Control Individual temperature controls
Design/Aesthetic Architectural quality, Holistic
Quality monument
Sustainability Aspects Ecological construction materials, risks
in Tender Phase | and impacts for the local environment
and residence
Documentation for | Documented maintenance and servic
Sustainable activities
Management
Process . . o .
Quality Urban Planning and| Public accessibility, quality of layout

Design Procedure

Construction
Process/Site

Quality control during construction (air
tightness, thermography, sound
insulation)

FM-compliant
Planning

Maintenance management

Basic Information

Structure, age, size, construction typ
main construction materials

Availability of green roofs/green
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facades

Degree of revitalization

Building equipment and appliances

Sound Insulation Noise protection techniques and
components

) Heat insulation
Quality of the

Building Envelope Moisture proofing of the thermal
building envelope

Ease of Cleaning | Ease of conducing cleaning, buildin
Building Componentg services and maintenance works

Technical Recyclability and Ease of recovery and recycling,
Quality Energy efficiency efficiency of heating ventilation, air
conditioning, rainwater use
Immission Control External and internal accesgipili
Infrastructure Fitness
Quality of Indoor and Balcony, storage space

Outdoor Spaces

Clear arrange routes for escape

Protection against burglary

Fire Protection

Safety and Security|  Quality of sanitary and electronic

fixtures

Structural safety

Durability of building components

Local Environment | Visual context, building permission af

and Policy planning regulations
Site . .
i Transport Access Public transport, parking
Quality
Amenities Area and distance to facilities

(shopping, social and medical)

Table 3: Holistic analysis of value-relevant attributes pooperty valuation.

After the required information identified, IFC er&on for property valuation was developed
to cover additional value-related concepts. To meprinformation exchange among different
software sources between AEC projects, industryndation classes (IFC) was created by
buildingSMART as a dominant non-proprietary exchafgmat [78]. Examples of research
and projects to develop IFC extensions were pudtishin the literature: IFC for roads,
bridges, tunnels, tendering, design change manageand integration with GI§0,79-83]
The main two steps for developing IFC extensionslves: (1) identifying and analyzing the
building object entities and property sets thatpsupproperty valuation in the existing IFC
schema (IFC4-Addendum 2); (2) searching and adthegmissing, but necessary, value-
relevant entities and property sets to IFC4. Culyethe most updated official IFC schema is
IFC4-Addendum 2 from ISO 16739-1:2018 [84]. Thest@rg IFC schema contains building
objects [fcWall, Ifcwindow, IfcSair, IfcSab, IfcDoor, IfcCuirainWall etc) and the property
sets of each building object Pget WallCommon, Pset ConcreteElementGeneral,
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Pset_ WindowCommon, Pset_EnvironmentallmpactValues etc). Some of these property sets
can be used for property valuation. For instanca)Vater Consumption,
RenewableEnergyConsumption and ClimateChange in Pset_Environmental ImpactValues of
IfcWindow and IfcwWall can be used to perform property valuation fromtasnability’s
perspective.AcousticRating, FireRating and Thermal Transmittance in Pset_WallCommon
can be used to perform property valuation abouldimg functional quality. However, to
support a holistic property valuation including tsursability assessment, there is a need to
extend the IFC schema including additional entit{@sater supply, soil, parking) and
additional properties of each entity. Therefore, iuilding system should not only cover the
basic building objects infcProduct schema, but also includes a variety of external
environmental elements and sustainable features paltial proposed entities to be added in
the IFC extension are displayed in an entity irthade diagram in Figure 10. For example,
the existing entity IfcGeographicElement is developed to include subtypes such as
IfcSoilElement, IfcLandscapeElement, |fcWaterBodyElement and IfcHabitatElement to
support assess the environmental quality surronedtilding.IfcSteElement is a new entity
added to the IFC schema to represent facilitiesideitthe building that support several
activities such as parking and waste collection.

IfcRoot |
— IfcObjectDefinition |
— TfcObject |
IfcProduct |
{ TfcElement |
— IfcCivilElement | I IfcGeographicElement |
- IfcRoadElement | H TfcSoilElement ]
LtcBridgeElement | [fcCandscapeElement
riclunnelblement I —{ IfclrrigationElement |
- IfcTrafficControlElement | _MMM_,
- IfcWaterSupplvElement
[TfcSewerageElement ] IfcWaterBodvElement ]
— IfcWetlandElement |
ItcSiteElement | —{IfcLakeElement |
—{TfcExteiorLightingElement | —LIfcRiverElement |
—{ TfcWasteCollectionElement | — IfcPondElement |
—{ IfcPlaygroundETement ] TFcHabitatElement |
— IfcParkingFlement TFeGrasslandElement
—{ IfcVehicleSpaceElement | | [TfcForestElement I

—{ IfcBicycleSpaceElement

[ 1 Existing entity in IFC4-Addendum?2
[ 1 Proposed entity to add

Figure 10: Proposed entities to add in the IFC szhe

A set of property sets are proposed to be addesht¢t of the building objects to support
sustainability assessment in property valuatior. iRstance, the property of low emitting
material needs to be added in tP&et_WallCommon to evaluate the indoor air quality of a
building, which might have an influence on the quat well-being and work productivity.

Examples of properties proposed are shown in Téblene classification of the information

type of each property is referring to the develogath template in Table 3.
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Property name Value Template Description Infor mation type

RecycledMaterial | IfcPositiveR | Single Value The ratio of the cost of Process Quality
atioMeasur materials with recycled
e content, which equals to the

sum of postconsumer recycled
content, to the total cost of
materials of the objects [85].

Airlnfiltration IfcReal Single Value The volumetric flow rate of| Functional Qualityj
unintentional or accidental
introduction of outside air intq
a building [86].

Soundinsulation IfcReal Single Value | The effectiveness of a surface Environmental
material in absorbing sound Quality
(87]
Cost IfcReal Single Value Recycled non-hazardous Social and

construction and demolition| Economic Quality|

debris to the total volume (o

weight) of materials of this
object. It expresses the tota
estimated construction cost ¢
the object [85].

=+

LowEmittingMater | IfcPositiveR | Single Value The ratio of the volume or| Technical Quality
ial atioMeasur weight of materials with low
e VOC emissions into indoor air,

as within the VOC limit in
applicable regulations, to the

total volume or weight of
materials of this object [85].

Table 4: Partial set of properties added inReet_\Wall Common for property valuation.

4.21 FC-based infor mation extraction development

To extract required information elements about dog objects and their attributes for
property valuation, information exchange betweenCAfrojects and property valuation is
delivered through an IFC-based information extmactalgorithm. In an IFC-based BIM
instance model, the required information definedha IFC data structure is the globally
unique identifier number (GUID), the attributeshafilding objects including building object
names and types, the property sets names andnibmiinal values of building objects. To
develop an IFC-based information extraction al¢ponitit is necessary to understand the types
of information elements and their relationshipsatesnifcObject andIfcProperty in an IFC-
based instance model. Referring to IFC4-ADD2 schéfo@bject andlfcProperty are linked
directly and indirectly. The relationships betwdbam are displayed in Figure 11 and Figure
12 [84]. On the one hand, they are directly linkieughlfcRel DefinesByProperties (Figure
11) — an objectified relationship that defines thkation between objects and property sets.
On the other hand, they are indirectly linked tlytoufcRelDefinesByType (Figure 12).
IfcRel DefinesByType defines the relationship between an object typk @rect occurrences
which can leverage a one-to-N relationships.
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Figure 11: Direct relationships betweiérObject andifcProperty in IFC4-Addendum 2.
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ifcGloballyUniqueld ifcOwnerHistory | ifclable | ifcText |
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HasProperties S[1:?]
inheritance ifcTypeObject ¢—— ifcTypeProduct ifcElementType ifcBuildingElementType ifcWallType
—RelatedObjects S[1:?] —
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Figure 12: Indirect relationships betwa&Object andifcProperty in IFC4-Addendum 2.

The IFC-based information extraction algorithm wdsveloped on python 3.7 using

IfcOpenshell-python module onPycharm software [88]. The flowchart of the IFC-based
information extraction algorithm that extractingethequired building entities and properties
directly and indirectly is illustrated in Figure .1Bhe extraction process can be classified into
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eight steps: (1) it will iteratively go through théfcRelDefinesByProperties and
IfcRel DefinesByType instances until all required data instances at@aeted; (2) it will extract
all the ID numbers oiffcObject andlfcPropertyset or IfcTypeObject from instances extracted
in step 1; (3) it will find instances dfcObject, IfcPropertySet and IfcTypeObject based on
ID numbers of instances extracted in step 2; (djilitextract ID numbers offcPropertySet
and IfcProperty instances from step 3; (5) it will find instance$ IfcProperty and
IfcPropertySet based on ID numbers extracted in step 4; (6) lit extract ID numbers of
IfcPropety instances from the extractedicPropertySet instances and find instances of
IfcProperty based on ID numbers dficProperty instances; (7) it will extract object names,
object types, property names and property nomiahkles from step 3, step 5 and step 6; (8)
the duplicates of the extracted object names, bljgres, property names and property
nominal values will be compared and removed.

T

2) Extract ID numbers of 1) Extract instance information Initialize parameters 1) Extract instance information 2) Extract [D numbers of
IfcObject and IfcTypeObject | of IfcRel DefinesBy Type < and Import IFC — of [fcRelDetinesByProperties — 1fcObject and IfeProperty Set
instances from step( 1) instance model instances trom step( 1)

|

v ¥ ] v
3) Find instances of 3) Find instances of TfcObject 7) Extract object 3) Find instances of 3) Find instances of
TfcTypeObject based on TD based on ID numbers of » names and object types |¢ IfcObject based on 1D 1lcProperty Set based on 1D
numbers of it TypeObject HeObject instances Trom step(3) numbers of IfcObject numbers of LicProperty Set
instances instances instances

[ 7
4) Extract 1D numbers of 6) Extract 1D numbers of 7) Extract property names 7) Extract property names 4) Extract ID numbers of
IfcProperty Set instances from IfcProperty instances from and property nominal and property nominal ifcProperty instances from
step(3) the extracted values from step(6) values from step(5) step(3)
[fcPropertySet instances

!

5) Find instances of

} i )

5) Find instances of 6) Find instances of’ 8) Remove object names, object IfcProperty based on 1D
TfcPropertySet based on TD TtcProperty based on TD types, property names and property f““'“bc” of IfeProperty
numbers of IfcProperty Set numbers of TfcProperty nominal values if existed in one of instances

instances instances the instances in the predefined list

Figure 13: Flowchart of the IFC-based informatiatraction algorithm.

An example of the application of the developed Ba3ed information extraction algorithm
to extract required information through thelfcRelDefinesByProperties and
IfcRelDefinesByType instances is explained in Figure 14. First, l&Rel DefinesByType
instance with the ID number of #442681 andlfaRel DefinesByProperties instance with the
ID number of #563 were extracted. Subsequently,Ithaumbers of anfcObject instance
(#215), anlfcPropertySet instance (#558) and dificTypeObject (#551) were extracted from
instance (#442681) and instance (563). Secontfcdall instance (#215), akicPropertySet
instance (#558) and amfcWallType instance (#551) were found by the algorithm.
Subsequently, the ID numbers of twécProperty instances were extracted from the
IfcWall Type instance (#551) and tHécPropertySet instance (#558) respectively. Third, an
IfcProperty instances (#554) and &ficProperty instance (#557) were found by the algorithm.
After that, the object name (Basic Wall:300_22 wan8Bwand_12-140-12:7326535),
object type (Basic Wall:300_22 wand_HSBwand_12-12(r011920), property names
(FireRating and LoadBearing) and property nominal value If¢Label('60") and
IfcBoolean(.F.)) were extracted with removed duplicated daten the IfcObject instance
(#215), thdfcProperty instances (#554) and thieProperty instance (#557).
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(1) extraction based on direct relationships
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(2) extraction based on indirect relationships
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Figure 14: An example for using the IFC-based imi@tion extraction algorithm.

An example of an extracted information item foruiegd information extraction is displayed
in Table 5.

Instance Object name Object type Property name Property nominal
GUID value
215 Basic Wall: 300 22 Single Value FireRating IfcLabel (‘60"
wand HSBwand
12-140-12:
7326535

Table 5: An example of an extracted informatiomite

5. Genetic Algorithm Optimized Gradient Boosting Regression Ensemble
Model (GA-GBR)

In this section the methodology of GA-GBR modellvoié described. As explained earlier,
the gradient boosting regression (GBR) ensembleembdlongs to a boosting ensemble
machine learning. The proposed GA-GBR model creat@smber of base learners (the weak
classifiers) and their associated sequence of amatibn using the genetic algorithm [89].
The GA uses fitness function to limits the numbiebase learners, which gives the GA-GBR
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model a better interpretability over other boostiegsemble algorithms. It has been
recognized that a good ensemble depends on theidodl learners being as accurate and
diverse as possible. However, generating diverdwidgtual learners is quite challenging as
the individual base learners are usually highlyelated for dealing with the same training
data. This means the more accurate individual &arrare, the less diverse they are.
Therefore, the success of a GBR ensemble is ealgntibout getting a good tradeoff
between the accuracy and diversity of individuaebbearners. To encourage the diversity of
an ensemble, the basic logic is to inject someisgtimechanisms into the learning process.
There are four typical effective methodsanipulation of training data, manipulation of
input features (the random subspace methoatgnipulation of learning parameters and
manipulation of output representation [90]. The optimal method of GBR diversity in this
research belongs to manipulation of input featwrsiag genetic search. For data with a big
number of input features, input feature maniputatieethod often gives a good result.

Implementation of the proposed GA-GBR model hasdhphases (as shown in Figure 15):
base learner initialization, problem encoding aadeaiic search. Details about each phase will
be described next.

5.1Baselearner initialization

The objective function of an individual base learigeto learn a mappinfi(x) between the
input feature vector and the prediction output @ewrice). GBR ensemble combines
multiple base learner§,(x;) to generate a strong moddlx), which is displayed below.
There are three common base-learner models: limealels, smooth models and decision
trees. The base learners in this research useiaetises of same sizes which are good at
handling mixed types of data and modeling compigctions.

fGO= izt fin (x) (2)

Typical loss functions for regression model are €3&@anL, loss function, Laplacé; loss
function, Huber loss function and Quantile lossction [91]. After initial testing on the GBR
model, it had the best prediction accuracy with étubss function. The Huber loss function
used in this study comprises two partsLpfandL, loss function, which is illustrated as
follows:

;v = f(0))? ly—f)I <6

s(ly = fOI=3) ly—f@)I>6 €)

L@f@D={

wheref (x) are base learner8,is used to define the robustification effect af thss function.

The genetic algorithm makes use of a pool of tihibhase learners which are trained as a
priori, to avoid regenerating them in successiveegations of GA optimization [92].
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Figure 15: Framework of the GA-GBR model.

5.2Problem encoding

There are several ways to encoding a problem inetgeralgorithm, such as binary
codification, decimal, hexadecimal and so on. Tasgearch uses binary encoding to represent
the solutions. As mentioned earlier, to encouragediversity of base learners without losing
accuracy, input feature manipulation method oftereg a good result when the training
datasets have a big number of input features. ®Hection of experimental datasets in this
research has 56 input parameters (details willkpéaaned in Section 6.1).

In the GA-GBR model training, each chromosome & plpulation represents an individual
which has all the input features of the trainingadégshown in Figure 16). The size of the
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chromosome is decided by the 56 input featuresexamples, parameter A represents house
size and parameter B represents central heating.

56 input features

Lo 1|10 ... |..|1

A B C
Figure 16: Binary encoding of chromosome.

5.3Genetic search

As mentioned in section 2.3, Genetic search caneisthree main steps: (1) initial population
generation; (2) fitness function definition; (3)exion, cross over and mutation.

1) Chromosome

When dealing with a real search problem, the sepermeters need to be encoded and
represent the problem as a function objectivehis tase, the chromosome is represented by
the 56 input parameters with each feature has tffereht values 0 and 1 (O represents false,
1 represents true). While the big size of popuiatadten increases the diversity of the
population, but also harms the speed of genetickea

2) Fitnessfunction definition

Fitness function is defined in GA to assess thétylof a chromosome to solve the problem.
In this research, the regression accuracy meas@ffigient of determinatioiR?) is set as
the fitness function of the genetic algorithm. dpresents the proportion of variance that
produced by the independent variables in a madbaraing model and explains how well the
model fits the training data and the generalizatbrthe modelR? function is defined as
follows:

2 AN 14 Z?=1(3/i_§’i)2
REG9) =1- 55057 ()

wherey; represents the predicted value of iffesampley; is the corresponding true value,
— 1 A
y=-Xityi andXin (i — 9)° = iy €.

3) Selection, crossover and mutation

Parents are selected based on their fithess vatlsmosomes with highé? are more
likely to be parents of new generations. Tournansetéction and roulette wheel selection are
two popular selection methods. This study usesdtkette wheel selection method.

After parent selection, 2-point crossover methoghesformed between two chromosomes.
Each crossover point is set on the boundary betwbhentwo chromosomes below. For
example, binary string between the two crossovertp@f chromosome 1 and the rest part of
chromosome 2 are copied to make a new offspringashn Figure 17).
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Chromosome 1 | 1 0 | 0 | | | |

Chromosome 2 | 1 1 0 | | 0 | 0 0 | 1 0 | |

Offspring 1 1|0 _ 0 110 |« —

Figure 17: 2-point crossover method.

The last operator of genetic algorithm is mutatidnch randomly chooses a point in one bit-
string and inverts the value of selected bit (frbte O or from O to 1). Mutation can occur at
each point of chromosomes with small possibilitytation rate between 0.5%-1% normally
gives better performance of GA search [93]. Opesatoth big mutation rate often have
strong ability to generate new offspring and préyeemature convergence of genetic search,
but also may harm the stability of population stuve.

The parameters in GA in this research are explamé&action 6.2 (GA-GBR model training).

6. Empirical Studies

6.1 Data preparation

The experimental data was collected from public mree learning datasets collection on
Github website, 18597 traded houses were selected frooada2000 to December 2017 in
40 different cities of USA. Each property data @ams 56 property attributes including total
area, living area, garage type, garage size, fm@hroom, fireplace, number of bedrooms,
carport area, built year, stories, central coolocentral heating and address (different cities).
The details about the property attributes weresttated in Table 6. Continuous, categorical
and binary attributes were applied. For exampl@tinaous attributes contained total area,
living area, garage area, built year and house pFeplace, pool, central heating and central
cooling used binary variable, garage type had thetegorical types: attached, detached and
none.

Attributes Description

Total area Size of property in square meterg)
Living area Size of living area in square meterg)
Garage area Size of garage in square metems)(

Pool Whether have a pool or not

Attached garage Whether have attached garage or not
Full bathroom The number of full bathrooms
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Fireplace Whether have a fireplace

No garage Have no garage

Bedrooms The number of bedrooms

Carport area Size of carport area in square meteary (
Built year The built year of property

Stories The total number of stories

Half bathroom The number of half bathrooms

Central cooling Whether have central cooling systemot
Central heating Whether have central heating systemot
Detached garage Whether have detached garage or not
City The name of cities

Table 6: Property attributes.

The descriptive statistics (Table 7) displays tleiability within the data. The average
property size is 213618 with three bedrooms. The average house price 238701 and
standard deviation of house price is $343382.92.

Attributes Minimum Maximum Mean Standard Deviation
Total area 128 12448 2136.8 928.39

Living area 124 9806 1994.84 850.66

Garage area 0 8318 455.24 244,12

Carport area 0 7201 41.29 170.23

Bedrooms 0 7 3 0.98

House price 626 21041998 412567.01 343382.92

Table 7: Descriptive statistics of attributes.

6.2GBR and GA-GBR model training
1) Experimental setup

The training of the GBR and GA-GBR models was pented on the Python 3.7 using scikit-
learn library onPycharm which was an integrated development environmeintgugython

language for machine learning. The experimentahs#twas divided into 20 groups with
1000 houses data in each of them. To find the pedbrmance of the GBR model, model
hyperparameters such as number of estimators,igarate, maximum depth of decision
trees, minimum sample leaf and loss function wessted using grid search optimization
algorithm. The hyperparameters tested with gridctealgorithm were displayed as follows:
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* Number of estimators: 100, 150, 250, 500
» Learning rate: 0.01, 0.05, 0.1, 0.2

e Maximum depth: 4, 6, 8, 10

e Minimum sample leaf: 3, 5, 9

* Maximum features: 0.1, 0.3, 1

* Loss function: Ls, Lad, Huber

2) GBR modd training

After the dataset was qualified, inspected and gnexy the dataset was randomly split into
training set (70%) and testing set (30%). It wamtbthat the experimental error of the GBR
model was the smallest when model hyperparameters et as the number of estimators
(150), learning rate (0.05), maximum depth (8),imum sample leaf (5), maximum features
(0.1), loss function (Huber). For feature selectioising the GBR classifiers, the input
features were sorted based on the feature impertesnaking from the model. The input
features and their weights of feature importancedrgentage were displayed in Table 8. The
56 input features were further used for problemodimg in the next GA-GBR training
section.

Attributes  Weights Attributes Weights Attributes elyhts

Total area  25.92% No garage 2.77% Central heatin§7%

Living area 19.25% Bedrooms 2.48% Detached 0.11%
garage

Garage area 7.87% Carport area 1.89% City 0.06%
Wendybury

Pool 3.81% Built year 0.97% City Toddshire 0.05%

Attached 3.56% Stories 0.97% City Amystad  0.03%

garage

Full 3.48% Half bathroom  0.78% City Leahview 0.01%

bathroom

Fireplace 3.28% Central cooling 0.38%

Table 8: Weights of attributes by percentage.
3) GA-GBR mode training

Generally, the GA-GBR model was trained based erfrdimework designed in Section 5.
The initial population was randomly generated vdtkolutions, with the number of base
learners and their associated combination methéidr N solutions randomly generated, the
next generation of solutions was generated thr@egtetic search operations. The fithness of
each chromosome of the new generation was evalaataiding to the fitness function. The
chromosomes with high&? scores than the GBR model were selected.

The parameters in GA were tested using trial-andremethod using gradient boosting
regression ensemble library in scikit-learn and specifically designed genetic algorithm.
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Through repeated tests, it was found the best pedoce of GA-GBR model when the
parameters in GA were set as follows:

« Population size: 600

* Generations: 32

» Crossover probability: 0.5
e Mutation rate: 0.1

For one of the 20 groups, in Figure 18 the blue Bhowed the coefficient of determination
(R?) of the GBR model trained with the best performawben hyperparameters were set as
the number of estimators (150), learning rate (Q.6ximum depth (8), minimum sample
leaf (5), maximum features (0.1), loss function iger). The red line explained the dynamics
of R? of the best chromosome in each generation duremgtic search process in the GA-
GBR model. It was found that 21 new GA generatiang of 32 generations) had a higtRer
over the conventional GBR model, which made the GBR model self-adaptive and
generalized to the complex property price predictiginally, in each group, the best
chromosome with the higheBt was selected for testing model predictive accurdde
detailed experimental results for testing will bgpthyed in next section.

Genetic search process

—— GBR
—— GA-GBR

0.808 -
0.806 -
0.804
0.802 - A /\
A /
V VY 4
0.800 -
0.798 A

GA generations

0.810 A

R2 score

Figure 18: Coefficient of determinatig®?) changes during genetic search process.

6.3 Experimental results and perfor mance comparison

The predictive accuracy and performance of bottGB& and GA-GBR models in the 20
groups were tested based on coefficient of detetiain(R?) and mean squared error (MSE).
R? and MSE is computed as follows:
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20 ) = 1 Ba0ii0?

wherey; represents the predicted value of ifesampley; is the corresponding true value,
1

y=-Yr y;andIt (v, —9)% = T, €%

—
1
MSE = n ?:1(‘41: - Ft)z (6)

whereA; is the actual value arfg is the predicted value.

The performance of the trained GBR model and GA-GB®&lel was evaluated on test sets,
which were randomly chosen from the whole dataseemove bias. In Figure 19, for all the
20 groups, the mean &f in GA-GBR had an advantage of 1.9% over the GBRehouiith
79.5% for GA-GBR and 77.45% for GBR respectiveljieTnaximunk? of the two models
were: 89.4% for GA-GBR and 88.6% for GBR. Accordittg McCluskey’s research on
prediction accuracy of different machine learningdels for property valuation, in terms
of R?, showing 78% for model regression modelling (MRN2.3% for ANN, 88.7% for
spatial simultaneous autoregressive (SAR), 87.9%0gémgraphically weighted regression
[94]. Compared with these statistic models, the imar R? of the GA-GBR model in this
research is 89.4%, which shows the superiority. FSE which computed risk corresponding
to the expected value of the squared loss, the i of GA-GBR models in the 20 groups
was 135460 which was lower than 143016 in the GRRlets for testing sets. The minimum
MSE of the two models were: 87029 for GA-GBR an@38for GBR respectively (Figure
20).

It was found from Figure 21 that there was a laliffierence between the actual price and the
predicted price by GBR model, and the overallrfgtdegree was low. While the difference
between the actual price and predicted price by@AReGBR was small, with a high overall
fitting degree. Therefore, it was concluded tha GA-GBR model was more accurate for
house price prediction and had a higher overdihf§itdegree. Besides, it was found from
Figure 22 that the convergence of the traininghef GA-GBR was much faster than that of
the GBR model. The reason was that the GA-GBR mbdeélsearched the most appropriate
number of base learners and their combination nmgeof sequence, with increased model
diversity and reduced model dimensionality.
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Figure 19: Comparison of the Coefficient of deteration(R?) of two models.
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6.4A case study for the BIM-M achine lear ning integration framewor k

In this section, an example of a duplex house Renatel for testing the BIM-Machine
learning framework. An IFC file is firstly exporteflom the Revit model for the target
information extraction. The IFC instance model H&85 data instances including core
building objects such as walls, doors, slabs, wivg]laoofs, stairs and furniture. Each object
has its specific properties, such as fire ratimmisustible and surface spread of flame, etc.
After consulting with architectural designers, dmiial property information was added in
the BIM model based on the extended IFC schemae¥ample, the low emitting ratio of the
exterior wall of the duplex house was added as%%ased on the materials and structure of
the walls. The syntactic and semantic validatiom performed on Solibri Model Checker
referring to the 1SO 10303-11 [95], with no missinandatory entities or incorrect data
structure. Partial extracted information is displyn Table 9.

Object name Object type Property name Property nominal value  Adapted nominal

value

Basic Wall: 300 22 Single Value Fire Rating IFCLabel('60’) 60 min
wand HSBwand
12-140-12:
7326535

Single Value Load bearing IFCBoolean(.F.) Not |baering

Single Value  Low emitting materiallFCPositiveRatioMeasure(8 85.3%

5.3)
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Living Single Value Gross planned area IFCAreaMe(&r5.3) 575.3
Single Value Is internal IFCBoolean(.T.) Intered@ment
Patio Single Value Gross planned area IFCAreaMe#étdd.4 ) 144.4
Single Value Is internal IFCBoolean(.F.) Exteralment
Kitchen Single Value Gross planned area IFCAreaMef287.2 ) 287.2
Single Value Is internal IFCBoolean(.T.) Intere@ment
Bedroom 1 Single Value Gross planned area IFCAresMe(203.2) 203.2
Single Value Is internal IFCBoolean(.T.) Intere@ment
Bedroom 2 Single Value Gross planned area IFCAresMe(334.6 ) 334.6
Single Value Is internal IFCBoolean(.T.) Intereddment
Bathroom 1 Single Value Gross planned area IFCArzre(108.3) 108.3
Single Value Is internal IFCBoolean(.T.) Intered@ment
Bathroom 2 Single Value Gross planned area IFCAesEMre(84.5) 84.5
Single Value Is internal IFCBoolean(.T.) Intered@ment
Bathroom 3 Single Value Gross planned area IFCAr=Ere(88.2 ) 88.2
Single Value Is internal IFCBoolean(.T.) Intered@ment

Table 9: Partial extracted information item frore IRC instance of the duplex house.

The extracted building object and space informatian be used for property valuation. For
example, fire rating (IFCLabel(*60’)) means thae tivall has a fire rating property with 60
minutes, which can be used for quantify the safedjue. Low emitting material
(IFCPositiveRatioMeasure(85.3)) means that theorafi the weight of materials with low
VOC emissions into indoor air to the total weightlee wall. The extracted space information
(from IFCSpace instance) such as living area, paéttohen, bedroom and bathroom can be
used for the evaluation of indoor air quality oogerty values.

Second, information extracted from the IFC fil@piscessed in python 3.7 and tested with the

GA-GBR modelwith the prediction value of $587091.02, testingamabsolute error (MAE)

at $59225.13, testing mean absolute percentage @VIAPE) at 10.08%. The MAPE, a

measure of accuracy in a series value and usugplyesses accuracy as a percentage, is

calculated as:

Ac—Ft
At

MAPE = =37, 7)

whereA; is the actual value arfg is the forecast value.

7. Discussion

In the last two decades, data has become the gowerdustrial decision-making processes.
While it is still in its infancy, big data and drtial intelligence have an important impact on
valuation practice now. As digital technology adses fast, many stakeholders including
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investors, banks, public authorities and real estampanies expect to benefit from the full
potential of automated valuation services that parform the valuation fast, improve the
transparency of real estate market, reduce inaciesrdrom reliance on human judgement
and attendant bias [96]. In this context, the aurkaluation practice is facing challenges on
several aspects including data collection and exghavaluation method and the role of
valuer. In the future, data collection is expedtbecome a more specialized profession or a
more automated one, with the technological devetagmsuch as inspection with drones, the
IoT, smart buildings and BIM.

Literature review indicated that there is potenfiad information contained in the AEC
projects to be of use to property valuers at varisiages of the property lifecycle, especially
for building-related performance information sushemergy cost, acoustics, air quality, safety
and security, environmental and health impactss Tifiormation cannot be solely acquired
by a licensed property valuer through a buildingpection, but requires access to and
analysis of other reliable sources of informatimm,instance, information provided by facility
managers and information founded in documentatidheodesign and planning process [97].
However, the value-relevant design information has been widely utilized for property
valuation due to the gap of knowledge and digitallss between property valuation and
Architecture, Engineering, Construction (AEC) pss®nals. In the context of this research,
the list of value-related building properties hasem classified into 6 different types:
information related to environmental quality, sb@ad economic quality, functional quality,
process quality, technical quality and site qualBgised on the information requirements, an
IFC extension for property valuation has been dgped. The extended IFC schema not only
fills a knowledge gap that considering buildingiees and properties for property valuation
including sustainability perspective, but also Befpoperty valuation professionals who lack
of BIM knowledge and digital skills to acquire vatspecific information from AEC projects.
In the long term, sustainability-related buildirgatures in the extended IFC schema can be an
information enrichment for sustainable propertyuasion.

In respect to automated valuation methods, somecadors hold the opinion that the
majority of valuations will be carried out by Alstems and Al enhanced AVMs will replace
the valuer, considering the fact that AVMs are utadéng mass valuation work performed
for banks. Others believe Al enhanced AVMs will oha the valuation process and help the
valuer in many aspects, but it will not replace sopart of valuation where the valuer
interprets data and makes judgements on the ingbdbtait data on value [96]. This research
presented a study on an AVM based on genetic #hgorioptimized gradient descent
regression ensemble machine learning for propexhyation. To solve the conflicts between
the accuracy of individual weak learners and therdity among them, the GA-GBR model
was proposed for property valuation. Since the dem@BA-GBR model was related to 56
input variables, data dimensionality reductionsatsgies are considered for efficient
execution. The experimental outcomes show sevehahrdages of the proposed GA-GBR
model. First, the base learners in gradient bogstinsembles are trained with sequential
methods, in which the dependence between the leaseels can be exploited. The base
learners are then combined using a weighted surhaddb convert weak learners to strong
ensembles. The GBR ensemble can significantly eedbe bias without increasing the
variance. Second, since there are 56 input atesbidr property valuation, some of the non-
important attributes can have significant influenoa the whole model. There are numerous
combinations of those attributes, and the diffessguences of training them make the task
even more complex. Genetic algorithm with its maexploration and global optimization
capability, can help select the most useful inpgurtbautes and their associated best sequences
without losing any accuracy. Lastly, genetic alton as a natural random search algorithm is
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good at solving non-linearization problems. The -tinear relationships among the input
attributes and property values usually make theliptien task hard to interpret. From this
perspective, the GA-GBR model, which absorbs theamthges of both genetic algorithms
and boosting ensembles, is more interpretable thargenetic algorithm optimized neural
networks which are recognized as ‘black boxes’.

In summary, the use of innovative information BlMdaatrtificial intelligence could be a
revolution for data-driven applications in constroi industry, but there is a significant gap
in property valuation field. To fill the gap, thissearch studied the technology infusion of
BIM and machine learning for automated propertyuatibn, in which partial information
requirements were extracted automatically from Bmdels and ML-enhanced AVMs
served as an automated data analysis engine. ThieM&I framework not only helps
property valuation professionals who normally ac¢ familiar with BIM language to use
value-specific information existed in AEC projectsut may also benefit the AEC
professionals in terms of selecting the designraditieves that offering the long-term value to
human beings. The real-time valuation results ftoenautomated valuation engine (GA-GBR
model) can be treated as constraints to optimisegdeconstruction and operation strategies,
which can be further developed as a decision-makmd) for construction companies or
property investors. In addition, the proposed BIN-Ntamework has the potential to be
applied to other applications such as building gnerediction, structure damage prediction
and supply chain management etc. There are sonwenefes in this study. While the GA-
GBR model is tested with improved prediction accyrand predictive performance, it is only
tested using data from US and the size of the samtill not big enough. For the GA-GBR
model, apart from genetic algorithms, there are ymather heuristic algorithms such as
particle swarm optimization (PSO), ant colony optation (ACO) and firefly algorithm (FA)
[98-100]. The integrations of these heuristic athans and hybrid machine learning models
might add values for property valuation.

8. Conclusions and futurework

To facilitate information exchange between AEC ectg and property valuation and support
automated property valuation, this paper preseat&iM and Machine learning integration

framework for property valuation, which containgduadamental database interpretation, an
IFC-based information extraction and an advancddatian model (GA-GBR) based on

genetic algorithm optimized machine learning. Alongh the developments of the three
components in the proposed BIM-ML system, this aed® contributes to as follows:

First, this research contributes to the knowledgestbpment of an extended IFC schema for
property valuation. Among 95 variables reviewedhia literature, 62 of them are identified as
relevant to this research, which is further used tfe definition of IFC extension. The
extended IFC schema (IFC4 — Addendum 2) included estities (fcGeographicElement,
IfcCivilElement and IfcSteElement) of building objects and new properties
(RecycledMaterial, AirInfiltration, Soundinsulation, Cost, LowEmittingMaterial) of the
property sets.

Second, while research on BIM information modellamgl information extraction has focused
on cost estimating, code compliance checking aashctletection, it is limited in supporting
extracting value-related design information for gedy valuation. After the IFC extension
development and validation, the required valuedi§pedesign information is extracted
automatically from an IFC-based BIM instance modelng an information extraction
algorithm, which is developed based on the opemesoBIM information extraction library-
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IfcOpensShell. The extraction process is divided into eight nm&tgps, during which the value
of requried varibles are extracted from an IFCanse model automatically. After that, an
example of the application of the developed IFCebdamformation extraction algorithm is
provided.

Last, a genetic algorithm optimized machine leagmmodel (GA-GBR) is firstly applied to
automated property valuation. Since the model isprehensive and includes a large number
of variables, the genetic algorithm is designed ardy for finding the tradeoff between the
accuracy and diversity of the ensemble model, lad for data dimensionality reductions —
find the best combination of input variables and #equence of them. Compared to the
prediction accuracy of previous research on AVMs&clishowing the maximum at 87.9%, in
terms ofR?, the proposed GA-GBR model in this research shmwadvantage at 89.4%.

Several main findings have been identified in tesearch:

* In the context of climate change, sustainabilitiated building features such as
internal natural light distribution, natural veatibn, ecological construction materials
in the extended IFC schema can serve as a validbtenation source for sustainable
property valuation.

» Partial value-related design information can beaetéd from BIM models in a more
accurate and efficient way.

* The accuracy of property valuation could be imptbby AVMs based on genetic
algorithm optimized gradient descent regressioem®ide machine learning model.

e The proposed GA-GBR model has the advantage of greziog non-linear
relationships between property variables, marketofa and real estate values,
efficiently dealing with the market changes anduag inaccuracies that might come
from human judgements and attendant biases.

While BIM brings many benefits, it cannot solve také issues regards information modelling
and information management in building and consimaandustry. In the future, technology
infusion of BIM, Machine Learning and other emeggidigital technologies (IOT, digital
twin systems, block chain and cloud computing) esttv exploring for property valuation and
construction industry.
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