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Summary 

Classic literature on spatial summation suggests that the physiological basis for 

Ricco’s area lies in retinal ganglion cell [RGC] receptive fields. However, the finding of an 

enlarged Ricco’s area in glaucoma challenges this notion, as histological studies have found 

that RGC dendritic trees shrink before death in glaucoma, which should correspond to 

receptive field size shrinkage, rather than enlargement.  

Evidence has suggested a cortical contribution to determining the size of Ricco’s 

area, rather than a solely retinal basis. Pan & Swanson (2006) found that perimetric spatial 

summation could only be accounted for when considering cortical pooling by multiple 

spatial mechanisms. If an enlargement of cortical receptive fields is found in glaucoma, and 

if this is related to Ricco’s area measurements, this might partly explain the basis for the 

increase in spatial summation in the condition. The current thesis therefore aims to 

investigate how receptive field sizes at the retina and cortex contribute to Ricco’s area. 

Pattern Electroretinography and functional MRI population receptive field [pRF] 

mapping were utilised to test for differences in retinal and cortical receptive field size 

respectively, in a sample of glaucoma patients and age-similar controls. 

While there was no apparent enlargement of pRFs in glaucoma compared to 

controls, patients did demonstrate a significantly steeper relationship between pRF size and 

eccentricity in V1d. However, evidence for a cortical contribution to Ricco’s area was not 

found in these data, despite replicating an enlargement of Ricco’s area. In addition, though 

glaucoma patients demonstrated evidence for larger retinal receptive field sizes, this was 

not significantly associated with Ricco’s area. 

Overall, these results do not support the initial hypothesis of both retinal and cortical 

contributions to Ricco’s area. However, future work with more specific cortical modelling is 

outlined for fully characterising the relationship between cortical receptive field sizes and 

Ricco’s area. 
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Chapter 1 – Anatomy and Physiology of the visual pathway 

1.1 Overview   

The neural visual pathway is defined as the flow of visual information that is first 

detected by photosensitive rods and cones within the retina, and then passes through 

neural connections to the cortex and higher visual areas. A main aim of the current thesis is 

to investigate the contribution of receptive field size at multiple neural locations (within 

both the retina and cortex) to Ricco’s area in a sample of glaucoma patients and controls. 

Before investigating the main aim of this thesis therefore, it is important to have a thorough 

understanding of these anatomical locations and how they function in health.  

1.2 The anterior eye 

The eye, specifically the anterior portion, is the first point of entry for light into the 

visual system (for an overview of the anterior eye structure, see Figure 1.1). At the 

frontmost region of the eye (i.e. the point at which light first enters) the surface bends 

outward and the fibres become more regularly organised to form the cornea. The spaces 

between the cornea and the iris, and the iris and the lens are called the anterior and 

posterior chambers respectively, which are filled with a watery liquid (the aqueous 

humour). This fluid serves a similar function to blood, but with the advantage of being 

transparent so that light can still pass through. It delivers oxygen and nutrients to 

surrounding tissue, as well as taking away metabolic waste productions. This aqueous 

humour is continuously produced from the ciliary epithelium and drained mainly via the 

trabecular meshwork. If this meshwork is suddenly blocked, it can cause a sudden increase 

in intra-ocular pressure and consequently closed-angle glaucoma, possibly resulting in 

permanent damage to the vision (the relationship between glaucoma and intraocular 

pressure is discussed further in Chapter 2). Light energy then passes the lens itself. Due to 

the optics of the lens, the trajectory of light is refracted, ‘flipping’ the overall image being 

viewed but critically maintaining the spatial organisation. Multiple factors can impact the 

quality of the refracted image as it transverses this anterior eye segment. For example, the 

lens shows accumulative opacity with age, which increases light scatter and reduces visual 

acuity even at non-cataract levels (Michael & Bron, 2011). Once it has passed the lens, light 
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energy transverses through the gelatinous vitreous humour before it reaches the retina and 

is finally translated into neural activity, entering the neural visual network. 

 

 

 
Figure 1.1 – Overview of anterior eye – reproduced from https://samstrongvision.com/illustrations/  
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1.3 Retina 

The retina is the neural tissue lining the posterior of the eye that represents the first 

point at which light energy is translated into electrical neural activity. It is also the only point 

of the central nervous system (CNS) that can be directly visually examined without invasive 

techniques, so has the potential of providing easily accessible information about the CNS.  

1.3.1 Retinal layers 

The human retina can be subdivided into 10 distinct layers, namely: the retinal 

pigmented epithelium, the photoreceptor layer, the outer limiting membrane, the outer 

nuclear layer, the outer plexiform layer, the inner nuclear layer, the inner plexiform layer, 

the ganglion cell layer, the retinal nerve fibre layer, and the inner limiting membrane (as 

illustrated in Figure 1.2). The most outer layer, and the point at which light energy is first 

absorbed, is termed the photoreceptor layer. This layer contains the photosensitive 

segments of photoreceptors, the cell bodies of which are located in the outer nuclear layer. 

The photosensitive cells within this layer can be classified within two types; i) rods, which 

are highly sensitive and facilitate vision, and ii) cones, which are not as sensitive as rods but 

allow much higher acuity and facilitate vision during photopic (i.e. brightly lit) conditions. 

Cones are essential for colour vision and can be further categorised into short (S), medium 

(M), and long (L) wavelength variations, referring to the wavelength of light to which they 

are maximally sensitive. The distribution of these photoreceptors varies throughout the 

retina. The central fovea is entirely cone cells, and is where the majority of cone cells are 

located (Curcio et al., 1991; Osterberg, 1935). Inner retinal layers are displaced radially, at 

the fovea, creating a foveal pit. This allows rays of light to reach the photoreceptor layer 

without being scattered and refracted by the inner retinal layers, in turn enabling finer 

resolution and maximum sensitivity. Moving further into the periphery, rod density exceeds 

that of cones (Osterberg, 1935). The axonal output of these photosensitive cells synapse 

with the dendritic trees of bipolar and horizontal cells in the outer plexiform layer, the cell 

bodies of which reside in the inner nuclear layer. Horizontal cells are interconnecting 

neurones that aid in lateral inhibition within the retina (Thoreson & Mangel, 2012). Bipolar 

cells on the other hand, can be either OFF (inhibitory) or ON (excitatory) and transfer 

information from the photoreceptors to the retinal ganglion cells (RGCs), which are the 

output cells of the retina. Bipolar cells synapse to these RGCs within the inner plexiform 
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layer. RGCs also receive input from the inner nuclear layer via the neuromodulatory 

amacrine cells, which have no clear axon but instead interact via their dendritic field. RGCs 

are of particular importance in glaucoma, as RGC degeneration is a primary characteristic of 

the disease.  

 

 

 
Figure 1.2 – Histology of the retina, with the 10 retinal layers labelled. ILM= Inner limiting membrane; NFL= 

Nerve fibre layer; GCL= Ganglion cell layer; IPL= Inner plexiform layer; INL= Inner nuclear layer; OPL= Outer 

plexiform layer; ONL= outer nuclear layer; OLM= Outer limiting membrane; PL= Photoreceptor layer; RPE= 

Retinal pigmented epithelium. Reproduced from Willermain et al., (2014) 
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The neurones that underlie the neural activity in the retina, and indeed the CNS as a 

whole, can be simplified into three major components (as illustrated in Figure 1.3; however, 

the exact structure of a neurone can vary widely depending on the exact subclass of cell): 

1. The dendritic tree – these are multiple projections (i.e. dendrites) from the main cell 

body that receive input from other cells and can therefore sum information from a 

varying number of input cells, depending on size. The dendritic field is the total area 

covered by the overall structure of the dendritic tree. An illustration of these 

components can be seen in Figure 1.4. The larger the area of this dendritic field, the 

more cells can input to / synapse with it and thus the more information can be 

summed by the cell. Action potentials initiated in these projections are termed 

dendritic spikes, and typically travel towards the cell body.  

2. The cell body or soma – the central component that contains the nucleus and the 

major processes that maintain the cell. If the cell is stimulated by incoming activation 

to a critical level (i.e. as to reach its threshold potential), an action potential is 

initiated which travels the length of the axon. 

3. The axon – this carries the output of the cell from the cell body to its target, such as 

the dendrites on other cells (however, some neurones have no axon and instead 

interact via interconnections in the dendritic field). In many parts of the CNS, this 

portion of the neurone is insulated in a fatty myelin sheath, which block the 

movement of sodium ions that form the basis of action potentials, with occasional 

sections of unsheathed neurone termed the Nodes of Ranvier. This myelination 

speeds up transmission of action potentials as the neural activity is by saltatory 

propagation, rather than continuous propagation.  
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Figure 1.3 – Illustration of a neurone and its main components 

 
 
 
 

 
Figure 1.4 – A schematic of a retinal ganglion cell (RGC; highlighted in blue) superimposed on a cone mosaic. 

The RGC dendritic tree structure (comprising of individual dendrites) in labelled in yellow. The dendritic field is 

the area of the retina covered by the dendritic tree structure. The receptive field is indicated in red and refers to 

the retina area in which an action potential within the neurone can be elicited.   
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1.3.2 Retinal ganglion cells 

RGCs are responsible for the transmission of signals from the retina to the lateral 

geniculate nucleus (LGN) in the midbrain. The dendritic trees of RGCs are located within the 

Inner Plexiform Layer (IPL). The cell bodies of RGCs are located in the Ganglion Cell Layer 

(GCL), while their axons travel towards the optic disc within the retinal nerve fibre layer 

(RNFL). These fibres come together to form the optic nerve and exit the eye towards the 

brain via the optic disc. Due to these fibres passing from the inner to the outer of the retina 

at this location, there are no photoreceptors at the optic disc, therefore forming a ‘blind 

spot’ within the visual field. RGCs axons move across the retina from the cell body to the 

optic disc in a distinct fashion, depending on where in the retina the RGC cell body is 

located. For example, for those located around the fovea or nasal retina, the associated 

axons travel roughly straight towards the optic disc. For those in the temporal retina 

however, axons demonstrate an arcuate pattern around the fovea, avoiding the obstruction 

of light travelling towards the foveal pit. 

There are several classes and subclasses of RGCs. Classification of these RGCs, and 

indeed any retinal cell, can be complicated due to the large number of cell types, technical 

limitations, size variation with eccentricity, normal morphological variation within types, and 

the low probability of sampling rarer cell types (Gregg et al., 2013). Cell classification tends 

to be based on factors such as morphology, electrophysiology, their patterns of 

connections, and their biochemistry. Another factor of particular importance to RGCs is the 

depth within the IPL at which their connections are found, which allows the specific RGC 

type to synapse to particular bipolar and amacrine cell processes (Gregg et al., 2013). 

Animal work has suggested that the number of RGC types in the human retina is around 20, 

but this can differ depending on the criteria used (Masland, 2012a, 2012b). Three of the 

most commonly discussed RGCs will be briefly described here; midget RGCs, parasol RGCs, 

and small bistratified RGCs. 

Midget cells represent the most populous form of RGCs, forming 70% of the RGC 

population in the central retina and 50% in the peripheral retina (Marshak, 2009). They are 

smaller than parasol cells, both in terms of dendritic tree and cell body, and in foveal and 

parafoveal vision can have a one-to-one relationship with a cone (Kolb & Dekorver, 1991; 

Kolb & Marshak, 2003). It follows therefore, that some midget cells will be colour-coded, as 
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they are primarily driven by a single cone sensitive to a particular wavelength range. These 

midget RGCs project onto the parvocellular layers of the Lateral Geniculate Nucleus (LGN). 

As opposed to this, parasol RGCs project mainly to the magnocellular layers of the LGN. 

These parasol cells sample uniformly from L- and M-cones (but not S-cones), indicating that 

they are not colour coded, and instead are more sensitive to luminance (Field et al., 2010). 

They appear to have a greater absolute sensitivity to light than midget cells, potentially due 

to their greater input from rod cells and their larger dendritic field (which therefore sums 

information across a larger area; Marshak, 2009). Parasol RGCs comprise about 5% of all 

foveal RGCs, and approximately 15% in the peripheral retina (Marshak, 2009). Finally, while 

much smaller in number than either midget or parasol RGCs, the third most common form 

of RGC are small bistratified cells. They represent about 1-10% of the total RGC population, 

depending on eccentricity (Bock et al., 2007; Marshak, 2009). Small bistratified cells receive 

input from short-wavelength (S-) cones and thus make an important contribution to blue-

yellow vision (Dacey & Lee, 1994; Marshak, 2009). The dendritic fields of these RGCs are 

typically larger than those of midget cells and are more similar in size to those of parasol 

cells (Dacey & Lee, 1994), which may explain the reduced resolution acuity in this pathway 

compared to that in the achromatic pathway (Beirne et al., 2005). While there are several 

morphological properties with which it is possible to distinguish these cell types, they also 

show varied functional receptive field properties. Consideration of the receptive field is vital 

when discussing the function and contribution of a cell to the wider visual network. 

1.3.3. Receptive fields 

How visual information is transferred and summated within the retina is dependent 

on receptive field size and characteristics. Within this context, the receptive field of a 

neurone can be defined as the area of visual field space that, if probed by a stimulus, would 

alter the firing rate from that neurone. These receptive fields differ in shape, size, and 

configuration throughout the visual system. It is important to note that this does not 

exclusively refer to excitatory responses; receptive fields can be inhibitory (in which a 

stimulus entering the receptive field will elicit an inhibitory response in the cell) or can have 

a configuration that involves both excitatory and inhibitory processes. These processes can 

also be split into spatially distinct components of the receptive field. For example, receptive 

fields of RGCs have a concentric centre-surround structure, which may include an ON-centre 
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and an OFF-surround, or the reverse (similar to bipolar cells, which synapse into RGCs). This 

centre-surround organisation leads to spatial antagonism in RGCs (or lateral inhibition). For 

this configuration of receptive field, a stimulus falling into the ON-centre would lead to an 

excitatory response/ action potential within the neurone (increased firing), while stimulating 

the OFF-surround would lead to an inhibitory response (decreased firing). A consequence of 

these centre-surround antagonistic receptive fields is that the visual system responds very 

strongly to luminance boundaries (or changes in local luminance) and RGCs also 

demonstrate spatial tuning characteristics in their responsiveness to differently sized 

stimuli. Spatial tuning is the phenomenon in which a RGC will respond with the greatest 

firing rate to stimulus of a certain size but will respond less strongly to larger or smaller 

stimuli. When plotting firing rate as a function of stimulus size therefore, a spatial tuning 

curve is seen, with the stimulus size that elicits the strongest response reflecting the size of 

the ON-centre (with response attenuation to smaller and larger stimuli). These spatial 

tuning characteristics have been investigated many times using stimuli with local luminance 

changes across space, such as luminance gratings (in which the stimulus cycles between 

high and low luminance bars of a certain spatial frequency; e.g. Enroth-Cugell & Robson, 

1966; Kuffler, 1953; Thompson & Drasdo, 1987; White et al., 2002). In such experiments, 

electrophysiological responses in retina are recorded (either on a single neurone level, such 

as with single-cell recordings, or at a global retinal level, such as with pattern 

electroretinography; PERG) while being presented with a high contrast grating. How the cell 

responds can inform experimenters of certain features of the receptive field, such as its size 

and configuration. For example, when the high luminance portion of a presented grating 

exactly covers the ON-centre of a receptive field with the low luminance falling on the OFF-

surround, the cell will be at its most responsive (i.e. increased firing rate). If the phase is 

reversed however, so the low-luminance portion falls on the centre and the high-luminance 

on the surround, then the axonal firing of the cell will be actively supressed. Similarly, when 

the spatial frequency of such stimuli is increased or decreased, so that more of the OFF-

surround or less of the ON-centre is being stimulated by the high-luminance portion of the 

stimulus respectively, firing rate will also decrease compared to the preferred spatial 

frequency that reflects ON-centre size. The concept of retinal spatial tuning curves and the 

measurement of these curves with PERG is discussed further in Chapter 4, as well as during 

PERG methods development in Chapter 7.  
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1.4. Lateral geniculate nucleus  

RGC axons exit the eye in a bundled structure called the optic nerve (cranial nerve II), 

which projects towards the dorsal Lateral Geniculate Nucleus (LGN). An overview of the 

pathway between the retina and cortex can be seen in Figure 2.5. Along this projection, 

axons stemming from RGCs on the nasal side of the retina cross over, forming the optic 

chiasm. This has the consequence that, starting at the LGN, the right side of the visual field 

is processed by the left hemisphere, and vice versa (the topographic organisation of the 

retina is also maintained).   

 
Figure 1.5 – Overview of the visual pathway from retina to cortex – reproduced from 
https://samstrongvision.com/illustrations/. 
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The LGN has a laminar structure, which is formed of six main layers. Layers 2, 3 and 5 

receive input from the ipsilateral eye, while the remaining layers receive input from the 

contralateral eye. These layers can be further divided into the cells which constitute them, 

namely whether they are mainly comprised of Parvocellular (P-) cells (outer four layers; 

layers 3-6), Magnocellular (M-) cells (inner two layers; layers 1 and 2), or Koniocellular (K-) 

cells (six additional thin layers that sit below each main layer). M-, P- and K-cells comprise 

the major classes of thalmocortical cells within the LGN, and can be further distinguished by 

their spatiotemporal characteristics, many of which are inherited by the particular class of 

RGC that synapse with them. P-cells receive their input from midget RGCs, while M-cells 

receive input from parasol RGCs (Leventhal et al., 1981). The retinal input to K-cells 

however, seems to mostly come from small bistratified RGCs (Dacey & Lee, 1994; Szmajda 

et al., 2008). P-cells are tuned to higher spatial frequencies (due to their smaller receptive 

fields), but lower temporal frequencies than M-cells (Derrington & Lennie, 1984; O’Keefe et 

al., 1998; So & Shapley, 1981; Usrey & Reid, 2000). Additionally, while M-cells are more 

sensitive to achromatic luminance contrast, P-cells show more sensitivity to red-green 

colour contrast (Hubel & Livingstone, 1990), due to P-cells demonstrating red-green colour 

opponency in their receptive field configurations (De Valois et al., 1966, 2000; Reid & 

Shapley, 2002; Wiesel & Hubel, 1966). K-cells were discovered more recently (Dacey, 1993; 

Dacey & Lee, 1994), and appear to have more diverse properties. In general, they appear to 

have larger receptive fields than either M- or P-cells (leading to coarser spatial resolution), 

despite having smaller cell bodies (Tailby et al., 2008; White et al., 2001). Additionally, many 

show blue-yellow colour opponency (Chatterjee & Callaway, 2003; Szmajda et al., 2008). 

These broad classes of cells (P-, M-, and K-cells) allow for different aspects of information to 

be processed optimally and this rough distinction between pathways continues into the 

cortex. It is also important to note that, when considering the functions of these pathways, 

how the population of cells work together as a whole is as important as the response 

properties of the individual cells. This may be why, although M-cells have a higher contrast 

sensitivity than P-cells, M-cell lesions do not always lead to contrast detection deficits, while 

P-cell lesions do (e.g. Merigan et al., 1991). It may be that the higher population of P-cells 

affords it higher sensitivity than would be expected by looking at single cell sensitivity alone 

(Bruce et al., 2000). Furthermore, the receptive field properties of LGN cells, such as the 

locations within the visual field to which they are tuned and the diameter of the excitatory 
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centre, can be further modulated by the extensive feedback from V1 (Wang et al., 2016). 

The processing of these cells within the cortex is therefore modulated by, and should be 

considered in the context of, the wider visual system.  

1.5. Visual Cortex 

1.5.1. Primary visual areas 

After the LGN, visual signals pass via the optic radiations to the primary visual areas. The 

first of these is V1 (also known as the striate cortex, primary visual cortex or Brodmann area 

17). Similarly to the LGN, the tissue in V1 is layered, consisting of six principle layers. Input 

from the retina enters via layer 4C, with parvocellular and magnocellular neurones 

connecting to sublayers 4Cβ and 4Cα respectively. This represents the first point at which 

visual signals first generated by the photoreceptors enter the cortex and is the start of 

multiple processing pathways. 

Cells within V1 can be classed as either simple or complex, with a multitude of subclasses 

and receptive field configurations within each. In a series of classic experiments, Hubel and 

Wiesel (1959, 1962, 1968) describe several different receptive field configurations found in 

V1. While some are concentric, similar to those in the LGN, others are constituted of 

elongated excitatory and inhibitory regions that sit adjacent to each other. There may be 

two or more of these regions in a single receptive field structure. Hubel and Wiesel (1968) 

termed these simple cells (though complex cells can also be of this configuration). By virtue 

of this elongated structure, these receptive fields demonstrate strong orientation 

preference that is only mildly seen in the LGN. For example, if a particular cell is tuned to 

stimuli orientated at 90° (as well as a specific spatial frequency and contrast), it will 

demonstrate the greatest firing rate when presented with a stimulus with this orientation. 

Its firing rate will start to reduce as the stimulus orientation is moved away from 90°. The 

particular orientation to which the cell is maximally responsive varies systematically across 

the cortex, roughly organised into orientation-sensitive columns. Simple cells can have 

several other response properties, focussed on processing different aspects of a visual 

stimulus. For example, some show colour-opponency, similar to the P-cells in the LGN 

(Thorell et al., 1984), while others show more complex dual-opponency, whereby different 

regions of the receptive field show opposite colour-opponency responses, e.g. the double-
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opponent cells (Livingstone & Hubel, 1984a; Michael, 1978). Another class of cells defined 

by Hubel and Wiesel’s early work (1959, 1962) were complex cells. These have many similar 

properties to simple cells, such as in terms of showing orientation-preference and colour-

opponency. However, as opposed to simple cells that respond (i.e. with an increase in firing 

rate) to stimuli that fall along the elongated excitatory component, complex cells will 

respond strongly to an orientation no matter where it falls within its receptive field and do 

not show clear excitatory/inhibitory regions (i.e. shows spatial phase invariance). It should 

be noted that this is a brief description of simple and complex cells and their associated 

receptive fields, and there are many other subtypes and response characteristics.  

There are several characteristic features of the functional architecture of V1. Firstly, the 

retinotopic organisation of the visual information is inherited from the retina, so 

neighbouring neurones in V1 process neighbouring sections of the visual field. This 

organisation can be imaged using a functional neuroimaging technique termed retinotopic 

mapping (discussed in more detail in chapter 5). The fovea is disproportionately represented 

in the cortex, with the central 4° constituting 27% of the cortical surface (despite only 

accounting for 12% of the RGCs; Adams & Horton, 2003). Furthermore, similar to the retina, 

receptive fields are much smaller in the fovea and increase with eccentricity, which can be 

seen both in animal electrophysiological work (e.g. Cavanaugh et al., 2002) and human 

neuroimaging studies (e.g. Dumoulin & Wandell, 2008). A second feature of the functional 

organisation of V1 is the existence of ocular dominance columns. While V1 cells tend to 

respond to stimuli binocularly (i.e. will respond to a preferred stimulus presented to either 

eye), they often respond more strongly to stimuli presented to one eye over the other. Cells 

that prefer the same eye tend to be organised into ocular dominance columns (Hubel & 

Wiesel, 1969). The width of these columns is relatively uniform across the visual field, but 

appear to be missing\fragmented at the blind spot and monocular crescent regions (i.e. the 

most peripheral part of the visual field, the perception of which is supported by input from 

just the ipsilateral eye; Adams et al., 2007). With the advent of ultra-high resolution 

neuroimaging techniques, these columns can be non-invasively imaged in humans with 

increasing feasibility (Cheng, 2012; Goodyear & Menon, 2001; Menezes de Oliveira et al., 

2019; Menon & Goodyear, 1999), allowing for further investigation into the function of 

these in humans and how they may reorganise in disease (e.g. Goodyear et al., 2002). A 
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third feature of the striate cortex was revealed by staining the visual cortex for cytochrome 

oxidase (CO), which presents with higher levels in cells that are more metabolically present. 

This technique discovered ‘blob’ regions of highly metabolically active tissue, mostly in 

layers II and III, surrounded by ‘inter-blob’ regions (Edwards et al., 1995; Hendrickson & 

Wilson, 1979; Livingstone & Hubel, 1984b; Wong-Riley, 1979). There are multiple properties 

distinguishing these two regions. For example, blob regions are more tuned to low spatial 

frequencies (~2.8 cycles per degree), while cells in inter-blob regions are tuned to a wider 

range of spatial frequencies (Edwards et al., 1995). By keeping these functional aspects of 

the striate cortex in mind, we can better understand how and where features of the visual 

field are being processed within the cortex.  

The next main visual areas (i.e. extra-striate cortices), are V2 and V3, which both continue to 

show retinotopic organisation and are split into dorsal and ventral regions, responsible for 

the lower and upper visual field respectively. These dorsal and ventral regions sit above and 

below V1. The initial main target of signals emerging from V1 is V2, the anatomically 

neighbouring area. Unlike V1, V2 doesn’t show blob regions, but instead has thick-, thin-, 

and inter-stripes, as revealed by CO staining (Federer et al., 2009; Livingstone & Hubel, 

1984b). These regions receive inputs from the blob, blob/inter-blob border, and inter-blob 

regions of V1 respectively. Additionally, while all stripes receive projections from V1 layers 

2/3 and 4A, differences are found with the amount of projections from V1 layer 4B, and 

these laminar differences may reflect different combinations of M-, P- and K-cells (Federer 

et al., 2009). fMRI work has also reported M- or P-dominated cortical columns in V2 (and 

V3), based on functional distinctions between these streams (e.g. peak spatial frequency, 

luminance contrast sensitivity; Tootell & Nasr, 2017). Cells in the thick- and thin-stripes then 

continue into V3 (inter-stripes connect directly onto higher visual areas). As well as 

increasing with eccentricity, receptive field sizes increase gradually through these visual 

areas, which can be seen in both animal electrophysiological studies (e.g. Hubel & Wiesel, 

1965; Keliris et al., 2019) and human neuroimaging work (e.g. Alvarez et al., 2015; Dumoulin 

& Wandell, 2008; Keliris et al., 2019; Zuiderbaan et al., 2012). Furthermore, cells continue to 

demonstrate colour and orientation selectivity in these regions (Felleman & Van Essen, 

1987; Gegenfurtner et al., 1997; Levitt et al., 1994). These three areas (V1-3) are often 

referred to as ‘early’ visual areas.  
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1.5.2. Other visual areas 

After processing by primary visual cortices, visual signals are then passed onto higher 

cortical regions that are responsible for a range of everyday visual tasks, such as vision-

assisted reaching with the right intraparietal sulcus (e.g. Medina et al., 2019) or global 

motion perception in visual area V5 (e.g. Schenk, 1997). 

Broadly, the neural visual information is transferred down both a ventral and dorsal stream, 

with the former connecting to V4 and the inferotemporal cortex and the latter focused on 

areas such as V5/MT and the intra-parietal sulcus  (Ungerleider & Mishkin, 1982). These two 

streams have been reported to be, not just anatomically, but also functionally distinct. 

Specifically, Goodale and Milner (1992) proposed an influential model that suggested the 

dorsal stream is responsible for the processing of visually-guided actions (the ‘where’ 

stream), while the ventral stream is involved with perception and memory-guided action 

(the ‘what’ stream). It is suggested that the dorsal stream is focused on real-time action and 

observer-focused visual information, while the ventral stream processes both object 

characteristics and context and is also involved with long-term memory. More recent 

evidence, however, has suggested that this early model is too simplistic, with evidence of 

multiple sub-streams with distinct anatomical and functional characteristics (Rizzolatti & 

Matelli, 2003) and also shared functions between the streams (Medendorp et al., 2018; 

Schenk & McIntosh, 2010). 

The visual pathway is a complex and highly organised neural stream that is vital for everyday 

functions. The structure and basic anatomy discussed in this chapter is important to 

understand before considering how it changes in glaucoma and what consequences these 

changes may have. 



Chapter 2 - Glaucoma 
 

  1 

Chapter 2. Glaucoma   

2.1. Introduction 

Glaucoma is a chronic neurodegenerative condition, characterised by retinal 

ganglion cell (RGC) death elevated intra-ocular pressure, and slow, progressive, hitherto 

irreversible sight-loss. It is the world's leading cause of irreversible blindness, affecting 

approximately 500,000 people in England and Wales (Burr et al., 2007), and 80 million 

people worldwide (Quigley, 2006). With an ageing population, prevalence of glaucoma is 

rising.  Early detection of glaucoma means earlier and more effective treatment can be 

initiated (Guo et al., 2007). Thus, there is a pressing need for a greater understanding, as 

well as timely diagnosis and treatment of the condition.  

2.1.1. Subtypes 

Glaucoma is regarded as a group of diseases with multiple subtypes (Weinreb et al., 

2014). For example, it can be primary (if the underlying cause is an unknown) or secondary 

(if the glaucoma is caused by another condition, such as uveitis or pigment dispersion 

syndrome). Glaucoma can also be divided into open-angle or closed-angle variants. The 

latter occurs when the iris moves anteriorly, narrowing or closing the angle formed by the 

cornea and iris, and thus inhibiting aqueous fluid drainage through the trabecular meshwork 

(as illustrated in Figure 2.1; the anterior eye was previously outlined in Chapter 1). This can 

happen suddenly, leading to an acute increase in intraocular pressure (IOP) and associated 

damage to the retina; this is known as acute angle closure glaucoma.  

The most common form of glaucoma is termed Primary Open Angle Glaucoma 

(POAG). While raised IOP was once thought to be the defining characteristic of POAG, it has 

since been noted that some patients present with optic neuropathy and visual field loss 

(typical of glaucoma) but also with normal IOP (i.e. within 2 standard deviations of the 

population average). Additionally, other patients were found to have elevated IOP (i.e. 

above 2 standard deviations of the population average), but present with no optic 

neuropathy or visual field loss. These conditions have since been termed Normal Tension 

Glaucoma (NTG) and Optic Hypertension (OHT) respectively and suggest that the 

relationship between glaucoma and IOP is more complicated than once thought.  



Chapter 2 - Glaucoma 
 

  2 

 

 
Figure 2.1 – Anterior segment of the eye in open-angle glaucoma (left) and closed-angle glaucoma (right). Blue 

arrows= the flow of the aqueous humor (formed by the ciliary body). Under normal conditions (i.e. open angle), 

this flows around the lends and iris and exits the eye via the Trabecular meshwork. In the closed angle example, 

the iris and lens are positioned anteriorly, blocking off the flow of the aqueous humor and preventing exit 

through the trabecular meshwork. This leads to an increase in intraocular pressure. Reproduced from Wiggs & 

Pasquale (2017). 

 
The research presented in this thesis is primarily concerned with POAG, both normal-

tension and high-tension subtypes, which is the most common form and presents with 

chronic RGC degeneration and vision loss. This is particularly relevant to the current thesis 

as visual adaptions to chronic neural damage (i.e. altered spatial summation mechanisms) 

and the neural contributions to these psychophysical changes in glaucoma will be 

investigated. The consequences of acute glaucomatous damage may be different. 

2.2. Risk factors 

There are various risk factors for glaucoma, including but not limited to: 

• Elevated Intraocular Pressure (IOP) – This is one of the major risk factors and 

indications of glaucoma, with measurements of 22 millimetres of mercury (mmHg) 

and above considered higher than normal. While elevated IOP doesn’t always 

progress to glaucoma and glaucoma is not always accompanied by elevated IOP, 

lowering IOP is currently the only evidence-based treatment for the condition 

(Weinreb et al., 2014). However, lowering IOP is not always sufficient to halt the 

progress of the disease (Susanna et al., 2015). The majority of animal models of 

experimental glaucoma involve artificially increasing IOP (Evangelho et al., 2019; 

Johnson & Tomarev, 2010). 
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• Age – More than 2% of people over 49 years of age are affected by glaucoma, with 

prevalence rising to more than 5% in people over the age of 80 years. In black adults 

>80 years old, prevalence can reach 13% (Quigley & Vitale, 1997). Increasing age is a 

major risk factor for glaucoma (European Glaucoma Prevention Study (EGPS) Group 

et al., 2007; Le et al., 2003; Suzuki et al., 2006). It has been suggested that rather 

being linked to age per se, this reflects increasing frailty with older age (McMonnies, 

2017), which depends on the accumulation of health deficits and medications 

(Rockwood et al., 2011; Song et al., 2010). As such, a younger person with increased 

frailty may also have an increased risk of glaucoma (McMonnies, 2017). 

• Race – Multiple studies have suggested race differences in the prevalence of 

glaucoma. Rudnicka et al., (2006) completed a Bayesian meta-analysis to investigate 

how variations in POAG prevalence differs by race. They report that black 

populations had a higher prevalence of POAG compared to both white and Asian 

populations. White populations however, demonstrated the steepest increase of 

POAG with age. Glaucoma also appears to have an earlier onset in some sub-Saharan 

African populations; Ntim-Amponsah et al., (2004) report an incidence of 6% in 

people aged 30 – 34 years. Furthermore, Nguyen et al., (2018) investigated 5-year 

outcomes of trabeculectomy in 135 eyes of 105 patients of African descent and 135 

eyes of 117 patients of European descent and found that the surgery was less 

successful in those of African descent. This difference in disease susceptibility has 

been suggested to reflect racial differences in anterior lamina cribrosa surface depth, 

which was associated with more severe glaucoma and higher IOP in those of African 

descent (Girkin et al., 2019). 

• Family History – Many individuals with glaucoma demonstrate a genetic disposition 

to the disease; for example, first-degree relatives of glaucoma patients were found 

to have a 22% lifetime risk of glaucoma, compared to 2.3% in relatives of healthy 

controls (Wolfs et al., 1998). Multiple loci have been implicated in the development 

of POAG (ANZRAG Consortium et al., 2016; Burdon et al., 2011; Chen et al., 2014; Li 

et al., 2015; Osman et al., 2012; Springelkamp et al., 2015; Thorleifsson et al., 2010; 

Wellcome Trust Case Control Consortium 2 et al., 2014; Wiggs et al., 2012) and NTG 

(Wiggs et al., 2012). Rather than a single gene mutation demonstrating a large 

biological effect (such as APOE in Alzheimer’s disease; Okuizumi et al., 1994; 
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Strittmatter et al., 1993), multiple genes with small effects appear to contribute to 

disease onset (Wiggs & Pasquale, 2017). For this reason, polygenic risk scores (PRS), 

a genome-wide risk score for a particular disease or trait, may be useful for 

investigating the impacts of an overall genetic disposition to glaucoma on the eye 

and wider visual neural system. Such PRS for IOP and POAG diagnosis have recently 

been published (Gao et al., 2019; NEIGHBORHOOD consortium et al., 2020; Qassim 

et al., 2020), opening up this research area for further investigation.  

2.3. Consequences to vision in glaucoma 

Glaucoma leads to progressive vision loss starting in the peripheral visual field and, 

especially if left untreated, can lead to blindness. Traditionally, the damage to the retina in 

glaucoma was thought to present in the visual field of patients as ‘tunnel-vision’, with a ring 

of missing vision in the periphery corresponding to areas of RGC degeneration. Indeed, 

much publicity intended to raise awareness of glaucoma and associated symptoms includes 

pictures demonstrating this pattern of dense visual field loss (similar to print outs from 

clinical perimetric tests, which measure visual sensitivity thresholds across the visual field 

and graphically show vision loss as black areas). However, this doesn’t seem to relate to 

what patients themselves report (e.g. Hu et al., 2014) and there is a poor association 

between clinical measures and self-perceptions (Jampel et al., 2002; Richman et al., 2010). 

While self-reports are vulnerable to several biases (such as the patient’s knowledge of the 

disease or individual personality traits) they provide information about the patient’s visual 

perception in glaucoma that is inaccessible via standard clinical visual sensitivity measures 

like Standard Automated Perimetry (SAP). For example, Crabb et al., (2013) presented fifty 

glaucoma patients with images modified to mimic possibilities for perception in the disease 

(see Figure 2.2) and asked them to indicate which reflected their own vision. No patients 

chose the blacked-out ‘tunnel vision’. Instead, the most commonly chosen image to 

represent the patient’s own perception was the stimulus scene edited to include blurred 

patches in the periphery (which was chosen by 54% of patients). Later interviews with the 

participants reiterated that the prominent change in their perception was blurring or 

missing features in the periphery. This raises the question of why the majority of patients, at 

least in the early-to-moderate stages, don’t report holes of ‘missing’ vision corresponding to 

areas of cell loss in the retina. 



Chapter 2 - Glaucoma 
 

  5 

 
Figure 2.2 – Images used in the force-choice experiment described by Crabb et al., (2013).  

It is likely that instead of this reported ‘blurring’ in peripheral vision reflecting actual 

optical defocus, it is the consequence of a reduction in RGC density as glaucoma progresses. 

As RGC density declines, resolution acuity will also decline with disease progression 

(Anderson et al., 2002; Dacey, 1993). As resolution reduces but no ‘holes’ appear in the 

visual field, it therefore appears likely that there in some form of spatial pooling of visual 

information. Indeed, an enlarged Ricco’s area (i.e. the area of complete spatial summation) 

is reported in glaucoma (Redmond et al., 2010). However, the underlying physiology cause 
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of this increase in Ricco’s area in glaucoma patients is still an unknown. While the size of 

Ricco’s area was traditionally believed to reflect the underlying RGC receptive field size – 

and shows similar effects of eccentricity across the visual field (Graham & Bartlett, 1939; 

Vassilev et al., 2003; Volbrecht et al., 2000; Wilson, 1970) – more recent evidence suggests a 

potential cortical contribution. For example, histological animal work in glaucoma has 

suggested that RGC demonstrate shrinkage of the cell body, dendritic tree, and axon before 

cell death (Morgan, 2002). This therefore appear counterintuitive to the finding of Ricco’s 

area enlarging in glaucoma if it had a purely retinal origin. A cortical contributor to 

determining the size of Ricco’s area is also suggested by the finding that, in patients with 

amblyopia (a condition characterised by poorer vision in one eye compared to the other), 

Ricco’s area enlarges when measured with the amblyopic eye but shrinks when measured 

with the fellow eye (Je et al., 2015). Considering that there is no evidence of thinning of the 

RGC layers in amblyopia (Chen et al., 2013; Ersan et al., 2012; Szigeti et al., 2014; Xu et al., 

2013) but there is evidence of cortical change (Conner et al., 2007; Li et al., 2007), it seems 

possible that this change in spatial summation has a cortical origin. Clavagnier, Dumoulin, 

and Hess (2015) found that fMRI-based estimates of cortical receptive field sizes in V1 were 

indeed enlarged when presenting stimuli to the amblyopic eye. Furthermore, Pan & 

Swanson (2006) demonstrate that spatial summation with perimetric stimuli can be 

accounted for by cortical pooling by multiple spatial mechanisms. Following this evidence, it 

therefore appears likely that Ricco’s area has both retinal and cortical contributions. The 

topic of perimetric sensitivity and spatial summation in glaucoma is discussed fully in 

Chapter 3. This thesis will investigate how retinal and cortical receptive field sizes contribute 

to Ricco’s area in a sample of glaucoma patients and age-similar controls. Before this can be 

investigated however, it is important to have a holistic understanding of the disease. 

2.4. Structure-function relationships in glaucoma 

A long standing debate in glaucoma literature is how visual loss relates to retinal 

damage, particularly the relationship between perimetric sensitivity and measures of retinal 

layer thickness or retinal ganglion cell density (Denniss et al., 2019; e.g. Hood, 2019). For 

example, Harwerth et al., (1999) compared RGC number (via histological examination) to 

performance in SAP in a sample of monkeys with unilateral experimental glaucoma. They 

report a curvi-linear relationship between light sensitivity and RGC number, suggesting that 
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perimetric loss in glaucoma is only observable after substantial RGC loss. However, this 

pattern may be an artefact due to comparing a linear measure (such as μm; used for 

quantifying retinal thickness) with a logarithmic scale (such as decibels [dB]; used for 

quantifying visual threshold). Such logarithmic scales are more sensitive to changes in low 

dB, but are less sensitive at high dB, leading to functional changes being initially less 

apparent and appearing to occur after structural changes (hence a curvilinear function). This 

was demonstrated by Garway-Heath et al., (2002) who investigated structure-function 

relationships in a sample of 40 glaucoma patients and 34 healthy controls. They initially 

replicated previous reports of a curvilinear relationship between function (i.e. differential 

light sensitivity in dB) and structure (i.e. neuroretinal rim area and pattern 

electroretinogram amplitude) in their sample of glaucoma patients and age similar controls. 

However, these relationships became linear if dB was converted to 1/Lambert, a linear unit 

rather than logarithmic. They concluded that the impression of a functional reserve is given 

by the common use of a logarithmic scale to evaluate structure-function relationships, as 

well as the high test-retest variability of visual field tests (Katz et al., 1995; Spry et al., 2001), 

which hinders reproducible evidence of loss.  

However, this has not always been replicated; for example Racette et al. (2003) 

found the opposite pattern, with dB showing linear patterns with structure, while 

1/Lambert was curvilinear. This was shown in a similar sample to Garway-Heath et al. (2002; 

i.e. healthy controls and diagnosed glaucoma patients with reproducible visual field loss), as 

well as in patients with normal or unconfirmed visual field loss. One possible source of 

difference is that Garway-Heath et al. (2002) restricted their analysis to those of white 

ethnicity; as optic disk morphology seems to differ with ethnic group (e.g. Samarawickrama 

et al., 2010), the structure-function relationship may also differ. In restricting their sample 

to those glaucoma patients with confirmed producible visual field and structural loss, bias 

may also be introduced to the original sample.  

A consideration of such models is that once a substantial amount of visual field loss 

has occurred, measurements of retinal nerve fibre layer (RNFL) thickness (which thins in 

glaucoma due to the RGC degeneration and thus is often used in structure-function models) 

may stabilise due to residual glial cells and blood vessels within that retinal layer. It is 

suggested that this residual thickness in completely blind glaucomatous eyes is about 
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~45μm (Sihota et al., 2006). Interpreting structure-function relationships is also complicated 

by the fact that RNFL thickness in healthy individuals can vary greatly (i.e. between 114.6-

182.2μm; Hood & Kardon, 2007). In those with a naturally thick RNFL, it will be easier to 

identify functional visual loss before structural measures have thinned to an abnormal level, 

giving the impression that functional loss precedes structural loss. On the other hand, the 

opposite will occur with those with a naturally thin RNFL, for whom structural measures will 

approach abnormal levels earlier in disease and may seem to precede significant functional 

loss. High levels of myopia can also lead to thinner retinal thickness (e.g. Read et al., 2017) 

independently to glaucoma or visual field loss. Retinal structural loss in glaucoma will be 

discussed further in Chapter 4.
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Chapter 3. Psychophysics  

Visual psychophysics allows for precise investigation of the visual system by 

quantitatively monitoring and manipulating a specific characteristic of a stimulus (e.g., 

luminance) and assessing how this impacts behaviour (e.g., detection). Psychophysical 

experiments give information about the limitations and functioning of a neural system 

underlying a particular perception and behavioural response. 

3.1. Visual sensitivity 

The psychophysical process can be understood in three stages (for an illustration of a 

typical psychophysical set-up, see Figure 3.1) Firstly, a characteristic of the stimulus, such as 

luminance, is varied systematically. It is vital that the parameters of this stimulus are 

precisely controlled so the response can be properly contextualised. For example, if one 

stimulus provokes a detection response but another does not, the reason for this can only 

be understood if the exact difference between the stimuli is known. For this reason, a single 

stimulus property is typically varied in a testing session, while the other parameters are kept 

constant. When a stimulus is detected, an internal representation is created within the 

neural visual system. This representation should change in a certain dimension with the 

particular stimulus property (e.g., the spatial extent of neural activation may increase with 

increasing stimulus size). Finally, a task-relevant response is produced, such as pressing a 

button to indicate that a stimulus has been detected. This is the basic set up of 

psychophysical experiments and the basis of perimetric testing (a measurement of visual 

sensitivity across the visual field commonly used in clinical diagnosis and monitoring).  
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Figure 3.1 – Illustration of the typical psychophysical set up for investigating detection thresholds. A stimulus is 

presented to the observer, which is usually scaled on a particular parameter, such as intensity or size. 

Depending on how much the stimulus energy corresponds to the observer's visual threshold at that visual field 

location, the stimulus will either be detected or not. If detected, the underlying neural pathway will process and 

create an internal representation of the stimulus. This is then translated to a goal orientated behaviour, such as 

a 'detection' response.  
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One of the foundational domains of visual psychophysics is the measurement of 

visual sensitivity, typically done by measuring visual thresholds. A visual detection threshold 

is typically taken as the point at which a stimulus at a particular intensity is seen a certain 

percentage of times, such as 75%. This can be seen in the psychometric function plotted in 

Figure 3.2a, in which the probability of a stimulus being detected is plotted as a function of 

stimulus contrast against the background. In this instance, the contrast value at 75%  

 
Figure 3.2 – Examples of multiple transformed staircases estimating the threshold for the same underlying 

psychometric function. a) The psychometric function demonstrating the probability of seeing for a range of 

stimulus contrasts. b) A 2-down, 1-up staircase, finding a threshold of 0.263 contrast at 70.7% probability of 

seeing. c) A 3-down, 1-up staircase, finding a threshold of 0.309 contrast at 79.4% probability of seeing. d) A 4-

down, 1-up staircase, finding a threshold of 0.356 contrast at 84 .1% probability of seeing. All filled circles refer 

to correct responses (e.g. a detection response when a stimulus is shown), while unfilled circles indicate an 

incorrect response (e.g. no response to a shown stimulus). Reproduced from Lu and Dosher (2013). 
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is taken as the threshold. This kind of psychometric function underlies all threshold testing 

procedures. Various laws describe the relationship between a stimulus characteristic, such 

as intensity or size, and detection thresholds, some of which are described below (see 3.2. 

Spatial summation and changes in glaucoma). By examining thresholds and investigating the 

factors that influence them, we can infer the characteristics and limitations of the visual 

system. Three broad methods are commonly used to measure sensitivity thresholds (Lu & 

Dosher, 2013).  

 The method of limits – In this method, a stimulus is initially presented that is either 

substantially supra- or sub-threshold for the particular observer (method of descending or 

ascending limits respectively). If the stimulus is detected, the intensity of the next target is 

decreased. If the observer does not report detection, the intensity is increased. In this way, 

the intensity is adjusted up or down until the threshold is reliably identified. In some 

versions, the step size of the intensity adjustments decreases with each ‘turn’ (e.g. switch 

from increasing to decreasing), allowing for more precise identification. As the majority of 

presented intensities are concentrated around the threshold level, this is a relatively 

efficient method. It also does not assume a priori knowledge of the threshold, unlike the 

method of constant stimuli (below). However, without the use of stimuli at a very high or 

very low intensity, it has no in-built false negative or false positive tests, so participant 

attentiveness must be assumed. Participants may also be biased by habituation (i.e. when a 

participant has pressed a certain response a number of times and continues out of habit, 

leading to ‘detected’ responses for invisible stimuli or ‘not detected’ responses for visible 

stimuli) or anticipation errors (i.e. where the anticipation of seeing or not seeing a target 

leads to a false positive or false negative errors respectively).  

 The method of adjustment – In contrast to the above, in this method the participant 

manually adjusts the stimulus until it is just visible, rather than reporting detection to 

presented stimuli. This value of ‘just visible’ is estimated in this way a number of times, with 

different starting values, and then averaged to estimate the visual sensitivity threshold. This 

has the advantage of being relatively quick and easy, however it is also susceptible to 

participant errors such as habituation and anticipation errors. 

 The method of constant stimuli – This method differs from the above in that a range 

of intensities, which are assumed to range from supra-threshold to sub-threshold, are 
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determined beforehand. They are presented in a random order to participants, avoiding the 

problem of anticipation and habituation errors. This also provides a complete picture of 

sensitivity to a range of intensities. The inclusion of targets with a very high or low intensity 

also provides an in-built false negative or false positive test. However, unlike the above, it 

assumes knowledge of where the threshold will be, in order to define a range of intensities 

that encompasses it, which is especially problematic in clinical conditions where the 

threshold may be unknown. It is also a relatively lengthy test, as all intensities are 

administered, rather than just those surrounding the individual threshold. Long test times 

can introduce additional problems, such as participant fatigue and inattention.  

3.1.1. Adaptive methods (staircases) 

In many psychophysical experiments, multiple visual thresholds are estimated to 

multiple stimuli (that may vary in, for example, contrast), in order to plot a psychophysical 

function (such as the function illustrated in Figure 3.2a). For this reason, it is important that 

multiple thresholds can be calculated as efficiently as possible to avoid effects such as 

observer fatigue. Adaptive methods, which aim to find the threshold with the smallest 

number of targets while retaining accuracy, are therefore optimal. The method of limits is 

adaptive as it self-modifies the presented stimuli based on the participant’s response, 

restricting the range of intensified presented.  

Staircase procedures are a commonly used adaptive thresholding methodology. Up-

Down staircases begin at a starting value – which is assumed to be either supra-threshold or 

sub-threshold – and change the intensity of the next target (i.e. stimulus to be detected) by 

a certain step size. The size and direction of this step size depends on the previous response 

(i.e. whether the participant has reported a certain integer of correct or erroneous 

responses; if the participant has reported a certain number of incorrect responses, the 

intensity may increase). This procedure ends when a certain stop rule, such as a certain 

number of reversals (e.g. changes in step direction), is reached. The starting value, step size, 

number of responses needed before the direction of the steps is reversed, and the stop rule 

all differ depending on the type of staircase used (nn example of different staircases and the 

underlying psychometric function [i.e. relationship between stimulus intensity and 

probability of detection] can be seen in Figure 3.2). A truncated (or 1/1) staircase is perhaps 

the most straightforward, in which intensity increases after one correct response and 
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decreases after one incorrect response, therefore converging on a threshold at which the 

participant has a 50% probability of detecting the stimulus. Thresholds at higher 

probabilities are obtained using transformed staircases that require a larger number of 

consecutive correct responses before reducing intensity and thus increasing difficulty  (Lu & 

Dosher, 2013).  

3.2. Spatial summation and changes in glaucoma 

A characteristic of the visual system is that, to increase the signal-to-noise ratio, light 

is summated over both space (spatial summation) and time (temporal summation). For 

small stimuli, more light energy for unit area is required to remain at the detection 

threshold than is needed for larger stimuli. These complete spatial summation mechanisms 

in small stimuli (whereby all light over the area of the stimulus summates) have been 

described by Ricco’s law (Ricco, 1877). This states that, at threshold, area and intensity of a 

stimulus are inversely proportional. This can be defined as: 

! ∗ # = % 

whereby ! refers to intensity,	# refers to area, and % is a constant. An illustration of 

this relationship is given in Figure 3.3. However, this relationship breaks down once stimuli 

reaches a critical area (known as Ricco’s area), after which % decreases and only partial 

summation (or incomplete summation) occurs (however, once stimuli reaches a certain 

stimulus size, there appears to be an absence of spatial summation; Glezer, 1965).  

Several laws have been proposed for partial summation, such as Piper’s law. This law 

suggests that the threshold for stimuli larger than a critical area (i.e. Ricco’s area) is 

inversely proportional to the square root of the stimulus area (Howarth & Lowe, 1966; 

Piper, 1903). Other laws have also been proposed under various experimental conditions 

(such as strict fixation stabilisation methods; Piéron, 1929), which also suggest different 

values for the coefficient of summation (%); for example, Piéron’s law (%=0.3), Goldmann’s 

approximation (%=0.8), and Weber’s law (%=0).  
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Figure 3.3 – A spatial summation curve at approximately 15 degrees eccentricity. The Y-axis shows visual 

thresholds, while the X-axis shows stimulus size, with the corresponding Goldman stimuli sizes illustrated along 

the top of the plot. Standard automated perimetry typically uses Goldman size III. Ricco’s area is marked with a 

dashed arrow. With stimuli smaller than Ricco’s area, the relationship between stimulus size and threshold is 

roughly -1, corresponding to Ricco's law and complete spatial summation. After that however, the relationship 

shallows and it moves to partial spatial summation. The degree of spatial summation and underlying law varies 

depends on experimental condition. 

As mentioned, the largest area for which complete spatial summation occurs is 

termed Ricco’s area (see Figure 3.3). Early studies estimated that, in healthy, photopic 

conditions, the diameter of Ricco’s area is around 0.13° at 5° eccentricity and about 0.26° at 

25° eccentricity (Wilson, 1970). Considering that clinical perimetry commonly involves the 

presentation of Goldman III size stimuli (diameter = 0.43°), the stimuli presented during a 

perimetric assessment are larger than Ricco’s area for a large portion of the retina and 

therefore works within the range of partial spatial summation mechanisms. However, this 

assumes that Ricco’s area stays stable across individuals and pathologies. Conversely, even 

under experimental conditions, Ricco’s area seems to vary significantly between individuals 

(Redmond et al., 2010b; Schefrin et al., 1998; Volbrecht et al., 2000a) and Ricco’s area may 
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also enlarge with age in scotopic conditions (Schefrin et al., 1998). It also appears to vary in 

conditions such as amblyopia (Je et al., 2018) and, of particular importance for this thesis, 

glaucoma (e.g. Redmond et al., 2010a). In certain conditions therefore, the stimuli 

presented in clinical perimetry may be smaller than Ricco’s area, thereby passing from 

partial summation (as it the case in health) to complete spatial summation mechanisms.  

Several studies have investigated this question of spatial summation changes in 

glaucoma compared to healthy controls. For example, Fellman et al., (1989) demonstrated 

that glaucoma patients demonstrated a great improvement in retinal sensitivity to 

increasing size than they did for increasing the contrast of the stimulus. The opposite 

pattern was observed in healthy controls, with greater benefit to retinal sensitivity afforded 

by increasing stimulus size. They also found that lower background adaptation levels (which 

leads to an increase in Ricco’s area; Barlow, 1958; Glezer, 1965) led to disproportionate 

improvements in contrast sensitivity for different retinal eccentricities for glaucoma patients 

compared to healthy controls. It was suggested that both of these results reflect altered 

spatial summation mechanisms (specifically an enlarged Ricco’s area) in glaucoma 

(Anderson, 2006). 

Redmond et al. (2010a) examined spatial summation curves in a sample of 24 early 

glaucoma patients and 26 age-similar controls, targeting both chromatic and achromatic 

pathways. Four visual field locations were examined after pupil dilation. Spatial summation 

curves were excluded if they did not reach a criterion model fit of r2 > 0.9. For both 

conditions (i.e., chromatic and achromatic) and all hemifields, they found that Ricco’s area 

was significantly larger in glaucoma patients compared to healthy controls, suggesting an 

increased pooling of light energy in the disease. Furthermore, this difference in Ricco’s area  
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completely accounted for the sensitivity difference between patients and healthy controls. 

This is illustrated in Figure 3.4. As can be seen from this figure, if the average spatial 

summation function for glaucoma patients is shifted leftward along the size axis by an equal 

magnitude to the difference in Ricco’s area, it superimposes completely with the average 

spatial summation function for healthy controls. Thus, in regard to perimetric testing in 

early glaucoma, if a stimulus is scaled in size in accordance with the changing extent of 

spatial summation, the threshold sensitivity may be kept constant. Alternatively, if a fixed 

stimulus size is used, such as the use of Goldman size III stimuli in clinical perimetry, 

sensitivity will decline depending on the relative size of Ricco’s area. Perimetric testing that 

involves the modulation of both area and intensity has been shown to be more efficient 

than traditional perimetry at detecting glaucomatous damage (Rountree et al., 2018). 

Anderson (2006) has suggested that this enlargement of Ricco’s area in glaucoma may lead 

to glaucomatous defects in visual sensitivity remaining undetected until Ricco’s area 

Figure 3.4 – Left panel: Average spatial summation functions for glaucoma patients and healthy controls for achromatic 

stimuli in the superior hemifield. Vertical dotted line= size of Ricco’s area. Vertical error bars= 95% confidence intervals for 

each averaged point. Horizontal error bars= Standard Error of the Mean of Ricco’s area values. Right panel: demonstration 

that if the average spatial summation function for glaucoma patients is shifted leftward along the size axis by an equal 

magnitude to the difference in Ricco’s area, it overlaps completely with the average spatial summation function for healthy 

controls. Both plots adapted from Redmond et al. (2010). 
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enlarges enough to match the size of the perimetric stimuli, at which point perimetric 

testing will start to pass into complete spatial summation. Understanding more about this 

psychophysical change in glaucoma will provide further information on the process of 

damage within the disease, as well as the neural underpinning of perimetric changes. The 

following section of this chapter will discuss various possible contributing factors 

throughout the visual system that may determine the size of Ricco’s area. 

3.2.1. Physiological basis of spatial summation changes in glaucoma 

As yet, the exact physiological basis for determining the size of Ricco’s area is 

uncertain. Experimental investigation has revealed several characteristics of Ricco’s area, 

which may provide clues as to how it is determined. For example, the size of Ricco’s area 

has been found to enlarge with increasing visual field eccentricity (Graham & Bartlett, 1939; 

Vassilev et al., 2003; Volbrecht et al., 2000a; Wilson, 1970), chromatic pathway (Redmond 

et al., 2010b; Volbrecht et al., 2000b) and temporal duration (Barlow, 1958; Wilson, 1970). It 

has also been found to vary with light conditions, with larger Ricco’s area estimates 

reported for scotopic (i.e., rod-mediated vision) conditions compared to photopic (i.e. cone-

mediated vision) conditions (Glezer, 1965). Any proposed theories of the physiological basis 

of Ricco’s area would, therefore, need to provide explanations for these phenomena.   

3.2.1.1. Optical contributions 

Following comparisons between measured and simulated Ricco’s area assessments, 

Davila and Geisler (1991) suggested that optical factors (such as the modulation transfer 

function [MTF], which determines how much contrast in the original object is maintained by 

the detector, i.e. retinal image) can account for most, if not all, of this phenomenon under 

photopic conditions. However, Schefrin et al. (1998) ran simulated models on various levels 

of MTF and intraocular scatter, and concluded that neither could account for their reported 

age-related changes in the size of Ricco’s area. A later adaptive optics study found that while 

Ricco’s area was reduced when removing the influence of optical factors, it remained 

present (Dalimier & Dainty, 2010), suggesting a post-optics influence. The sensitivity of 

Ricco’s area to temporal duration (Wilson, 1970) also suggests a neural origin. There is also 

little evidence for large deviations in optical factors, such as MTF, in glaucoma (Holopigian et 

al., 1990) suggesting that, these optical changes cannot explain the change in Ricco’s area 

seen in this disease. Together, this work suggests that while optics has a role in determining 
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the size of Ricco’s area, it is not the primary contributor and cannot seem to explain the 

observed change in glaucoma.  

3.2.1.2. Retinal contributions 

Much work has been done into the possibility of a major retinal component to 

Ricco’s area. Multiple cell types are present in the retina and as the first point at which light 

energy is detected, the contribution of photoreceptors to spatial summation has been 

investigated. Brindley (1954) suggested that the lower acuity and increased area of spatial 

summation in the ‘blue’ pathway compared to ‘red’ or ‘green’ pathway may be explained by 

either the associated photoreceptors being very sparse or by a high level of convergence 

between the receptors and higher-level neurons. However, they found no sparsity of ‘blue’ 

photoreceptors that would explain an increase in spatial summation. In addition, as noted 

by Redmond (2009), rod photoreceptors are much more numerous than any cone subtypes, 

even though Ricco’s area in rod-dominated scotopic conditions is larger than that in 

photopic conditions (e.g. Glezer, 1965). If photoreceptor density was the underlying basis of 

Ricco’s area, increased density of photoreceptors would be expected to be associated with 

smaller Ricco’s area estimates. Brindley (1954) therefore concluded that the most important 

factor in differing Ricco’s area sizes between different pathways may be the convergence at 

the retinal ganglion cell (RGC) and bipolar cell level. The idea that RGC properties (e.g. 

density, receptive field size) are particularly important for determining Ricco’s area size was 

collaborated by Volbrecht et al. (2000b), who found a stronger association between Ricco’s 

area size and RGC density than either S- or L-cone density. This supports the proposal that it 

is RGC density, rather than photoreceptor density, that is relevant. Furthermore, an 

association is suggested by the fact that eccentricity-based changes in Ricco’s area mirrors 

the changes in RGC density (Watson, 2014) and dendritic tree size (Vassilev et al., 2003). 

Considering that RGC degeneration and death is a characteristic feature of glaucoma (e.g. 

Morgan, 2002), this is an important possible loci for the basis of Ricco’s area and as such as 

been investigated further. 

One suggestion is that the size of Ricco’s area may be defined by RGC receptive field 

configuration (namely an excitatory centre and an inhibitory surround). Specifically, when a 

stimulus presented in the centre of a receptive field is smaller in area than that receptive 

field’s excitatory centre, the light energy is summed by complete spatial summation. When 
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that stimulus is increased in size and starts to enter into the receptive field’s inhibitory 

surround, it then enters into partial spatial summation mechanisms (such surround 

antagonistic receptive field configurations were described in chapter 1). Ricco’s area should 

therefore by defined by the receptive field centre size and be limited by the amount of 

surrounding inhibition. This suggestion is supported by the finding that increasing the 

background luminance decreases the size of Ricco’s area and also increases the involvement 

of lateral inhibition (or the OFF-centre surround; Barlow, 1958; Glezer, 1965; Lelkens & 

Zuidema, 1983). Davila and Geisler (1991) also suggested that low luminance conditions 

lead to an increased involvement of the magnocellular pathway, which has larger receptive 

field sizes and thus, may contribute to measurements of a larger Ricco’s area. However, 

recent research has found that lateral inhibition in the retina, as measured psychophysically, 

appears to be normal within glaucoma (Junoy-Montolio et al., 2016), suggesting that lateral 

inhibition does not underlie the enlarged Ricco’s area in glaucoma.  

Additionally, background-dependant changes in Ricco’s area size have also been 

identified in the S-cone pathway (Redmond et al., 2013). Receptive fields of RGCs underlying 

the S-cone signal response (the small bistratified cells; Dacey & Lee, 1994) are of the order 

S+/(L+M)- or S-/(L+M), so therefore do not show a surround inhibition configuration. 

However, this surround antagonism is found in the primary visual cortex (termed doubled-

opponent cells; Conway, 2001; Conway & Livingstone, 2006; for a review, see Shapley & 

Hawken, 2011). This evidence suggests that, if Ricco’s area reflects surround antagonism 

mechanisms, there may be a substantial cortical involvement to explain these findings in the 

S-cone pathway. 

It has been theorised that Ricco’s area may represent a critical number of RGCs, and 

that it increases with eccentricity due to increased RGC sparsity. If so, one would expect it to 

show age-related changes due to the decreases found in RGC density with age (e.g. 

Harwerth et al., 2008). In line with this, Schefrin et al. (1998) found a small age-related 

increase with Ricco’s area under scotopic conditions, suggested to correspond to an 

increased convergence to remaining RGCs. However, this finding is not universal; Redmond 

et al. (2010b) reported that, despite age-related decreases in overall contrast sensitivity and 

peripheral grating acuity (a marker of RGC density), there were no statistically significant 

decreases in Ricco’s area with age in either photopic or S-cone conditions.  
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A recent investigation into the link between RGC density and spatial summation was 

carried out by Kwon and Liu (2019). A sample of 11-17 healthy adults with normal or 

corrected-to-normal vision were included, depending on the visual field location tested. For 

each of the seven tested visual field locations, estimated RGC density (based on previous 

literature; Drasdo et al., 2007) and the measured Ricco’s area was used to calculate the 

number of RGCs underlying Ricco’s area. This number was found to be relatively consistent 

across the visual field, with about 14 RGCs underlying Ricco’s area (which is less than has 

been previously estimated; Swanson et al., 2004). Furthermore, they estimated that ~90% 

of variance in Ricco’s area size can be explained by RGC density. There was some deviation 

close to the fovea, though this was suggested to reflect overestimation of RGC density in 

previous literature. This work was then extended to the cortex, using previous anatomical, 

psychophysical, and physiological literature to estimate cell density (Kwon & Liu, 2019). 

They estimated that ~12 magnocellular RGCs input into each 1mm of V1, while about 29 

underlie a cortical receptive field. They propose a model whereby a certain number of RGCs 

underlie the area of complete spatial summation (i.e., Ricco’s area), which then feed into 

the LGN with little interference, before the neural information is further pooled by V1 

cortical neurons. When considering the enlargement of Ricco’s area in glaucoma, the 

hypothesis of a critical number of RGCs underlying Ricco’s area makes logical sense as RGCs 

degenerate throughout the condition. As this cell death occurs, Ricco’s area may need to 

enlarge to retain a constant number of RGCs and thus sufficient signal-to-noise ratio for light 

to be detected. However, it could also be argued that when neighbouring cells die, RGC 

receptive fields may enlarge to compensate, which may lead to alterations in Ricco’s area. It 

is also important to consider that RGCs show shrinkage before death (e.g. Morgan, 2002) so 

may not have the same output as a single healthy RGC. A similar model to that described by  

has been previously proposed by Pan and Swanson (2006; Swanson et al., 2004), who 

suggested that spatial pooling by orientation-tuned cortical filters could account for the 

relationship between perimetric defects and RGC loss. Specifically, they found that a 

cortical-pooling model with strongly orientation-tuned neurons agreed more strongly with 

previously reported spatial summation curves than weakly tuned or RGC receptive field-

based approaches. Critically, multiple pooling mechanisms throughout the visual pathway 

were needed to explain spatial summation across perimetric stimuli. Together, these 
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models highlight the importance of signal pooling at a cortical stage, which may be 

supported by a critical number of RGCs. 

3.2.1.3. Cortical contributions 

Several lines of evidence support the assertion of a substantial cortical involvement 

in determining the size of Ricco’s area. For example, it was been reported that Ricco’s area 

is larger in the Amblyopic eye compared to the non-amblyopic eye (Je et al., 2018). 

Considering that there is no evidence of thinning of the RGC layers in Amblyopia (Chen et 

al., 2013; Ersan et al., 2012; Szigeti et al., 2014; Xu et al., 2013) but there is evidence of 

cortical changes (Conner et al., 2007; Li et al., 2007), it seems possible that this change in 

spatial summation has a cortical origin, possibly reflecting a compensatory increase in 

cortical receptive field sizes and thus spatial pooling. In support of this possibility, estimates 

of receptive fields in V1 show enlargement in the amblyopic eye, despite normal cortical 

magnification factor (Clavagnier et al., 2015), though the relationship between cortical 

receptive field size and Ricco’s area in amblyopia has yet to be tested directly. A cortical 

involvement in amblyopia has also been replicated in more recent work, which has also 

suggested that amblyopia also leads to reduced cortical responsiveness (Farivar et al., 

2019). Cortical receptive field sizes may therefore be an important limiting factor in Ricco’s 

area size in amblyopia. 

Could changing cortical receptive fields also be the basis of the increase in Ricco’s 

area in glaucoma? There are several points that suggest some cortical involvement within 

glaucoma. For example, evidence from histological studies points to shrinkage of RGCs 

before death in glaucoma (Morgan, 2000, 2002). A shrinkage of the RGC dendritic tree 

should lead to a shrinkage (rather than enlargement) of associated receptive fields (Weber 

et al., 1998). It therefore seems unlikely that the enlargement of Ricco’s area in glaucoma 

has a solely retinal origin. Instead, it has been hypothesised that there may be 

compensatory enlargement of receptive fields higher up the visual pathway in order to pool 

more spatial information and maintain the physiological sensitivity of the visual system 

(Anderson, 2006; Redmond et al., 2010a). 

A small number of studies have investigated cortical receptive field size in glaucoma. 

This was first done by King et al., (2006), who investigated superior colliculus receptive fields 

in a rat model of glaucoma, using electrophysiological recordings. Experimental glaucoma 
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was induced by artificially increasing intraocular pressure (IOP) via ocular surgery. An 

increase in cortical receptive field size was found, which was proportional to the percentage 

increase of IOP and the amount of time IOP had been elevated. However, as this was based 

in experimental glaucoma, the results may not be representative of the mechanisms 

underlying chronic glaucoma in humans, especially as it is not necessarily accompanied by 

an elevation in IOP (i.e. NTG). In terms of assessing cortical receptive field changes in human 

cases of glaucoma, only one study to date has investigated this directly, which was 

described in a conference abstract by Liu et al. (2007). Functional magnetic resonance 

imaging (fMRI) was used to investigate estimates of cortical receptive field sizes in the 

occipital lobes of two 70-year-old primary-open angle glaucoma (POAG) patients and three 

age-similar controls. fMRI time courses were recorded during viewing of an expanding ring 

stimulus, which subtended the central 12° of the visual field (in which the glaucoma patients 

showed ‘normal’ visual function; this methodology is termed retinotopic mapping, which is 

described fully in Chapter 4). When fitting reference functions to the resulting fMRI 

response profiles, they found that more voxels (the 3d pixel that constitutes an MRI image) 

within the occipital lobe in the glaucoma patients correlated with a ‘wider width’ model 

(28% of voxels) than a ‘narrower width’ model (11% of voxels), while controls demonstrated 

a more even distribution (percentage of voxels not provided). However, it is difficult to 

make firm conclusions with such a small sample, and there was no mention of correction for 

possible cerebrovascular differences; for example, this difference in the width of response 

profiles may reflect differences in the haemodynamic response function (HRF; a property of 

the fMRI signal reflecting neural and vascular contributions) between these participants. As 

Liu et al. (2007) is a conference abstract, there is also no information given on several 

methodological details such as the exact method of modelling, the exact definition of a 

‘wider width’ model or clinical characteristics of the glaucoma patients, which limits a full 

interpretation of their results. Nevertheless, these results are supportive of the hypothesis 

of a difference in cortical receptive field sizes within the occipital lobe in human glaucoma 

compared to healthy controls; specifically, these studies suggest an enlargement of 

receptive field sizes in glaucoma, similar to the enlargement of psychophysical area of 

complete spatial summation (i.e. Ricco’s area), reported in glaucoma (Redmond et al., 

2010a).   
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The models discussed above (Kwon & Liu, 2019; Pan & Swanson, 2006; Swanson et 

al., 2004) have also highlighted the importance of cortical pooling, especially in the 

orientation-tuning neurons of V1. This pooling may be able to enlarge and adapt depending 

on the state of the visual system; for example, in glaucoma, V1 neurones may respond to 

the loss of RGCs by pooling the input of more RGCs in order to maintain a constant number 

and thus increase receptive field size. 

While a limited number of studies have investigated cortical receptive fields in 

glaucoma, multiple studies have suggested cortical changes in glaucoma, in terms of cortical 

structure of grey and white matter (e.g. Frezzotti et al., 2014; Jiang et al., 2018; Kasi et al., 

2019; Wang et al., 2016; Zhang et al., 2015) and lower neural activity estimated as by fMRI 

signal (e.g. Borges et al., 2015; Chen et al., 2019; Dai et al., 2015; Duncan et al., 2007a, 

2007b; Frezzotti et al., 2014, 2016; Kasi et al., 2019; Murphy et al., 2016; Song et al., 2014; 

Wang et al., 2018). Studies have reports regions of decreased fMRI signal in glaucoma 

patients compared to age-matched controls, which correspond to regions of visual field loss 

(Duncan et al., 2007a; Qing et al., 2010; Zhou et al., 2017) and also demonstrated 

associations with markers of optic disc damage, a characteristic clinical feature of glaucoma. 

(Duncan et al., 2007b). This is discussed further in Chapter 4. There therefore appears to 

significant evidence of changes to cortical structure and function in glaucoma compared to 

healthy controls, possibly due to compensatory reorganisation or retrograde degeneration.  

It is important to note that the size of Ricco’s area may arise due to contributions 

from multiple locations. For example, the size of the receptive fields at a certain location in 

the neural pathway will be determined by the receptive fields of the cells that synapse into 

them. This is true for receptive fields all along the visual pathway, from the RGCs, to the 

lateral geniculate nucleus, to the visual cortex. Ricco’s area may therefore represent the 

psychophysical consequence of the ‘net’ of these receptive fields. This thesis will be 

examining the contribution of both retinal and cortical receptive field sizes to Ricco’s area in 

a sample of glaucoma patients and age-similar controls.  
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3.2.2. Statistical modelling of Ricco’s area 

As described above, Ricco’s area is the largest area at which Ricco’s law Ricco’s law 

(Ricco, 1877) still applies. Ricco’s law states that, at threshold, area and intensity are 

inversely proportional. This can be defined as: 

! ∗ # = % 

whereby ! refers to intensity,	# refers to area, and % is a constant. One a stimulus is 

larger than Ricco’s area, it moves from complete spatial summation (following Ricco’s law), 

to partial spatial summation. In order to estimate the size of Ricco’s area, the visual 

sensitivity thresholds to a range of stimuli sizes (encompassing the estimated size of Ricco’s 

area) must be measured (as can be seen in the spatial summation curves shown in Figure 

3.3 and Figure 3.4). The spatial summation function underlying these thresholds can then be 

statistically calculated. However, multiple methods have been used throughout the 

literature, which both limits the ability to directly compare between studies and also leads 

to a range of Ricco’s area estimates for the same data (this can be seen in the temporal 

summation domain by Mulholland et al., 2015). When choosing an appropriate statistical 

method to use, it is therefore important to consider which most reflects the underlying 

physiology and also introduces the least bias. 

One method of estimating Ricco’s area is manual estimation, in which the point at 

which the data deviates from a reference line of -1 (i.e., complete spatial summation) is 

manually approximated (e.g. Barlow, 1958; Wilson, 1970). However, this manual 

involvement introduces strong operator bias (especially if one is looking for a group-wise 

difference and is not blind to the participant group) and may lead to an over-estimation of 

the critical area (Mulholland et al., 2015). Alternatively, a constricted least squares analysis 

has also been used, in which two lines are fit to the threshold data. In this method, the first 

line is constrained to -1 (following Ricco’s law) and the second is constrained to 0.5 (due to 

Piper’s law; e.g. Richards, 1967) or 0 (e.g. Davila & Geisler, 1991). The breakpoint of these 

lines is taken as Ricco’s area. This method involves less operator bias than manual 

estimation, but assuming the slope of the second line introduces additional problems. For 

example, partial summation has been shown to occur in varying degrees under certain 

experimental conditions (Brindley, 1970; Schefrin et al., 1998; Volbrecht et al., 2000a). 

Additionally, a constriction of 0 assumes no spatial summation and, while it is reported in 
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varying degrees, it is usually reported to be present, unless testing very large stimuli (Glezer, 

1965). As an alternative to these methods, various studies have used a two-phase 

regression method (e.g. Redmond et al., 2010a; Schefrin et al., 1998), in which two linear 

regression lines are fit to the data. The first line is constrained to -1, following Ricco’s law, 

while the intercept of the first line, slope of the second line, and the breakpoint are allowed 

to vary. Once again, the breakpoint of these lines is taken as Ricco’s area. Multiple iterations 

may be completed to model the final Ricco’s area value. While this method is much less 

susceptible to operator bias than the manual method, it is still semi-subjective as it requires 

manual estimation of the initial breakpoint, the intercept of the first line and the slope of 

the second to be input. However, it has the significant advantage of being a close fit to the 

data while taking into account Ricco’s law and the variable nature of partial summation. By 

not constraining the slope of the second line, no assumptions about the degree of partial 

summation are made, allowing for more flexibility across experimental conditions and visual 

field locations.  

Considering the fact that the most suitable measure of Ricco’s area should be one 

that introduces the least operator bias but still reflects the underlying physiology, the two-

phase regression appears to be the most appropriate.  
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Chapter 4. Objective physiological measurements 

In order to investigate the neural basis of Ricco’s area, receptive field size and neural 

structure at both the retina and cortex must be objectively measured. While neural 

functioning can be inferred using psychophysical measurements, this suffers from two 

important limitations. Firstly, psychophysics are inherently subjective, allowing for the 

introduction of bias and greater between-session variability. Secondly, this methodology 

assesses the neural pathway as a whole; it is possible that alterations at different locations 

can have the same psychophysical result, even when isolating a particular pathway (e.g. S-

cone). It is therefore important to objectively and specifically assess neural physiology at 

multiple locations within the visual pathway. This chapter will outline and explain a number 

of objective physiological measurements and introduce how these methodologies have 

been applied in glaucoma; specifically, optical coherence tomography (OCT), pattern 

electroretinography (PERG), and structural and functional magnetic resonance imaging (MRI 

and fMRI) will be discussed. 

4.1. Optical coherence tomography 

One of the defining characteristics of glaucoma is the degeneration of retinal 

ganglion cells (RGCs), which are an important marker of disease progression. RGCs are 

localised within certain retinal layers (as described in Chapter 1), which can be imaged and 

quantified non-invasively using OCT. This is an increasingly commonplace imaging 

technology that typically uses near-infrared light and the natural reflectiveness of retinal 

layers to create 3D images. Unlike other scanning modalities such as MRI, OCT is limited to a 

scanning depth of only a few millimetres, meaning it is very limited as to what it can image.  

However, it has the significant advantage of a high spatial resolution (down to the μm level), 

comparatively low-cost screening and fast scan speed. OCT is now an established method of 

imaging the structure of the posterior eye in both clinics and research facilities. 

OCT is based on the concept of low-coherence optical interferometry (for an 

illustration, see Figure 4.1). This involves a beam projected onto a semi-silvered mirror and 

consequentially split into a measurement beam, which enters the eye, and a reference 

beam. When the measurement beam reaches the retina, small amounts are reflected back  
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Figure 4.1 – Illustration of the workings of an Optical Coherence Tomography (OCT). Light first is emitted from a 

light source (grey solid arrow). Once it hits a semi-silvered mirror, it is split into a reference (blue arrow) and 

measurement beam (red arrow). The measurement beam enters the eye and is reflected back by the retina. As 

different retinal layers have different reflective properties, they are bounced back with different time delays, 

allowing for signals coming from different layers to be separated. When the measurement beam leaves the 

eye, it then re-enters the OCT and reforms with the reference beam (grey dashed arrow), which had been 

reflected back into its path by a reference mirror. Due to constructive and destructive interference, phase 

differences between the two beams can be analysed by a light detector, creating an A-scan. By moving the 

measurement beam across the retina, a three dimensional image can be reconstructed. 

by each layer with different time delays. Each layer has different reflective properties, which 

allow different layers to be reflected in the reflected beam. The reflected measurement 

beam leaves the eye and reforms back into a single beam with the reference, which was 

reflected into position after the initial split using a reference mirror. This reference mirror is 

adjusted until the two optical paths are superimposed. Doing this gives information about 

the individual waveforms via constructive and destructive interference (for example, the 

amplitude of two waves with the same phase will add to each other, while those with 

opposite phases will subtract). The amplitude of this detected output allows for the 

construction of a 1D image of the retina (an axial a-scan). Intensity measurements will differ 
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at several depth points along this image (due to the reflective properties of different retinal 

layers) and thus allow for the distinction of different layers, depending on the resolution of 

the image (though the ultimate depth of OCT imaging is restricted to a few millimetres due 

to light scattering and absorption; Huang et al., 1991). A 3D image is built up using many 

such measurements, which must be taken quickly to ensure patient comfort and to 

minimise movement. By moving the system laterally, a series of a-scans can be taken and 

used to form a 2D image (a b-scan), while adding a second direction produces a 3D 

structural image (a c-scan).  

4.1.1 Applications in glaucoma 

Following the first demonstration of OCT technology in 1991 (Huang et al., 1991), 

the relevance of the technology to glaucoma detection and monitoring was quickly realised 

(Schuman et al., 1995). While glaucoma progression can be tracked using visual field testing, 

these may require multiple visits, have poor test-retest reliability, and show learning effects 

(Katz et al., 1995; Pierre-Filho et al., 2010). The use of a more objective structural measure 

such as OCT therefore provides complimentary diagnostic information by imaging the optic 

nerve head, macula, or specific retinal layers. The diagnostic accuracy of OCT has been 

demonstrated across commercially available devices (i.e. Zeiss Stratus, Zeiss Cirrus, 

Heidelberg Spectralis and Optovue RTVue, and Topcon 3D-OCT), especially with increasing 

severity of glaucoma (Kansal et al., 2018). Several parameters have proved to be informative 

for glaucoma diagnosis (Gracitelli et al., 2015). Of particular interest in the macula are the 

retinal nerve fibre layer (RNFL), ganglion cell complex (GCC; composed of the macular nerve 

fibre layer, inner plexiform layer, and ganglion cell layer) and ganglion cell-inner plexiform 

layers (GCIPL), as retinal thinning in these layers are characteristic of RGC damage in 

glaucoma (see chapter 1 for a discussion of these retinal layers). Kansal et al. (2018) carried 

out a large-scale meta-analysis on 150 studies and over 16,000 glaucomatous eyes and 

reported high classification accuracy for the RNFL (area under the receiver operator 

characteristic curve [AUROC] = 0.897), macula GCC (AUROC = 0.885), and macula GCIPL 

(AUROC = 0.858). The diagnostic classification capability of these segmented layers was 

higher than the total macular thickness (AUROC = 0.795). Structure-function relationships in 

glaucoma have been discussed previously in Chapter 2. 
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4.2. Electroretinography 

While OCT allows for structural imaging, this does not necessarily equate to 

functionality and cannot capture dysfunction or functional receptive field changes that may 

occur in disease state. To assess the retinal function that may contribute to psychophysical 

phenomenon in glaucoma, electroretinography (ERG), a retinal electrophysiological 

technique, was investigated. 

ERG is a measure of transient changes in an eye’s resting potential in response to 

light. Gross biological and background activity is removed with the aid of a nearby reference 

electrode. The shape of the recorded electrical waveform differs depending on the spatial, 

temporal, and frequency properties of the light stimulus used to elicit it. In the simplest 

form, an early receptor potential (ERP) can be recorded in response to an intense light flash 

with a short latency. This response typically occurs 1.5ms after stimulus onset and can be 

delineated into different ‘waves’ that reflect the response of different cell groups (see 

Figure 4.2.). 

Following a flash, there is an initial negative-going response within a few milliseconds 

termed the a-wave, suggested to be of a majorly photoreceptor origin. In dark-adapted 

eyes, the a-wave is suggested to be mostly driven by rod cells and associated circuits, with 

the initial ‘dip’ dominated by the hyperpolarisation of the rod axon and synaptic terminals 

(Frishman, 2017). The amplitude of this is sensitive to rod photoreceptor degradation in an 

animal model (Hirota et al., 2012), though it is also partly reflective of post-photoreceptor 

cells, as the amplitude also decreased once light-evoked horizontal cell and hyperpolarizing 

bipolar cell activity had been suppressed (Bush & Sieving, 1994). 
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Figure 4.2 – Demonstration of traces typically recorded in response to A) flash electroretinogram (ERG), B) 

pattern-reversal ERG, and C) pattern onset-offset ERG. Monitor inserts show typical stimuli used to elicit these 

traces. The Y-axis is amplitude, while the X-axis is time (not to scale). Red dashed lined mark biologically 

relevant components. 
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The next major component is the b-wave. This is characterised by a large positive-

going peak with a post-photoreceptor origin (e.g. Nilsson, 1971). Specifically, it is suggested 

to be dependent on ON-bipolar cell depolarisation and varies with stimulus intensity and 

contrast (Frishman, 2017; Stockton & Slaughter, 1989). Imposed on this b-wave are high-

frequency, low-amplitude oscillatory potentials (OPs). Unlike the above components, they 

are optimally recorded in mesopic conditions, reflecting both scotopic and photopic 

processes, and their number and amplitude depend on the level of adaption and stimulus 

intensity (Thompson, 1987). It has been suggested that these OPs can be classified into 

early, intermediate, and late subgroups, which each have different likely generators, these 

being photoreceptors, non-spiking activity and spiking activity of ON-pathway cells (such as 

amacrine cells) respectively (Dong et al., 2004; Wachtmeister, 1998). These have also been 

used for tracking nerve conductance from retina to cortex (Westner & Dalal, 2017).  

The next major component is the c-wave, which depends on the integrity and 

complementary functioning of the pigment epithelium and rods (Thompson, 1987). 

Consequently, the c-wave is abnormal in vitelliruptive macular degeneration, which is a 

generalised defect of the pigment epithelium (Nilsson & Skoog, 1980).  

Finally, the d-wave is suggested to be the depolarisation of OFF-bipolar cells and/or 

horizontal cells at the termination of illumination (Stockton & Slaughter, 1989).  

The fact that different parts of this flash-ERG response can be mapped onto different 

cells allows specific retinal layers to be examined in different light conditions or pathology. 

However, to optimally examine the inner retina, which is primarily affected by glaucoma, 

another form of ERG is required. 

4.2.1. Pattern ERG 

Pattern ERG (PERG) is the bio-potential evoked by temporally modulated pattered 

stimuli, typically a grating or checkerboard, of constant mean luminance. It is assumed that 

since there is no change in the overall luminance, the linear responses described above (e.g. 

b-wave) should remain constant and only non-linear responses, sensitive to local changes in 

luminance, remain. It was first described by Riggs et al. (1964),  who suggested it as a 

method of reducing stimulus-locked stray light due to the constant mean luminance. 

Compared to full-field ERGs, PERG has a very small amplitude, around 0.5-8μV (microvolts), 
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so extra attention must be paid to possible contaminating noise or artefacts, as well as 

maintaining low impedance in equipment.  

A common form of PERG uses pattern-reversal stimuli, in which the high-luminance 

and low-luminance portions swap at a certain temporal frequency. The waveform this 

produces depends heavily on this temporal frequency, which further splits pattern-reversal 

PERG into two subtypes. The first is the transient PERG, produced when a pattern is 

reversing slowly at 3Hz or less. This produces a characteristic and reproducible wave form 

(Otto & Bach, 1997), shown in Figure 4.2., with the three main components; N35, P50, and 

N95 . These are typically described using latency – which is measured from onset – and 

amplitude – which is measured between peaks and troughs.  

Some of the first studies investigating the origins of these transient PERG 

components looked at optic nerve sections in animals, which would lead to RGC 

degeneration but intact photoreceptors. These studies demonstrated that while full-field 

ERGs were maintained, the PERG signal was eliminated, suggesting that RGCs are a major 

contributor to PERG (Maffei & Fiorentini, 1981). However, later studies in human and 

animals found that P50 preservation could still be seen even after total RGC loss (Blondeau 

et al., 1987; Harrison et al., 1987), suggesting that RGCs were not the exclusive generator. 

N95 appears to mainly reflect RGC spiking activity, while non-spiking activity, possibly 

including nearby bipolar cells, is included in P50 amplitude (Luo & Frishman, 2011). Bach, 

Cuno and Hoffman (2018) therefore theorised that P50 reflects the spatial distribution and 

density of RGC bodies, while N95 is mostly reflective of the axonal spiking activity that 

occurs at the 90° fibre deflection at the optic nerve head. To investigate this, they used 

multifocal PERG at 30 retinal locations in 21 healthy participants. By examining retinal 

conduction speeds, they found that while both were influenced by eccentricity (with shorter 

speeds in the periphery), the N95-like signal was also influenced by distance from optic 

nerve head. This supports the hypothesis that while P50 reflects spiking and non-spiking 

activity near the ganglion cell body, N95 reflects RGC axonal spiking activity, particularly that 

which occurs at the turn into the optic nerve head. 

When a higher temporal frequency of the pattern-reversal presentation is used, a 

steady-state PERG (SS-PERG) wave form is produced, which is a sinusoidal waveform that 

requires Fourier transform to extract amplitude and phase shift. This is suggested to be N95-
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dominated (Holder, 2001), shows evidence of N95-like spatial tuning (Hess & Baker, 1984), 

and current source density analysis suggests a RGC origin (Baker et al., 1988). While 

transient PERG components are suggested to be comprised of equal ON and OFF pathways, 

SS-PERG is found to be mainly reflective of ON-pathway spiking (Luo & Frishman, 2011). 

Finally, an alternative form of PERG is the onset-offset PERG, which involves presenting a 

pattern for a set amount of time (onset), and then alternating it with a uniform mean-

luminance field (offset) at a set temporal frequency. This produces a distinct onset and 

offset response, which can be seen in Figure 4.2. Similar to N95, the onset response seems 

to have a major RGC component; for example, when the luminance component of the 

response is removed to leave the pattern specific response (PSR), strong spatial tuning is 

evident at multiple eccentricities of the visual field (Drasdo et al., 1987; Thompson & 

Drasdo, 1987) and it is found to correlate with RGC layer volume in healthy adults (Drasdo et 

al., 1990). For achromatic luminance patterns, pattern onset-offset shows greater spatial 

tuning than pattern-reversal PERG despite lower average amplitudes (Korth & Rix, 1989), 

suggesting it may be more sensitive to RGC antagonistic centre-surround receptive field 

processes. Peak latency also increases with increasing spatial frequency, which could reflect 

a shift from cells with different response times and receptive field sizes. 

4.2.2. Technology 

The electrical response is directly recorded using an active electrode, which is placed 

in a location such as the edge of the lower fornix. Multiple types of active electrodes are 

available, from fibres to contact lens electrodes, though the latter are typically not used in 

PERG due to possible image degradation. Responses to visual stimuli can then be recorded, 

with background biological noise removed by recording activity at a nearby location with a 

reference electrode and subtracting this from the active recording. If these electrodes are 

close enough, it is assumed that the only difference should be the retinal response, so this is 

amplified. The ipsilateral outer canthus is typically used as a location for the reference 

electrode, as it is less susceptible to possible contamination from the fellow eye or cortical 

sources. A separate ground electrode is placed elsewhere on the body (such as the 

forehead) and is used for common mode rejection, preventing, for example, mains power 

from interfering with the biological response of interest (Biopac.com, 2014). Especially when 

recording a small signal, such as the PERG, it is important that these electrodes are placed 



Chapter 4. Objective Physiological Measurements 
 

  35 

with as low impedance as possible, but at least below 5kΩ measured in situ (Bach et al., 

2013). This impedance can be improved with cleaning the skin and conductive gel inside the 

electrode. Additionally, if the electrodes are nominally non-polarizable silver/silver-chloride 

coated, then this must be monitored for if it is worn off then polarisation may occur and the 

input from that electrode will be imbalanced (Arden, 2006). 

A large number of recordings (aka. sweeps) are typically taken (i.e. 100-300; Bach et 

al., 2013), which are averaged into a single result (which may be then averaged again over 

multiple results for optimised signal to noise ratio). Dim or normal background illumination 

is recommended, with irrelevant bright lights out of view, which must be kept consistent 

across recordings. Pharmacological pupil dilation can be used for full-field ERG in order to 

ensure the stimuli hits the entire retinal surface, and thus assesses the entire retina and 

evokes the strongest response. While increasing flash luminance can also increase response 

amplitude, this cannot completely compensate for a small pupil size (Gagné et al., 2010). 

However, this is not recommended for PERG due to the image degradation that will occur, 

which will blur high spatial frequency patterns. 

It is important to be aware of and knowledgeable about possible artefacts that may 

distort the data. One of the most common causes of this is electrical mains noise, which 

operates at 50Hz. Notch 50Hz filtering may be used in some cases to remove mains power 

noise, but this is not recommended in PERG as it is a similar frequency to the response of 

interest. A notch filter may therefore remove some of this target response, so it is important 

to reduce mains noise using other methods, such as ensuring the room is electrically quiet. 

This can be done by enclosing electrical outlets in grounded, metallic casing or trunking. If 

possible, the room should also have a mains supply that is kept separate from the rest of the 

building to reduce contamination from other equipment (Arden, 2006). 

Patient movement can also be a major source of artefacts in the data. This is due to 

electrical activity from the movement of muscles (e.g. jaw clenching, eye blinks/movements) 

or from the triboelectric effect, which is when a current is caused when the electrode is in 

contact with a material (i.e. the skin) and then is separated. A particular issue is the 

photomyoclonic reflex (Arden, 2006; Johnson & Massof, 1982), which is a rapid reflex in the 

eye and neck muscles in response to light. This has a delay of ~59ms, so can interfere with 

interpretation of the b-wave or the PERG signal. Habituation (repeated stimulus 
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presentations) or conditioned suppression (by pairing it with an auditory tone that does not 

elicit it) can reduce the amplitude, but Johnson & Massof (1982) suggest that while this 

reduces the effect, it makes it more difficult for automatic artefact rejection. Certain 

electrodes, such as the bipolar or gold foil, may also be more susceptible (Johnson & 

Massof, 1982). This effect is especially seen when the patient is uncomfortable and the neck 

in extended, highlighting the importance in making sure the participant is comfortable and 

given frequent breaks throughout a procedure. This was also initially demonstrated using 

flash ERG; it may be less impactful using PERG stimuli as the mean luminance stays constant. 

Excessive eye movements or blinks may also displace the active electrode, causing a sudden 

reduction in signal. Blinking can be prevented by using weaker flashes to evoke the scotopic 

threshold, using a fixation spot/cross, and asking the participant to blink before a flash 

occurs (Arden, 2006). The is also some evidence that PERG responses can change in 

glaucoma patients with head position (Ventura et al., 2013), so this should also be kept 

consistent throughout participants with the use of, for example, a head and chin rest.  

Filtering the data as it is being recorded can help artefact removal before it can 

contaminate the data, and it is recommended that this is set to a bandpass filter of 1-100Hz. 

Live artefact rejection is also considered essential and should be set as at least 100Hz, 

preferably less (Bach et al., 2013). Manual removal of eye blinks from individual sweeps, 

characterised by sharp, steep increases in amplitude, may also be needed.  

4.2.3. Applications in glaucoma 

Different ERG methodologies allow for not only non-invasive assessment of retinal 

functioning, but also specific targeting of different cells and retinal layers. The 

electroretinography technique that has most often been translated to glaucoma is the 

PERG, due to its coupling with the typical site of glaucoma damage, the retinal nerve fibre 

layer. The first study into this reported that glaucoma patients exhibit a decrease in PERG 

amplitude in 1982 (May et al., 1982), and since then a decrease in transient (P50 and N95) 

and sustained PERG amplitude (but not latency) has been demonstrated many times (e.g. 

Almrcegui Lafita et al., 1997; Bach & Hoffmann, 2008; Bobak et al., 1983; Ganekal et al., 

2013; Hiss & Fahl, 1991; Tiryaki Demir et al., 2015; Uclés et al., 1997; Viswanathan et al., 

2000; Wanger & Persson, 1983), showing associations with other established clinical 

measures (e.g. Bach et al., 2006; Cvenkel et al., 2017; Garway-Heath et al., 2002; Hood et 
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al., 2005; Papst et al., 1984; Wilsey et al., 2017) and distinguishing between patterns of 

damage (Jung et al., 2019; Salgarello et al., 2018). Only one study did not report this 

difference, but this study was limited by the use of the fellow eye as a control (van den Berg 

et al., 1986). As glaucoma is often bilateral and PERG deficits occur reliably before visual 

field damage (Arai et al., 1993; Bach et al., 2006; Karaśkiewicz et al., 2014), it is likely that 

the amplitude in the fellow eye was already depressed. This diminished PERG amplitude in 

glaucomatous eyes makes sense when considering the loci of damage in the condition, the 

RGCs. For example, P50 is estimated to have approximately a third of its amplitude 

generated by pre-ganglionic retinal sources and the rest by non-spiking activity in the RGC 

cell body, while N95 is mostly RGC axonal spiking activity, especially at the optic nerve head 

(Bach et al., 2018; Bach & Poloschek, 2013). Subsequently, P50 shows slightly less of 

reduction in animal models and human glaucoma patients than N95 (Bach & Hoffmann, 

2008; Cvenkel et al., 2017; Tiryaki Demir et al., 2015; Viswanathan et al., 2000).  

PERG amplitudes have also proved useful in measuring the effectiveness of glaucoma 

treatments; for example, Karaśkiewicz and colleagues (2017) found that, in a sample of 24 

patients with pre-perimetric (N=11) or early-stage glaucoma (N=13), intraocular pressure 

(IOP) lowering treatment also increased P50 and N95 amplitude by 28% and 38% 

respectively. This suggests that significantly lowering IOP in early glaucoma can improve or 

recover RGC function, possibly due to the reduction of mechanistic pressure deforming 

tissues and restricting perfusion. However, the inclusion of only pre-perimetric or early 

glaucoma also prevents investigation into at what point in the course of glaucoma 

progression RGC function can still be recovered. While other electrophysiological work 

supports this suggestion that RGC function can be improved (Parisi, 2005; Sehi et al., 2010; 

Ventura & Porciatti, 2005; Wittström et al., 2010) or function loss stabilised (Ventura et al., 

2012), other work is more mixed (Sehi et al., 2011; Waisbourd et al., 2016), possibly due to 

the range of methodologies, glaucoma subtype and treatment programs used.  

In terms of diagnostic utility, it has been suggested that sustained PERG may be 

more efficacious than transient PERG, showing a greater glaucomatous decrease than either 

P50 or N95 (Bach & Hoffmann, 2008). However, this is only up to 18 reversals per second, 

possibly due to reduced signal to noise ratio reported at higher temporal frequencies (Hiss 

& Fahl, 1991). Furthermore, this effect also appears to be spatial frequency dependent. 
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Bach and colleagues (Bach et al., 1988; Bach & Hoffmann, 2008; Bach & Holder, 1996) 

demonstrate that early glaucoma patients show a reduction in amplitude in response to 

small checks, while the response to large check is relatively spared (while responses to both 

sizes are reduced in severe glaucoma). This relative sparing of larger checks lead to the 

development of a metric termed the PERG ratio (Bach & Hoffmann, 2008), which is as 

follows:  

PERG ratio = !"#$	&'()*+,-.	+/	0.2°	45.467!"#$	&'()*+,-.	+/	89°	45.467  

This has proven to be a powerful methodology for detecting and predicting 

progression to glaucoma in high risk eyes up to four years before any visual field loss is 

apparent, as demonstrated in 1-year (Pfeiffer et al., 1993), ~8-year (Bach et al., 2006), and 

~10-year longitudinal studies (Bode et al., 2011). However, an important limitation is that, 

like any ratio approach, it becomes unreliable when the denominator becomes too small, so 

is less useful in more severe glaucoma cases. It is also less precise than transient PERG, with 

N95 and P50 associated with spiking and non-spiking activity near the ganglion cell body, 

and RGC axonal spiking activity respectively (Bach et al., 2018) that may be more useful in 

research environments. It will also be confounded by anything that will systematically 

reduce image quality. For example, cataract or dioptric defocus will impact the PERG 

induced by the small cheques more than the larger cheques (Bach et al., 1988), 

independently altering the ratio.  

The onset-offset PERG methodology has been less utilised within the field of 

glaucoma, despite demonstrating more dramatic spatial tuning characteristics (Drasdo et 

al., 1987; Korth & Rix, 1989). One such study was completed by Korth and colleagues (1989), 

who investigated changes in onset amplitude with age, with a sample of 147 healthy 

participants with ages ranging from 14-79 years, and with glaucoma, using a sample of 110 

eyes from 65 patients with either primary open angle glaucoma (POAG; 83 eyes), closed 

angle glaucoma (CAG; 4 eyes), secondary open angle glaucoma (SOAG; 6 eyes), or ocular 

hypertension (OHT; 17 eyes). They recorded PERG responses to both a 0.2 cycles-per-degree 

(cpd) and 3.4cpd vertical square-wave grating, which was visible for 312ms and invisible for 

291ms. The pattern was hidden by vibrating it using an optical scanner. They detected no 

change in space-averaged luminance during the stimulus cycle. The 3.4cpd onset peak 
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showed a steady decrease with age, cup-to-disc ratio, and visual field loss. When restricting 

the analysis to all healthy controls and glaucoma patients above 50 years old (59 and 74 

participants respectively) they found a significant decrease in amplitude, but not latency 

(this was also found to a lesser degree with the OHT eyes). When comparing spatial 

frequencies within groups (24 controls and 26 glaucoma patients), they found that while 

controls show attenuation at the 0.2cpd stimulus, suggesting spatial tuning, this difference 

was not found in the glaucoma patients; the amplitudes were similar for both spatial 

frequencies. They suggested that this demonstrated a lack of spatial tuning in glaucoma. 

However, by only looking at two spatial frequencies, it is impossible to say whether the 

curve simply shifted, or differed in shape, rather than flattened.  

4.3. Magnetic resonance imaging 

Finally, to capture a full picture of the neural visual pathway, structural and 

functional imaging of the in vivo cortex was needed. Since the first full human body scan in 

1977, magnetic resonance imaging (MRI) has become a mainstay of hospitals and academic 

research. From detecting tumours, to mapping functional activation, to plotting the white 

matter wiring of the entire human brain, MRI methods continue to develop and fuel 

investigation into the workings of the human body. In regard to imaging the brain, it 

remains one of the most popular tools of functional and structural investigation. While each 

body part has its own challenges for scanning, the brain has the advantage of being 

relatively close to the surface and far from the constant large-scale movement of the torso 

(though not completely free of physiological motion). Additionally, it receives a very dense 

blood supply, making it an ideal candidate for functional MRI, which relies on the 

neurovascular response. This section will first explain how the signal for both structural and 

functional MRI (sMRI and fMRI respectively) is derived, before discussing methods of 

investigating the visual cortex and cortical receptive field sizes, an area of particular 

relevance to this PhD. 

4.3.1 The magnetic resonance signal 

MRI works via the interaction between nuclei and the magnetic field, which is 

produced by a super-conducting magnet. Molecules with odd mass numbers, such as 

hydrogen, are termed MR-active as, due to having a net charge and being in motion, they 

acquire magnetic moments (MM) that align with an external magnetic field, such as the MR 
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magnet. They align either parallel (low-energy) or anti-parallel (high-energy). Together, the 

molecules within the tissue have a net magnetic vector (NMV), which reflects the balance 

between these populations. The scanner then applies a radiofrequency (RF) pulse at the 

Larmor frequency of the nuclei of interest, which is typically hydrogen. The Larmor 

frequency is the frequency that the MM is spinning and matching this causes a transfer of 

energy (resonance). This leads to some MMs passing from the low energy to the high-

energy population, causing the NMV to move away from the external magnetic field. It also 

has the effect of causing the MMs to spin in phase with each other. When the RF pulse is 

turned off, the MNV again starts to realign to the external magnet, which has the effect of 

more energy in the longitudinal plane (more low-energy population, in alignment with the 

magnet; T1 recovery), and less in the transverse plane (less high-energy population, out of 

alignment; T2 decay). MMs also become less in phase with the process of T2 decay. This 

signal is collected using the receiver coil. Different tissues will have different T1 recovery 

and T2 decay times depending on properties such as the molecular density and molecular 

tumbling rate.  The difference in these rates become the basis for contrasts within the MRI 

scan. For example, in a T1 structural scan, the contrast is due to the differences between 

tissues in T1 recovery time (fat has a fast recovery, so will produce a greater signal than 

water, which has a slow recovery). Other contrasts can be created by looking at different 

factors, such as the difference in T2 decay (T2-weighted image) or the displacement of 

water molecules (diffusion MRI). Depending on what aspect one is interested in – tissue 

volume, structural connectivity, pathology – a contrast can be selected that provides high 

resolution information anywhere in the brain.  

4.3.2 Functional magnetic resonance imaging 

A popular application of MRI technology is to estimate neural activity, termed 

functional MRI (fMRI). The most common way to estimate this is by using the blood-oxygen 

level dependant (BOLD) signal, which utilises the fact that oxyhaemoglobin and 

deoxyhaemoglobin have different magnetic properties and therefore changes in their ratio 

will disturb the magnetic field. This disruption produces the BOLD signal, from which neural 

activation can be inferred.  

The process of BOLD fMRI can be roughly split into four stages following stimulation 

(e.g. a visual stimulus) or task (Iannetti & Wise, 2007). First is the neural activity itself. The 
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exact nature of the neural activity underlying the BOLD signal is complex. It appears to most 

strongly represent input and intracortical synaptic processing rather than the spiking output 

of a given cortical area, as seen by its greater associations with local field potentials rather 

than single- or multiple-unit recordings (Goense & Logothetis, 2008; Logothetis et al., 2001). 

Task-based BOLD experiments also typically only show activation by comparing a ‘task’ or 

‘stimulated’ state with a ‘rest’ or ‘non-stimulated’ state. Increases or decreases in BOLD 

activity may therefore represent many different balances of excitatory or inhibitory activity, 

so it difficult to delineate the exact processes underlying the change (Logothetis, 2008). For 

example, an increase in BOLD may represent an increase in excitatory activity, or a decrease 

in inhibitory activity, or a shift in the ratio between them.  

Following neural activity, there is a corresponding increase in metabolic demand to 

meet the energy requirements. The neurons must therefore be able to signal to nearby 

vessels to increase local cerebral blood flow (CBF) and thus oxygen supply to the activated 

cells. There are a number of pathways through which this may be accomplished, such as 

metabolic (Bélanger et al., 2011; Magistretti & Pellerin, 1999) or neurotransmitter signalling 

(Attwell & Iadecola, 2002). The exact mechanism is still not known and may differ across the 

brain. A recent review found that the most prominent signal mediator was neuronal nitric 

oxide, blockage of which led to a 64% reduction in the neurovascular response. Addition of 

other targets to this had no further effect, suggesting that the final third of neurovascular 

signalling works via a so far unknown mechanism (Hosford & Gourine, 2019).  

The following stage is referred to as cerebrovascular reactivity and encompasses the 

group of processes that follow vessel signalling and lead to the haemodynamic changes 

within the tissue that underlie the BOLD response (Iannetti & Wise, 2007). This includes the 

increase in local CBF and cerebral blood volume (CBV) in response to signalling, as well as 

the changes in concentration of oxygenated blood and subsequent rate of oxygen 

metabolism. As these have a direct impact on the concentration of deoxygenated blood 

present, they have a direct impact on the BOLD signal and must therefore be considered in 

its interpretation.  

When local neural activity leads to vasodilation, the coupled CBF increase is 

significantly larger than the metabolic demand (45% increase in CBF vs. 16% in demand), 

leading to an excessive increase in local oxygenated blood (Davis et al., 1998). This means 
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that even though oxygen metabolism increases in order to meet the energy demand, 

paramagnetic deoxyhaemoglobin concentration still decreases. This shift in the sum 

magnetic properties is detected as the BOLD signal, the final stage in BOLD fMRI, and the 

exact characteristics of this, such as the resolution, depends on the scanner properties and 

scan parameters. The spatial resolution of a fMRI image is limited by the signal-to-noise 

ratio (SNR) of the signal, which itself is proportional to the static field strength, total scan 

time, and voxel size (Cheng, 2018). In general, longer scans and higher field strengths allow 

for greater SNR, which in turns allows for smaller voxel sizes and thus finer spatial 

resolution. Higher field strength fMRI is also less sensitive to large draining veins that may 

contaminate the signal (Uludağ & Blinder, 2018; Yacoub et al., 2007), allowing for more 

accurate assessment of the target tissue and fine structures such as ocular dominance 

columns (Cheng, 2012, 2018). In addition, the time between presentation of the stimulus to 

the peak of the haemodynamic response is about 5 seconds. Due to this inherent, 

physiological lag, there is a limit on the temporal resolution that BOLD fMRI can achieve, 

which must be considered during analysis and methods design.  

4.3.3 Retinotopic mapping 

It was discovered early on that damage to certain parts of the occipital cortex lead to 

the loss of vision in certain parts of the visual field (Glickstein & Whitteridge, 1987; Holmes, 

1918). This lead to the discovery of ‘retinotopic maps’ within the visual areas of the brain; 

essentially, the visual field is processed by a corresponding ‘map’ within the brain, with 

neighbouring neurons responsible for processing neighbouring sections of the visual field. 

Hence, when the superior portion of V1 (the primary visual area) is damaged, it reliably 

‘knocks out’ the inferior portion of the visual field. These early researchers also made the 

important observations that one hemisphere processes the contralateral side of visual space 

and that the fovea appears to over-represented compared to the periphery (termed cortical 

magnification).  

With the advent of fMRI, these retinotopic maps could be visualised, signalling a 

move from neuropsychological case studies of brain damaged patients and invasive neural 

recordings in animals to non-invasive human work. This traditionally used phase-encoding 

(or travelling wave) retinotopic mapping, so called because it relies on the phase of BOLD 

activation rather than the amplitude (Engel, 1997; Sereno et al., 1995). Each point of the 
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visual field is systematically stimulated using a moving stimulus that elicits a strong visual 

response. The tissue that is most response to each visual field position is localised by 

comparing the stimulus and BOLD signal time courses. By examining the retinotopic maps 

representing eccentricity and polar angle, cortical visual areas have been identified across 

the neural hierarchy, from the primary visual areas (Dougherty et al., 2003; Sereno et al., 

1995; Wandell et al., 2007) to frontal and parietal regions (Silver & Kastner, 2009; Wandell 

et al., 2007).  

However, each fMRI voxel does not contain a single neuron with a single point in the 

visual field that it responds to. Instead, each voxel can contain up to millions of neurons 

(depending on voxel size), each with a certain amount of the visual field that it is responsive 

to (i.e. the associated receptive field sizes). These cortical receptive field sizes can be 

modelled using a method termed population receptive field (pRF) mapping. 

4.3.3.1 Population receptive field mapping 

While receptive fields are too small to image directly with MRI, they are possible to 

measure at the millimetre scale using a method termed population receptive field (pRF) 

mapping. This allows the receptive field of the population of neurons within a voxel to be 

estimated quantitatively (for an illustration of this, see Figure 4.3). The ability to detect pRFs 

within an fMRI time course was noted early on by Tootell et al. (1997), who found that V1 

and V3A had different responses to retinotopic mapping stimuli. They suggested that this 

may reflect an enlargement of receptive field sizes in V3A compared to V1. Dumoulin and 

Wandell (2008) later developed a quantifiable framework to model pRF properties and 

importantly fit these to an fMRI time series from a traditional retinotopy dataset (see Figure 

4.4). Their model suggested that pRFs can be represented by a 2D Gaussian curve, which can 

be defined by the following: 

'(), +) = 	-). /− () − )0)
: + (+ − +0):
23: 4 

whereby )0 and +0 refer to the central visual field, 3 is the standard deviation of the 

Gaussian curve (i.e. the pRF size), and ) and + refers to the position of the pRF. All 

parameters are in degrees of visual angle (°), except for the amplitudes (% BOLD/deg2/sec), 

and so rely on the dimensions of the effective stimulus. The stimulus is included in the 
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model as a binary model that varies across space and time, which assumes that the stimulus 

stimulates the cortex equally.  

 

 
Figure 4.3 – Schematic illustration of a receptive field versus a population receptive field (pRF). The top row 

illustrates a neuron within a particular part of the visual cortex. The red circle on the image corresponds to that 

neuron's receptive field (i.e. the amount of the visual field in which a stimulus will elicit a response in that 

neurone). The bottom row shows a voxel within the visual cortex, which will encompass a large number of 

neurons. Each red circle in the image correspond to a neuron's receptive field, while the black circle surrounding 

these reflects the pRF. Using fMRI, the pRF can be modelled from the fMRI signal and inferences can be made 

about the underlying receptive field size. 
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Given the Gaussian model and stimulus, a predicted pRF time course can then be 

generated by calculating the overlap (5(6)) between a model pRF ('(), +)) and the stimulus 

(7(), +, 6)) at each voxel, throughout the time course. 

5(6) = 87(), +, 6)'(), +)
;,=

 

This is then convolved with the haemodynamic response function (HRF; ℎ(6)). A 

standard HRF can be used, or this can be individually estimated per participant to account 

for more variance in the data. This convolution is done as follows: 

.(6) = 5(6) ∗ ℎ(6) 

With .(6) being the final predicted time course. In order to calculate the optimum 

pRF parameters, goodness-of-fit is assessed in each voxel by computing the residual sum of 

squares (RSS) between the predicted (.(6)) and actual time course (+(6)).This calculation 

allows for the scale factor, :, which accounts for unknown units of the fMRI signal.  

;<< =8(+(6) − .(6):):
+

 

The RSS is minimised using a two-stage course-to-fine approach. After being 

projected onto the grey matter surface, the data is heavily smoothed for the first stage, 

increasing signal-to-noise ratio and allowing for a first estimate of the pRF parameters with 

minimal processing time. This can then be further refined in the second stage, during which 

no smoothing is applied. This course-to-fit approach minimises processing time and also 

increases the likelihood of finding a global minimum (Dumoulin & Wandell, 2008). The 

resulting estimated pRF sizes in V1-3 were found to correspond well to equivalents in 

primate and human electrophysiology (Victor et al., 1994; Yoshor et al., 2007), suggesting it 

represents a biologically relevant estimate of cortical receptive fields. A flowchart 

illustrating this modelling process can be found in Figure 4.4. 

This pRF modelling has been used across multiple domains. pRF size appears to be a 

relatively age-resistant characteristic in early/mid-life (Dekker et al., 2019) but shows some 

enlargement in senescence (Brewer & Barton, 2014). This enlargement may explain 

decreases in central visual acuity seen in older age (Brewer & Barton, 2014; Kline et al., 
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2001), especially as fixation losses during retinotopic mapping do not appear to increase 

with age and therefore do not explain the results (Crossland et al., 2008).  

 

 

Figure 4.4 – Flowchart of the population receptive field (pRF) analysis process. !! and "! refer to the central 

visual field, # is the standard deviation of the Gaussian curve (i.e. the pRF size), ! and " refers to the position of 

the pRF, ($(&)) is the overlap between a model pRF (((!, ")) and the stimulus (*(!, ", &)), HRF is the 

haemodynamic response function, h(t) is the HRF time course to be used for convolution. The goodness-of-fit is 

assessed in each voxel by computing the residual sum of squares (RSS) between the predicted (+(&)) and actual 

time course ("(&)). Flowchart taken from Dumoulin and Wandell (2008).  
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pRF metrics have been shown to differ in a number of conditions, such as Autism 

spectrum disorder (Schwarzkopf et al., 2014), Alzheimer’s disease (Brewer & Barton, 2014), 

albinism (Ahmadi et al., 2019b), FHONDA-syndrome (Ahmadi et al., 2019a), and macular 

degeneration (Shao et al., 2013). Clavagnier, Dumoulin and Hess (2015) used pRF modelling 

to investigate cortical deficits in amblyopia, which is psychophysically characterised by loss 

of contrast sensitivity (Hess & Howell, 1977), spatial distortions (Lagreze & Sireteanu, 1991), 

reduced form and motion sensitivity (Aaen-Stockdale et al., 2007), and increased Ricco’s 

area (Je et al., 2018). Eight amblyopic patients and four healthy controls underwent 3T 

retinotopic mapping with a moving bar stimulus (6° radius). As amblyopic patients can 

exhibit unsteady fixation, a simple fixation task and training session was used. It was found 

that pRF sizes increased in the amblyopic eye compared to the fixing eye (mirroring Ricco’s 

area enlargement in the amblyopic eye; Je et al., 2018), while cortical magnification factor 

was similar across eyes. This was consistent across visual areas and eccentricities (up to 6°). 

Furthermore, while pRF sizes in V2-3 can be explained by constant sampling of V1 in healthy 

controls and the fixing eye, this was not the case for the amblyopic eye. They suggest that 

this increase in pRF size may reflect increased positional scattering or simply a reduced 

contribution from smaller receptive field sizes.  

Other work into retinal diseases, namely Stargardt disease (Ritter et al., 2019), 

retinitis pigmentosa (Ritter et al., 2019) and choroideremia (Silson et al., 2018), has found 

that pRF coverage corresponds well to perimetric sensitivity, suggests it represents a more 

objective measure of preserved visual field. Subsequently, pRF mapping appears to be able 

to reliably map artificial scotomas in healthy individuals down to a radius of 2.35° (Hummer 

et al., 2018). By comparing pRFs maps in those with real (i.e. caused by neurological 

damage) and artificial scotomas, the plasticity of receptive fields following damage can also 

be investigated. Papanikolaou et al. (2014) found that brain damaged patients with a visual 

scotoma had no large scale changes to V1 topography compared to controls with artificial 

scotomas. However, they did find that the distribution of V1 centres shifted slightly toward 

the scotoma border, pRF sizes were slightly enlarged on the border, and pRFs in the 

contralesional hemisphere were slightly enlarged. The fact that these changes were seen in 

patients but not those with artificial scotomas suggest that they arise due to longer-term 

reorganisation in V1. However, it could be argued that the scotomas were not entirely 
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matched; for example, while not detectable by perimetry, patients’ scotomas may not look 

like the blank isoluminant masks presented. This is also the case for other conditions, such 

as glaucoma which may initially look like ‘blurred’ vision with ‘missing features’, rather than 

tunnel vision (Crabb et al., 2013). 

This method has also allowed examination of the dynamic nature of pRFs; the 

positional preference of pRFs (i.e. the position in the visual field they correspond to) differs, 

for example, with visual spatial attention, demonstrating shifts to the locus of attention 

(Bressler & Silver, 2010; Klein et al., 2014, 2018). He and Fang (2015) found that following 

perceptive learning, an increase in V2 pRF size accompanied behavioural improvements in a 

crowding task. This suggests that not only are pRFs important to an aspect of crowding but 

may be susceptible to further fine tuning.  

4.3.3.2 Difference-of-Gaussian mapping 

While pRF mapping allows for the measurements of voxel-wise receptive fields, it 

assumes a symmetric Gaussian shape of activation and is therefore biased towards 

excitatory processing. However, a large number of receptive field configurations also involve 

a inhibitory portion, whereby a stimulus will cause a decrease or suppression of activity. This 

is typically present as ‘surround suppression’ and can be seen through electrophysiological 

and psychophysical studies (e.g. Cavanaugh et al., 2002; Hubel & Wiesel, 1968; Petrov, 

2005; Vanegas et al., 2015). The presence of negative BOLD responses in the visual cortex 

following stimulation (Shmuel et al., 2002, 2006) suggests that these suppressive surround 

responses can be measured at the scale of fMRI recordings. The pRF model above was 

therefore extended to incorporate the influence of suppressive surrounds by using a 

Difference-of-Gaussian (DoG) function rather than a single Gaussian (described by 

Zuiderbaan et al., 2012). This DoG function is composed of a larger Gaussian subtracted 

from a smaller one. While the original pRF model has four parameters (describing size, 

position, and amplitude), the DoG model has two more; the size and amplitude of the 

surround. In order to ensure a centre-surround configuration (i.e. an excitatory centre and 

suppressive surround), the following restrictions are also in place: 

1) The size of the surround must be larger than the size of the centre. 

2) The amplitude of the surround must be negative, with an absolute 

value less than the amplitude of the centre.  
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Thus, the DoG pRF model can be defined as the following (Zuiderbaan et al., 2012): 

'>(), +) = -). − /() − )0)
: + (+ − +0):
2(38):

4 

'?(), +) = -). − /() − )0)
: + (+ − +0):
2(3:):

4 

'(), +) = 	'>(), +) − '?(), +) 

Whereby '> is the centre Gaussian, '? is the surround Gaussian, )0 and +0 refer to 

the central visual field, ) and + refer to the position of the pRF, 38 is the size of the centre 

Gaussian, 3: is the size of the surround Gaussian, and ' is the overall DoG function. The rest 

of the procedure is similar to the pRF model above, with separate predictions generated for 

the positive and negative Gaussians. As a similar HRF is exhibited for both positive and 

negative responses (Shmuel et al., 2006), the same HRF convolution is used in both 

(Zuiderbaan et al., 2012). This model was found to account for more of the variance in the 

fMRI BOLD signal than the original single Gaussian in V1-3, with the most prominent gains in 

V1 (Zuiderbaan et al., 2012). This asymmetry in gain also suggests that it is capturing a 

biologically relevant characteristic; if the improvement was just due to the increased 

degrees of freedom within the model, this increase would occur across the cortex.  

By using sub-millimetre fMRI, it has been found that these metrics are depth-

dependant, with both centre and surround size showing a U-shaped function with increasing 

cortical depth (Fracasso et al., 2016). This reflects layer receptive field differences reported 

by invasive non-human neurophysiological studies (e.g. Chapin, 1986; Self et al., 2014). 

Furthermore, this could not be explained by layer-dependant differences in HRF. 

Interestingly, the balance of centre and surround, namely the level of suppression, was kept 

constant throughout the layers suggesting that this may be kept constant across a neural 

column.  

Considering the above, DoG modelling appears to capture biologically relevant 

characteristics of cortical receptive fields, without the bias to excitatory processing 

introduced by a single Gaussian. While it has been less utilised than the latter model, DoG 

modelling has also been used to examine processing in clinical conditions. For example, 

Anderson et al., (2017) found that people with schizophrenia show reduced centre sizes, as 
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well as reduced size and depth of the surround suppression, possibly linked to suggestions 

of dysfunctions in schizophrenia with the inhibitory neurotransmitter, GABA (for a review, 

see de Jonge et al., 2017). Recently, the receptive field architecture of the visual cortex was 

examined in a small sample of patients with posterior cortical atrophy with simultanagnosia 

and foveal crowding (de Best et al., 2019). They found that patients showed smaller foveal 

(1-4°) but larger peripheral (4-8°) sizes of centre and surround estimates, particularly in 

earlier visual cortical areas (despite no damage to V1 in this cohort). This suggests feedback 

from high-level areas may be contributing to these changes in V1 receptive field 

architecture, while the changes found in extra-striate areas may reflect direct degeneration. 

Specifically, foveal crowding may occur due to enlarged pooling of spatial information 

(reflected by enlarged pRFs) in the fovea, while simultanagnosia may reflect shrinkage of 

receptive fields in the periphery and thus restricted input integration.  

 4.3.4 Applications in glaucoma 

Due to the visual field location-specific neurodegeneration in glaucoma, fMRI holds 

particular promise for the investigation of neural activity changes in glaucoma. High spatial 

resolution allows for the precise investigation of particular areas of the visual field, allowing 

estimates of neural activity to be related to clinical or psychophysical measures. The 

possible imaging of the whole brain also allows for simultaneous imaging of the whole visual 

cortical pathway, including multiple cortical layer depths. This allows for a more complete 

picture of how visual information is being processed at multiple cortical hierarchies. The 

importance of examining functional cortical changes is also highlighted by reports of 

reduced grey matter thickness (Boucard et al., 2009; Jiang et al., 2018; Zhang et al., 2015) 

and structural connectivity (Lu et al., 2013; Wang et al., 2018a, 2018b) in glaucoma patients, 

especially in regions retinotopically localised to areas of visual field damage.  

Similar to findings of reduced grey matter, lower BOLD has also been reported in 

areas that correspond to visual field loss (Borges et al., 2015; Duncan et al., 2007), as well as 

V1 in general (Borges et al., 2015; Gerente et al., 2015; Song et al., 2014; Wuerger et al., 

2015). This reduced signal may reflect dysfunction in retinal input, which is supported by the 

finding that this BOLD response correlated with retinal nerve fibre layer thickness and 

clinical visual field scores (Duncan et al., 2007; Gerente et al., 2015). This has also been 

reported to start pre-symptomatically (Murphy et al., 2016), possibly in response to early 
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retinal ganglion cell shrinkage and death (Morgan, 2002), though this is not always seen in 

early stages (Gerente et al., 2015; Zhang et al., 2016). As these studies have relatively small 

sample sizes, with a mix of POAG and normal tension glaucoma (NTG) patients, this could 

reflect that this early effect is too subtle to be detected without sufficient statistical power.  

BOLD fMRI has also been applied to other visual cortical areas, including the lateral 

geniculate nucleus (LGN), which demonstrates glaucomatous shrinkage that correlates with 

clinical measures (Dai et al., 2011; Lee et al., 2014). Contrary to V1, one study found BOLD 

signal increases in the glaucomatous LGN, potentially due to cortical feedback (Wuerger et 

al., 2015). This was more pronounced in more severe glaucoma, though they only used a 

sample of 9 patients so the range of severities was limited. This result wasn’t repeated by a 

more recent study, which did not find an increase in LGN-localised BOLD activity in their 

early glaucoma patients (Zhang et al., 2016). Instead, BOLD activity was lower than controls, 

though this only occurred when using a stimulus that specifically activates the magnocellular 

pathway. When using a parvocellular stimulus, glaucoma patients showed no difference in 

LGN BOLD activation. This difference also did not appear to survive in V1, V2 or MT (Zhang 

et al., 2016). This study appears to provide evidence that the magnocellular pathway may be 

the first to show functional damage in glaucoma. The difference between these studies may 

arise from the small sample sizes (the latter has ten POAG and eight NTG patients) and mix 

of glaucoma subtypes. Further work is needed to fully characterise LGN dysfunction in 

glaucoma.  

Another avenue of fMRI research is functional connectivity (FC), which is defined as a 

statistical relationship between two or more anatomically distinct regions. Using various 

analysis techniques, studies have found both increases and decreases in FC in glaucoma in 

both visual and non-visual pathways (e.g. default mode network), which correlated with 

functional measures (Chen et al., 2019; Frezzotti et al., 2016; Song et al., 2014; Wang et al., 

2018a, 2019). This suggests that glaucoma presents with global, general damage, which may 

worsen with symptom severity. What this FC change represents is up for debate; it may 

represent a ‘reshuffle’ of networks in order to better compensate for glaucoma, or simply a 

breakdown of structural connectivity (Wang et al., 2018a). 

A persistent problem within these studies is the lack of control for possible vascular 

confounds, such as lower cerebral blood flow (CBF), which has been reported in POAG and 
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NTG (Duncan et al., 2012; Harris et al., 2013; Sugiyama et al., 2006; Zhang et al., 2015). 

Lowered CBF would lead to a lower BOLD signal, independent of neural activity (for 

discussions, see: Iannetti & Wise, 2007; Wright & Wise, 2018). This may therefore be driving 

some of the findings above, especially as reductions in CBF seem to correlate with clinical 

symptoms and glaucomatous severity. However, these are not necessarily independent; 

lower CBF may impair functioning, and lower neural energy demand may lead to lower CBF. 

Altered functioning in V1 is suggested by other functional neuroimaging methods that do 

not rely on neurovascular coupling; for example, a study that reported lowered BOLD signal 

also found cortical cholinergic abnormalities associated with trans-neurodegeneration in V1 

(Murphy et al., 2016), and visual evoked potentials (an electrophysiological recording over 

the visual cortex) also show abnormalities in glaucoma (e.g. Bergua et al., 2004; Bobak et al., 

1983; Fortune et al., 2007; Hood & Greenstein, 2003; Jha et al., 2017; Parisi et al., 2001; Tai, 

2018). A joint fMRI-EEG study would be able to help delineate these influences and help 

quantify gross neural changes in the visual cortex. 

As of the time of writing, no study has used pRF mapping to quantify changes in glaucoma, 

though changes are suggested by an early estimate of cortical receptive field size in two 

glaucoma patients (Liu et al., 2007). This PhD will describe research utilising OCT, PERG, and 

fMRI to interrogate retinal and cortical receptive field sizes and neural structure in glaucoma 

patients compared to age-similar controls and investigate whether these factors contribute 

to the size of Ricco’s area. 
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Chapter 5. Outline of experimental chapters 

The first section of this thesis has provided a brief introduction to the anatomy of the 

visual system, glaucoma (i.e., the disease investigated throughout the majority of this 

thesis), the concept of perceptual spatial summation and how this is estimated 

psychophysically, and finally an overview of different objective methodologies for imaging 

structure and/or function along the visual pathway. This lays the groundwork for the main 

research question that this thesis addresses; namely, to what extent do cortical and retinal 

receptive field sizes contribute to the size of Ricco’s area in a sample of glaucoma patients 

and age-similar controls?  

In order to investigate this, cortical receptive field sizes were estimated in the mid-

periphery using functional Magnetic Resonance Imaging (fMRI). The first experimental 

chapter (Chapter 6) will therefore describe research establishing this methodology in a 

sample of healthy young adults. This chapter will also describe research investigating the 

relationship between axial eye length/refractive error and cortical population Receptive 

Field (pRF) size, in order to establish whether this is a confound that should be considered in 

future fMRI work. 

Prior to undertaking any experiments with the main glaucoma sample, the 

methodologies to be used (i.e., psychophysics, fMRI, pattern electroretinography [PERG]) 

were first developed and optimised, as described in Chapter 7. This chapter also describes 

the inclusion and exclusion criteria used during recruitment of the full sample of glaucoma 

patients and healthy age-similar controls. 

The following chapters then describe research investigating receptive field sizes in 

glaucoma patients and healthy controls at the retina and the cortex, establishing evidence 

of any group differences before these measures are related to Ricco’s area. Chapter 8 

describes research investigating group differences in estimated retinal receptive field size 

between glaucoma patients and controls using onset-offset PERG. When investigating 

receptive field size in the cortex, the fMRI protocol described and developed in Chapters 6-7 

was utilised. This imaging technique relies on the fluctuation of blood flow that (after a 

certain haemodynamic delay) follows neural activity in order to meet the increased energy 

demand. The fMRI signal is typically convolved by the haemodynamic response function 
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(HRF) during analysis in order to model this response. The research outlined in Chapter 9 

investigates whether the shape of this HRF varies between glaucoma patients and healthy 

controls, in order to establish whether this will introduce a source of bias if not controlled 

for. The research described in Chapter 10 will then use fMRI to investigate whether pRF 

sizes differ between the cortices of glaucoma patients and healthy age-similar controls as a 

function of eccentricity.  

The final experimental chapter (Chapter 11) will describe work that addresses the 

main research question of this thesis. It will first investigate whether, as previously 

reported, an larger estimate of Ricco’s area is found in this sample glaucoma patients 

compared to age-similar healthy controls (Redmond, Garway-Heath, et al., 2010), focusing 

on the mid-peripheral region sampled by the other imaging methodologies. Linear models 

will then be described that analyse the contribution of retinal and cortical receptive field 

size to Ricco’s area (i.e., the area of complete spatial summation). 

Finally, Chapter 12 will discuss the overall findings from this thesis and present 

suggestions for future research.  

5.1. Statistical approach 

For the most part, this thesis follows a frequentist approach to statistical hypothesis 

testing, which is commonly used across the scientific literature. Frequentist null hypothesis 

significance testing involves calculating a p-value, which is the probability of finding a given 

result (i.e. from the observed data), assuming that the null hypothesis is true (i.e. that there 

is no relationship/difference in the underlying population). This thesis follows common 

convention of using p<0.05 as a threshold for determining whether a result is statistically 

significant or not; if a statistical test on the observed data reports p<0.05, it would suggest 

that there is less than 5% probability  that the effect occurs by chance alone, and there is 

therefore a high probability of it being reflective of a true difference/relationship in the 

population (i.e. the alternative hypothesis being true rather than the null hypothesis). 

However, there are a number of limitations to frequentist testing, one of which being that 

this approach does not explicitly test the null hypothesis (Gigerenzer et al., 2004). If non-

significance is found (commonly defined as p>0.05), such tests do not distinguish whether 

this indicates evidence towards the null hypothesis (e.g. no effect) or just that there is not 
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enough evidence to say one way or the other. Bayesian approaches however, allow for 

explicit testing of the null hypothesis. Bayesian testing produces Bayes Factors which, rather 

than arbitrary splitting results into ‘significant’ or ‘non-significant’, give information about 

the amount of evidence for a certain hypothesis being true based on prior probabilities 

(either the null or alternative can be tested this way). Within this thesis therefore, additional 

Bayesian statistics are used if a statistically non-significant effect is reported by frequentist 

statistics, in order to place that non-significant result into better context. 

In addition, as fMRI and pRF mapping can be inherently noisy techniques, thresholding 

of resulting data is used as a data cleaning method throughout this thesis. Specifically, data 

are thresholded by the R2 value, as a measure of the goodness-of-fit of the Gaussian pRF 

model on the collected data (as described in the previous section). This is a commonly used 

technique (e.g. Prabhakaran et al., 2020; Schwarzkopf et al., 2014; Welbourne et al., 2018) 

and the exact values used for R2 thresholding are detailed in the relevant chapters. 
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Chapter 6. Establishing population receptive field sizes (pRFs) in the 

periphery of healthy young adults and associations with refractive 

error 

6.1. Introduction 

In order to address the main research question of this thesis, cortical receptive field 

sizes will be measured in the mid-periphery of glaucoma patients and healthy controls using 

7 Tesla (7T) functional Magnetic Resonance Imaging (fMRI). However, before investigating 

these cortical receptive fields, it is important to demonstrate and validate the methodology 

for measuring them at 7T in a healthy sample. This chapter will therefore describe research 

that establishes a methodology of measuring cortical receptive field sizes in central and mid-

peripheral vision in a separate sample of healthy young adults within the constraints of the 

7T MRI environment (the difficulties of which are described below). As a secondary 

exploratory aim, this chapter will also investigate whether refractive error and axial eye 

length are associated with fMRI-estimates of cortical receptive field size. If these factors are 

associated, it would suggest that this could be a potential confound for future fMRI studies 

investigating cortical receptive field size and this should be further investigated.   

Unlike electrophysiology, when measuring cortical receptive fields using fMRI the 

receptive field of a single neurone is not being measured, but rather the whole population 

of neurones within a voxel (therefore summing over millimetres of cortex). This method is 

therefore termed population receptive field (pRF) mapping (Dumoulin & Wandell, 2008; 

outlined fully in Chapter 4; section 4.3.3.1 and 4.3.3.2). The pRF sizes in V1-3 estimated 

using this technique were found to correspond well (in terms of relative size across the 

visual areas) to equivalents in primate and human electrophysiology, using single- and multi-

unit activity and local field potentials (Dumoulin & Wandell, 2008; Victor et al., 1994; Yoshor 

et al., 2007). This suggests that the pRFs estimated from the fMRI time course are reflective 

of the underlying neural structure of receptive fields. This fMRI-derived pRF mapping has 

the added benefit over other techniques (e.g. single-unit activity electrophysiology 

recording) of being non-invasive while retaining good spatial resolution. The size of 

receptive fields vary across the visual field, notably increasing with eccentricity (e.g. 
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Dumoulin & Wandell, 2008; Hammond, 1974; for more discussion on receptive fields within 

the visual system, please see chapter 2) and this healthy relationship between pRF size and 

visual field position has been very well replicated, prominently for 1.5T and 3T MRI (e.g. 

Alvarez et al., 2015; Dekker et al., 2019; Dumoulin & Wandell, 2008; Fracasso et al., 2016; 

Schwarzkopf et al., 2014; Zuiderbaan et al., 2012). However, only a small number of studies 

have extended notably into peripheral vision. For example, Alvarez et al. (2015) used a 

stimulus that stimulated up to 16° eccentricity in a 3T MRI scanner, while the stimulus 

utilised in Smittenaar et al. (2016) stimulated up to 37.5° on a 1.5T scanner. pRF mapping is 

therefore a well-established methodology for modelling cortical receptive field sizes (both 

excitatory and inhibatory components; Zuiderbaan et al., 2012), and has been used to 

characterise pRF size across the visual field, though 7T pRF studies in the periphery are 

currently lacking. 

There are many advantages to using a 7T MRI system over lower magnet strength 

alternatives (i.e. 1.5T or 3T). For example, due to the increased magnet strength, these high-

field 7T scanners also provide higher signal-to-noise ratios (SNR) and thus scans can use 

smaller voxels while keeping sufficient SNR (Stucht et al., 2015). pRF maps can therefore not 

only be investigated in more detail, but can also be localised to increasingly specific features 

of the visual field (e.g. specific eccentricities) or cortical structures (e.g. cortical layers; 

Fracasso et al., 2016). Furthermore, the 7T fMRI BOLD signal is less biased by large draining 

veins, meaning that the signal can be more accurately localised to the target tissue (Uludağ 

& Blinder, 2018) than at lower field strengths.  

However, despite these advantages, there are several challenges to overcome and 

considerations that one needs to be aware of from the outset when conducting research 

into research questions such as those posed in this thesis. For example, there is a higher 

rate of image distortion due to field inhomogenities at 7T (Duchin et al., 2012), compared to 

lower field strengths. In order to correct for this during the studies described in this thesis, 

phase and magnitude B0 mapping images will also be collected during data acquisition. A 

particular challenge at 7T is that of stimulating peripheral vision, which may contribute to 

the lack of 7T studies investing pRF size in the periphery (as mentioned previously). As a 

larger magnet coil is required, the bore itself is considerably smaller and longer within 

standard 7T MRI scanners than lower field-strength equivalents (e.g. 1.5T or 3T). This, in 
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turn, restricts the size of the screen that can be used for presentation of stimuli and thus the 

measurable field of view. A centred circular stimulus is typically only able to stimulate the 

central 5-8° (assuming central fixation). This therefore represents a significant challenge for 

using the 7T MRI for addressing vision science questions. Furthermore, the use of a head 

transmit coil at 7T, rather than a body transmit coil (as is more often used at lower field 

strengths, such as 3T), means that the head is more constrained and there is little room for 

instruments that may extend the visual field into the periphery (e.g. Wu et al., 2012). While 

certain contact lenses may be able to magnify the image and thus extend the amount of 

visual field able to be stimulated at 7T, not all participants are able or willing to tolerate 

these, and long scanning sessions may lead to issues such as dry eyes which will result in 

reduced contrast of and, and in extreme cases, distortion of the stimulus on the retina. In 

order to capitalise on the advantages of 7T within this restrictive environment, the current 

study will map central and mid-peripheral vision in separate retinotopic runs by adjusting 

the position of the fixation mark. An illustration of the location of the fixation cross and pRF 

mapping area on the stimulus presentation screen is shown in Figure 6.1. 

The secondary aim of the research described in this chapter is to investigate whether 

pRF estimates are associated with refractive error and axial eye length. A type of refractive 

error termed myopia (i.e. short-sightedness) is increasingly common across the world, and is 

predicted to effect up to 50% of the world’s population in 2050 (Holden et al., 2016). One 

cause of myopia is an increase in axial eye length, leading to incoming light converging at a 

point in front of the retina and therefore blurring once it reaches the retina’s true location 

(see Figure 6.2 for an illustration). As varying levels of refractive error will be expected 

within our sample, it is prudent to establish whether we may expect it to impact our 

measurements despite the use of MR-safe vision correction.  
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Figure 6.1 – An illustration of the position of the pRF mapping stimuli (the area marked by the red circle) and 

the fixation cross (indicated by the black circle with white fill) for A) the central mapping run, and B) the 

peripheral mapping run. 
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Figure 6.2 – Illustration of the difference between emmetropia (i.e. healthy normal vision) and myopia. 

Specifically, axial myopia is shown, in which the eye continues to grow length-wise, leading to a longer axial 

eye length than normal. Despite this, incoming light continues to be focused at the same point in the eye (as 

indicated on the figure by the red dot). As the eye has elongated, this point of focus therefore falls short of the 

retina. By the time light hits the retina in the myopic eye, it has begun to scatter and therefore will be perceived 

as blurred.  
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Several studies have investigated the impact of uncorrected myopic blur on the fMRI 

signal. A consistent finding is that introducing myopic blur with lenses significantly 

decreases fMRI responses, even at relatively low dioptre (i.e. refractive error) levels (Elbel et 

al., 2002; Mirzajani et al., 2011, 2017). Clearly, refractive error is an important factor to 

correct for in visual neuroimaging studies. However, many studies assume that, after being 

‘corrected to normal’ (e.g. using MR-safe lens correction), no substantial impact of a myopic 

system should be introduced. However, several aspects suggest that this may not be true. 

Firstly, myopia introduces a systematic change to the structure of the visual system, such as 

with retinal stretching (and thus increased retinal image size). Even if there are no cortical 

neural changes per se, the input to the cortex from the retina may therefore be systemically 

different in myopia. For example, these retinal changes may lead to different perceptions of 

the same stimuli due to factors such as an increased retinal image size, which will impact 

upstream processing in the cortex. Studies have also found structural changes throughout 

the cortex in people with myopia, especially in visual and limbic systems (Huang et al., 2018; 

Li et al., 2012; Takeuchi et al., 2018). For example, Pearce and Bridge (2013) reported a 

relationship between eyeball volume and visual cortex volume, which was independent of 

total brain size (though a later study suggested that there was a stronger relationship 

between orbital volume and frontal cortices; Masters et al., 2015). Though cortical activity 

in corrected myopia has not yet been thoroughly examined, functional connectivity was 

found to be altered in an ‘eyes closed’ resting-state task in high myopes compared to 

emmetropes (gender, age and educational level matched), again implicating the occipital 

and limbic systems (Hu et al., 2018). This work suggests that there may be a functional 

impact of structural changes in the myopic visual system, even when the visual input is the 

same (as it was an ‘eyes closed’ task). It is possible that the limbic system differences found 

in these group studies reflect the ‘experience’ of living with high myopia, as this system is 

central to emotional and memory processing (Rajmohan & Mohandas, 2007). It may also 

reflect a those with glasses being more likely to read outside of the education system, which 

would in turn impact emotional processing (e.g. Kumschick et al., 2014). It is also important 

to consider that vision correction within the MRI scanner is often not optimal (i.e. due to the 

range of lenses available leading to a slightly inaccurate correction for refractive error or 

due to no correction for astigmatism), so even in ‘corrected’ myopia, the optical input may 
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be systematically different between groups, leading to fMRI signal differences. Ricco’s area 

is also suggested to be enlarged in high myopia (Stapley et al., 2019), which may be 

reflective of increased neural spatial pooling in myopia that may in turn be suggested in 

fMRI estimates. The relationship between corrected refractive error and pRF size was 

therefore considered in a small exploratory experiment in this chapter in order to determine 

whether a cut-off in refractive error should be included as a criterion in our clinical study.  

6.1.1. Aims 

The data presented within this chapter aims to demonstrate a method for extending 

current 7T pRF maps to the mid-periphery, despite hardware limitations. A small exploratory 

study will also be conducted to examine how these pRF estimates vary with varying levels of 

refractive error (this will use the same healthy sample, in addition to a small ‘high myopia’ 

sample in order to ensure sufficient range in axial eye length and refractive error values). 

Two locations will be stimulated using retinotopic mapping, with the fixation cross placed in 

the centre or top corner respectively (see Figure 6.1). Both central (0-5.5°) and mid-

peripheral vision (7.7-18.7°; lower nasal quadrant) were mapped (Figure 6.3. illustrates the 

position of both runs of pRF mapping on a visual field plot). This peripheral region was 

chosen as it fits within the physical constraints of the scanner and also covers an area 

typically tested in clinical perimetry.  

The research described in this chapter therefore has two specific aims: 

1) To establish a method of testing pRF sizes in the peripheral visual field with 7T fMRI 

in a sample of healthy young adults. 

2) To investigate the impact of refractive error and axial eye length in a small sample of 

high myopia patients and the non-high myopic control sample used in the first aim. 

This is an exploratory secondary aim, but from the previous literature suggesting an 

increase in perceptual spatial summation in myopia (Stapley et al., 2019), it is 

predicted that pRF sizes may also increase with increasing axial eye length and more 

negative refractive error.   
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Figure 6.3 - Positions of central and peripheral stimulation during the MRI session (shown as red circles) in the 

visual field (x and y axes show visual angle in degrees [°]). Grey filled circles show locations tested in a standard 

24-2 perimetry test pattern (right visual field) for reference. The green cross indicates fixation. Eccentricities are 

delineated in steps of 5 with dashed circles (with the embedded number referring to the eccentricity).  
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6.2. Methods 

Twenty six healthy young adults were recruited for this cross sectional study. pRF 

mapping was completed in a 7T fMRI, in which both central and peripheral visual field 

regions were mapped, in order to develop this methodology for later experiments in a 

clinical glaucoma cohort. In addition, this sample was extended to include a small sample of 

individuals (6 recruited) with a greater refractive error, in order to examine relationships 

between myopia and pRF size. 

6.2.1. Participants 

MRI scanning was carried out in a sample of healthy young adults with varying levels 

of refractive error. The following inclusion criteria were used for recruiting participants: 

• No diagnosis/immediate family history of glaucoma 

• A healthy optic nerve, and clear optic media (apart from age-related changes) 

• Age ≥18 years old 

The following exclusion criteria was also used: 

• No ocular surgery, and no optical/systematic condition or medication that impacts or 

may impact visual performance (including paediatric glaucoma) 

• Unsafe for the 7T MRI environment (e.g. no implants or metallic dental work) 

A sample of healthy young adults (N=26, >-5.00 dioptre [D]) were initially recruited 

following ethical approval from Cardiff University (Schools of Psychology and Optometry 

and Vision Sciences). All participants gave written consent before participation. One 

participant withdrew before completing the study, one was excluded because of a possible 

ocular impairment, and four were excluded due to retinotopic maps that were too noisy to 

delineate (i.e. did not show a clear fovea or polar angle reversals). This low-myopia (LM) 

group therefore consisted of 20 participants (14 female; mean [IQR] age: 20.76 years [ 

19.31, 20.93]; mean [IQR] refractive error: -0.95D [-1.25, 0]; mean [IQR] mean deviation 

[MD; i.e. the overall amount of visual field sensitivity deviation from the population mean]: -

1.15 dB [-1.61, -0.55). 

In order to test the secondary aim, a high myopia (HM) group, defined as having a 

refractive error of -5.00D or greater in at least one eye, was also recruited (N=6). One 
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participant withdrew part-way through the study, leaving a sample of five HM participants 

(4 female; mean [IQR] age: 27.81 years [25.29, 30.52]; mean [IQR] refractive error: -7.70D [ -

7.75, -7.25]; mean [IQR] MD: -0.66 dB [-0.8, -0.63). 

As a main aim of the current chapter was to optimise the MRI methodology for 

testing in a glaucoma population (which is a monocular/asymmetric condition), it was 

therefore important that this investigation was also done monocularly. Furthermore, 

monocular pRF mapping will allow for a more accurate comparison between refractive 

error/axial eye length and the cortical pRFs that the eye contributes to. An eye was 

randomly chosen to be tested within the study (LM group= 5 left eyes [OS]; HM group= 3 

OS). 

Ethical approval for this study was obtained from the Cardiff University School of 

Psychology School of Optometry and Vision Sciences research ethics committees. 

Participants were offered travel reimbursement or course credit (this latter option was for 

BSc psychology undergraduate students only). The study took place over two visits, both 

within Cardiff University (the School of Optometry and Vision Sciences and Cardiff University 

Brain Research Imaging Centre [CUBRIC]). The initial session allowed for an assessment of 

eye health (short discussion with the researcher, fundus photography [DRS fundus camera, 

Haag-Streit, Koeniz, Switzerland], Standard Automated Perimetry [SAP; SITA-Standard 24-2 

grid, Humphrey Field Analyzer 3, HFA3, Carl Zeiss Meditec, Dublin, CA]) and of refractive 

error (assessed using an auto-refractor [TOPCON KR-7500 Kerato-refractometer, Topcon 

(Great Britain) Medical Limited, Newbury, UK]). Axial eye length was also measured using an 

IOL master (Carl-Zeiss Meditec, Dublin, CA, USA). The fMRI procedure was undertaken 

during a second session within CUBRIC. 

6.2.2. MRI session 

Images were acquired on a SIEMENS 7 Tesla (7T) MRI scanner (Siemens Medical 

Systems, Erlangen, Germany). Retinotopy scans were 1mm3 resolution EPIs (Echo-Planar 

Image; TR= 3s, TE=26ms, 42 slices), manually positioned over the occipital lobe and 

dynamically motion-corrected by the scanner. As this had a limited FOV over the area of 

interest, a whole brain single-shot EPI was taken to aid with the registration to structural 

images. This had identical resolution and slice orientation to the retinotopy EPIs, but with 
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100 slices (TR= 5s, TE=31ms). To aid with distortion correction, phase and magnitude B0 

mapping images were also taken. Finally, a T1-weighted MPRAGE sagittal structural scan 

was also completed at 0.7mm3 resolution (TR=2.2s, TE=2.98ms). Foam head padding was 

used to limit head movements and either an eye patch or blackout lens was used to occlude 

the untested eye. MR-safe vision correction was provided if needed. All participants were 

asked to confirm that they could see the whole screen clearly (i.e. in focus) before scanning. 

6.2.3. fMRI stimuli 

The retinotopic stimuli used within this thesis is similar to what has been reported 

previously (e.g. Silson et al., 2018). The stimuli used for retinotopic mapping was a moving 

bar-shaped window in a grey background, superimposed over a natural scene (an example 

of the stimuli is shown in Figure 6.4). This bar-shaped window moved across the screen in a 

set order and paused in 18 consecutive positions to cover a circular area of 11° diameter 

(each bar was 1.16° wide). The step size was half the bar width. Five background scenes 

were presented at each position for 0.6 seconds, totalling three seconds at a position before 

the bar moved to the next position (i.e. the length of one TR). The stimuli crossed the screen 

in the following order: left to right, bottom-right to top-left, top to bottom, bottom-left to 

top-right, and then the reverse.  For the central run, the fixation point was positioned in the 

centre of the screen. To map the periphery, the fixation point was moved to the top corner 

of the screen (top left when testing the right eye and top right when testing the left eye) 

and the stimulus area was moved to the opposite side of the screen. For example, when  

examining the left eye, the fixation point appeared in the top right and the stimulus was 

moved to the bottom left of the screen. This is illustrated in Figure 6.1.The peripheral run 

mapped an area spanning 7.7-18.7° eccentricity (see Figure 6.3). Each run took ~7 minutes 

and each participant underwent 1-3 runs (averaged during analysis).  

In order to ensure fixation, a simple fixation task was used. The fixation dot changed 

between red and black (with a white outline) at random irregular intervals throughout the 

run, and the participant was required to count in their head the number of times this 

happened. They were not required to make a response. 
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Figure 6.4 - Illustration of retinotopic stimuli used in population receptive field mapping. A moving bar aperture 

filled with multiple naturalistic scenes are used, which move to 18 consecutive positions in a particular 

direction. The filler scene changes five times per position, and position changes are timed with the repetition 

time (TR). The diagram in box A (top) illustrates the order of movements of the moving bars. Box B (bottom) 

displays screenshots of the actual stimuli moving across the visual field.   
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6.2.4. Pre-processing 

The majority of pre-processing took place within FMRIB Software Library (FSL) toolkit 

(http://www.fmrib.ox.ac.uk/fsl/) and FMRI Expert Analysis Tool (FEAT) software packages 

(Jenkinson et al., 2012; Woolrich et al., 2001). Echo-planar Imaging (EPI) data underwent B0 

distortion correction, motion correction (using the Motion Correction option of FMRIB's 

Linear Image Registration Tool; MCFLIRT; Jenkinson, Bannister, Brady, & Smith, 2002), brain 

extraction (Brain Extraction Tool; BET; Smith, 2002), and high-pass filtering (100s). Following 

this, registration of the partial-volume EPI to structural data (using the single-volume whole 

brain EPI as an intermediate step) took place in the Statistical Parametric Mapping (SPM) 

fMRI toolbox (http://www.fil.ion.ucl.ac.uk/spm/).  

The MPRAGE structural image was first intensity-normalised within FSL, then 

segmented with FreeSurfer (Dale et al., 1999; Fischl, 2012). This created a 3D mesh of the 

targeted hemisphere; one between the grey and white matter, and one at the outer pial 

boundary of the white matter. This mesh is made up of vertexes (i.e. triangular grey matter 

voxels). These cortical surfaces could be inflated to aid with visualisation of the data. 

Further analysis was restrained to a region-of-interest (ROI) that covered the occipital lobe, 

which was manually delineated in FreeSurfer using this inflated cortex and using the 

anterior end of the calcarine sulcus and the parieto-occiptal junction as anatomical 

landmarks. 

6.2.5. Population receptive field mapping 

Population receptive field (pRF) mapping was undertaken within the SamSrf v.5 

Matlab toolbox (available at https://doi.org/10.6084/m9.figshare.1344765; see Schwarzkopf 

et al., 2014 for more details). The retinotopic functional data was first projected onto the 

structural surface. To do this, the software determines the midpoint between the grey and 

white matter boundary and the pial surface for each vertex. A functional time series is 

created for each vertex by selecting the nearest voxel to this midpoint in the corresponding 

functional space. Linear detrending and z-score normalisation are then applied. 

To complete the pRF mapping, a difference-of-Gaussian model of the underlying 

receptive field structure was chosen. Using this model as opposed to a single Gaussian 

model allowed for more variance within the data to be accounted for as both excitatory and 
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inhibitory responses could be modelled (Zuiderbaan et al., 2012). The full analysis pipeline is 

discussed in Chapter 5 (in sections 5.3.3.1 and 5.3.3.2). Briefly, the pRF modelling process is 

completed in two stages. In the initial, course fit stage, the data is heavily smoothed (5mm 

smoothing kernel). For the coarse fit, a standard 2D Gaussian model is used. The Pearson 

correlation is then calculated between the time series from each vertex and a search grid 

comprising of 15 × 15 × 34 combinations of x, y, and σ of the Gaussian. While all vertices 

were included in this initial fit, only those that demonstrated a Goodness-of-fit of R2≥0.05 

were analysed further. The second stage was the fine fit, in which the optimum parameters 

found in the coarse fit are used as seeds for an optimization procedure (simplex search 

algorithm using the Nelder–Mead algorithm) to fit the pRF parameters to the unsmoothed 

time series (this time using the difference-of-Gaussian model) for each vertex. This was 

done by minimizing the residual sum of squares between the predicted and observed time 

series. Unlike the coarse fit, this model fitting stage included the β parameter for the 

amplitude. 

This modelling produces four values for each vertex that will be examined in this 

chapter: 

i) The excitatory centre (standard deviation [SD] of the excitatory Gaussian, 

representing the spatial spread of the pRF) 

ii) The inhibitory surround (the SD of the larger, negative Gaussian) 

iii) Suppression (defined as the ratio between the area under the inhibitory and 

excitatory Gaussians) 

iv) The X- and Y- co-ordinates for the pRF centre 

Functional visual areas were manually delineated using the SamSrf delineation tool 

and colour coded polar angle and eccentricity smoothed maps (such as those seen in Figure 

6.5). Early visual areas were defined using standard criteria based on eccentricity and polar-

angle reversal (e.g. Sereno et al., 1995), while the outer edge was determined by looking for 

activation in the peripheral maps. It is assumed that the delineated visual areas would 

therefore cover all of the eccentricities stimulated by our stimuli.  
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6.2.6. Analysis 

The first aim of the research described within this chapter was to establish a method 

of testing pRF sizes in the peripheral visual field with 7T fMRI in a sample of healthy young 

adults. In order to address this therefore, estimated of pRF centre, surround, and 

suppression level will be plotted as a function of eccentricity and visually examined. From 

previous research, a linear relationship is expected for pRF centre and surround sizes as a 

function of eccentricity, with the smallest sizes in V1 and the largest in V3. The level of 

suppression is expected to be relatively invariant with eccentricity.  

The second aim to investigate the impact of refractive error and axial eye length in a 

small sample of high myopia patients and the non-high myopic control sample used in the 

first aim. All following analysis was carried out in JASP v.0.11.1 (JASP Team, 2019) unless 

otherwise specified. Demographic characteristics (namely refractive error and age) were 

first compared between groups using two-tailed student’s T-tests to determine whether 

these factors differed significantly between groups. In order to address the second aim, the 

groups were combined, and a Spearman’s rho correlation was completed to investigate the 

relationship between pRF sizes and both refractive error and axial eye length (in separate 

analyses). One-tailed correlations were used based on the initial hypotheses.   
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6.3. Results – Establishing pRFs in healthy adults 

Examples of the retinotopic maps produced and the manual delineation of V1-3 for a 

single participant are shown in Figure 6.5.  

 

 

Figure 6.5 - Example retinotopic maps taken from a single participant, presented on an inflated cortical surface. 

Maps from the central stimuli shown in the left column, while maps from the peripheral stimuli are shown in 

the right column. Maps shown for A) eccentricity, B) polar angle, and C) population receptive field size (sigma). 

Manual delineations for areas V1-3 (both dorsal and ventral) are also shown.  
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In order to exclude noise from the data, an R2 threshold was used to only include 

data that had satisfactory fit between the data and the associated pRF model. In order to 

choose this threshold (as the level chosen varies widely in previous literature), two graphs 

were plotted; firstly, the mean of the R2 of the voxels that remain after thresholding was 

plotted for multiple R2 thresholds, so that the effect of thresholding could be visualised. This 

is shown in Figure 6.6 (with separate colours indicating separate participants). As expected, 

the average model fit after thresholding increases for higher threshold levels. Specifically, it 

appears to start to increase at a threshold of around 0.04-0.05, with increases after 

 

 

Figure 6.6 – pRF datasets were thresholded by different levels of Goodness-of-fit (defined as the R2 between the 

model fit and the Difference-of-Gaussian pRF model). The R2 of the surviving voxels were then averaged and 

plotted as a function of threshold to illustrate the influence of different levels of thresholding on the model fit of 

the surviving voxels. Different coloured datapoints refer to individual participants.  
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about 0.08-0.09 seeming more minimal. Secondly, the number of eccentricities with missing 

data at each threshold was examined (see Figure 6.7). As the threshold increases, more data 

is filtered out and it is increasingly possible that a certain eccentricity will have no remaining 

data corresponding to it. These histograms (Figure 6.7) illustrate the number of participants 

with a certain number of eccentricities with missing data. As expected, this increases with 

increasing threshold, particularly once reaching an R2 threshold of about 0.07-0.08. While it 

is important to ensure that the data remaining post-thresholding has an acceptable level of 

model fit, it is also important to ensure that the threshold is not too conservative, as this 

would leave a substantial number of participants with large amounts of missing data. Taking 

both of these ways of plotting the data together, an R2 threshold of 0.08 was decided to be 

the most appropriate for our data, as a balance between improving the R2 of the surviving 

voxels and also not leaving too many participants with substantial areas of missing data.  

 

 

Figure 6.7 - A histogram illustrating the amount of participants with a certain number of eccentricities with 

missing data after thresholding. Data is presented for nine increasingly stringent R2 thresholds.  
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After this thresholding was complete, the modelled parameters of the pRFs (namely 

the excitatory centre size, inhibitory surround size and suppression level) were extracted 

and plotted as a function of eccentricity for each visual area (see Figure 6.8). All data were 

binned across eccentricities, with the mean value at each eccentricity presented on Figure 

6.8. All pRF plots demonstrate the expected transition from central stimuli to peripheral; for 

example, both centre and surround sizes steadily increase with eccentricity, while 

suppression values are relatively stable.  This is supportive of the use of this methodology 

for mapping peripheral pRF values even in the restrictive environment of a 7T MRI. In 

general, the relationship between pRF metrics and eccentricity is as expected for V1-2 (i.e. 

larger in V2 than V1), but V3 estimates in the most peripheral region (i.e. 15° onwards) 

appear smaller than would be expected by the previous literature. While both centre and 

surround sizes in V3 should be consistently larger in V3 than V2, this is not always the case 

in the peripheral region, beyond around 15°. Possible reasons for this are discussed in 

section 6.5. One aspect to note in the peripheral regions is that a ‘dip’ of the pRF size 

estimation is observed at the most peripheral eccentricities for all visual areas (e.g. at 18.7°). 

This is likely due to the size of the receptive fields at this eccentricity; if the receptive field in 

question is large enough that it is only partially stimulated by the stimulus, a poorer model 

fit and under-estimation of the true pRF size would be expected. This ‘clipping’ or ‘edge 

effect’ is a known problem with pRF mapping paradigms but may be a greater problem in 

the periphery due to the larger pRF sizes.   
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Figure 6.8 – Mean population receptive field metrics plotted as a function of eccentricity. Error bars refer to the 

standard error of the mean. Different colours refer to different visual areas (V1-3). Centre size and surround 

size are given in degrees of visual angle (deg). Suppression is defined as the ratio between the area under the 

inhibitory and excitatory Gaussians. 
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6.4. Results – Comparison to high myopic patients 

The low myopia (LM) group discussed in the section above were then compared to 

an exploratory sample of young adults with a refractive error of -5.00D or greater (termed 

the high myopia [HM] group), in order to examine the impact of myopia on our outcome 

measures.  

6.4.1. Comparison of group demographics 

Levels of myopia were significantly higher (i.e. refractive error was significantly more 

negative) in the HM group (Mean[IQR]=-7.70D [ -7.75, -7.25]) compared to the LM group 

(Mean [IQR]=-0.95D [-1.25, 0]; t=9.816; df=23; P<0.001; see Figure 6.9). Age was also  

 

Figure 6.9 - Histogram of refractive error for the high myopia (orange) and non-myopia group (blue). Dashed 

lines show the means.  
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significantly different (t=-4.402; P<0.001;) between the HM group (Mean[IQR] = 27.81 years 

[25.29, 30.52]) and the LM group (Mean[IQR] = 20.76 years [19.31, 20.93]; see Figure 6.10). 

As previous reports demonstrate that pRFs are stable in childhood and young adults (Dekker 

et al., 2019), it is unlikely that a change in pRF size would be present between these ages. 

While pRF size estimates may change in older adulthood (Brewer & Barton, 2014), it is 

unlikely to be a factor in the small range used here. In support of this, no relationship is 

found between age and V1 pRF parameters in the LM group (when averaged over all 

eccentricities; centre: Pearson’s r=0.128, p=0.507; surround: r=0.308, p=0.186; suppression: 

r=0.054, p=0.821; CMF: r=-0.095, p=0.691). 

 

 

Figure 6.10 - Histogram of ages in years for the high myopia (orange) and non-myopia group (blue). Dashed 

lines show the means.  
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6.4.2. Group differences in population receptive field size as a function of eccentricity  

Comparisons of the HM and LM group pRF metrics as a function of eccentricity are 

plotted in Figure 6.11, Figure 6.12 and Figure 6.13. From visual inspection of these plots, it 

can be seen that the HM group seem to show larger pRF centre sizes in the periphery for V1-

3, as hypothesised by our initial aim. The HM group may also have larger surround sizes 

than the LM group, again focussing on the periphery. The suppression level however, 

appears relatively stable between groups. 

 

Figure 6.11 - Comparison of population receptive field centre sizes (°) for the high myopia (orange) and non-

myopia (blue) groups. Values shown are the mean at each eccentricity.  



Chapter 6. Establishing population receptive field sizes (pRFs) in the periphery of healthy young adults and 
associations with refractive error 
 

  79 

 

Figure 6.12 - Comparison of population receptive field surround sizes (°) for the high myopia (orange) and non-

myopia (blue) groups. Values shown are the mean at each eccentricity.  
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Figure 6.13 - Comparison of population receptive field suppression level (as defined as the ratio between the 

area under the curve of the centre and surround Gaussian curves) for the high myopia (orange) and non-

myopia (blue) groups. Values shown are the mean at each eccentricity.  
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6.4.3. Relationship between refractive error and receptive field measures  

In order to address the second aim of the research within this chapter, the groups 

were combined, and a correlation performed on the refractive error of the target eye and 

the centre size, due to the possible differences discussed above. In order to address possible 

effects of eccentricity, both the central and peripheral run were considered individually. For 

the central value therefore, pRF centre sizes were averaged across all central eccentricities 

(0-5.5°). An average peripheral value was created by averaging (mean) across peripheral 

eccentricities. However, as previously discussed, edge effects are apparent in our data, in 

which pRFs centred at the edge of the stimulus are underestimated. In order to exclude 

these pRFs therefore, pRF values at edge eccentricities were excluded (i.e. 8.2°, 17.2°, and 

18.2) and pRF values across the remaining eccentricities (9.2°-16.2°) averaged over.  

A Spearman’s rho correlation was first performed between pRF centre size and 

refractive error. A negative correlation was hypothesised, with more negative refractive 

errors associated with larger centre sizes, so one-tailed Spearman’s rho correlations were 

completed (for scatterplots, see Figure 6.14 and Figure 6.15). For V1, a significant 

relationship was found for central vision (r= -0.357; p= 0.040; slope= -0.027) and peripheral 

vision (r= -0.506; p= 0.005; slope= -0.123). Both retain significance after Bonferroni-Holm 

correction for multiple comparisons (Holm, 1979; Central p= 0.040; Peripheral p= 0.010), 

which was completed within MATLAB software (Groppe, 2020; MATLAB, 2018). For V2, the 

relationship between refractive error and central V2 centre size was not statistically 

significant (r= -0.280; p=0.087; slope= -0.020). The association with peripheral V2 centre 

sizes and refractive error however, was significant (r= -0.347; p= 0.048; slope= -0.181), 

though this did not survive Bonferroni-Holm correction for multiple comparisons (p= 

0.0960). For V3, neither central centre sizes (r= -0.242; p= 0.122; slope= -0.028) or 

peripheral centre sizes (r= -0.170; p= 0.208; slope= -0.097) showed a statistically significant 

relationship with refractive error. It is notable that all relationships showed the 

hypothesised negative relationship, and the slope also increased between central and 

peripheral vision in all visual areas.   
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Figure 6.14 – Refractive error (Dioptre) plotted as a function of centre size (°) averaged across central 

eccentricities (0-5.5°) for V1-3. Line = line of best fit. 
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Figure 6.15 – Refractive error (Dioptre) plotted as a function of centre size (°) averaged across peripheral 

eccentricities (9.2-16.2°) for V1-3. Line = line of best fit.  
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In order to investigate whether axial eye length, which can be a causative factor in 

myopia, is also associated with pRF centre size, the correlations between axial eye length of 

the target eye and pRF centre sizes in V1-3 was also examined. Again, central and peripheral 

vision was examined separately. A positive relationship was hypothesised, as a longer axial 

eye length should lead to greater myopia and larger centre sizes. One-tailed Spearman’s rho 

correlations were therefore run between axial eye length and pRF centre size in V1-3 for 

central and peripheral vision (for scatterplots, see Figure 6.16 and Figure 6.17). Similarly to 

above, V1 pRF centre size demonstrated a significant correlation with axial eye length in 

both central (r= 0.428; p= 0.017; slope= 0.093) and peripheral vision (r= 0.474; p= 0.009; 

slope= 0.301). Both retain significance after Bonferroni-Holm correction for multiple 

comparisons (Holm, 1979; central: p=0.018; peripheral p=0.018). For V2, the relationship did 

not meet statistical significance for central (r= 0.289; p= 0.080; slope= 0.088) or peripheral 

vision (r= 0.252; p= 0.117; slope= 0.269). For V3, the relationship also did not meet 

statistical significance for central (r= 0.077; p= 0.357; slope= 0.048) or peripheral vision (r= 

0.117; p= 0.288; slope= 0.086). As with the correlations with refractive error, though not all 

relationships were significant, all showed the hypothesised positive relationship, and the 

slope also increased between central and peripheral vision in all visual areas.   
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Figure 6.16 – Axial eye length (mm) plotted as a function of centre size (°) averaged across central eccentricities 

(0-5.5°) for V1-3. Line = line of best fit. 
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Figure 6.17 – Axial eye length (mm) plotted as a function of centre size (°) averaged across peripheral 

eccentricities (9.2-16.2°) for V1-3. Line = line of best fit.  
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6.4.4. Visual area size  

As we can only examine the receptive fields of the neurons within a voxel as a whole, 

rather than the receptive fields directly (i.e. pRFs rather than receptive fields), it is possible 

that individual variation in visual area size will impact our pRF estimates. For example, a 

voxel of a fixed size in a participant with a large V1 will constitute a smaller percentage of V1 

and thus cover a smaller amount of the visual field than a voxel of the same size in a 

participant with a very small V1, despite possibly having similar receptive field sizes. We 

therefore considered the possibility that this may introduce some bias into our findings, as 

previous work has suggested a possible relationship between orbital eye volume and visual 

cortex volumes (Masters et al., 2015; Pearce & Bridge, 2013). However, it is also possible 

that smaller visual area sizes will lead to coarser sampling of pRF sizes at particular 

eccentricities, which may lead to poorer estimates that may not be necessarily larger. 

Another problem is how one may correct for this. For example, the size of V1 will not scale 

proportionately, but may be more compressed on one side of V1 (e.g. either more central or 

peripheral visual field) than the other. A global correction would therefore be not 

appropriate.  

To ensure that the myopia investigations discussed would not be confounded by 

visual area size therefore, it was investigated whether visual area size (for V1, V2d, or V3d) 

were significantly different between the LM and HM groups. The visual area size was 

defined as the surface area (mm2) of the visual areas delineated from the functional 

retinotopic maps. Two-way independent t-tests confirmed that there was no statistically 

significant group difference in visual area size (V1: t=1.24, p=0.23; V2d: t=0.27, p=0.79 V3d: 

t=0.43, p=0.67). This therefore suggests that visual area size should not systematically bias 

our results.  

6.5. Discussion  

The first aim of the research described within this chapter was to establish a method 

of measuring pRF sizes in the peripheral visual field with 7T fMRI in a sample of healthy 

young adults, as well as to highlight possible issues. This has been demonstrated using a 

difference-of-Gaussian pRF model, which allows for the relationship between pRF centre 

size, surround size, and suppression level as a function of eccentricity to examined. The 
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relationships between these pRF parameters and eccentricity in our healthy adult data 

appear mostly consistent with previous work, especially within central vision. All visual areas 

show an increase in pRF size with eccentricity, which continues out to the periphery. An 

edge effect is apparent from our data (as can be seen in Figure 6.8), in which there is an 

underestimation of pRF sizes at eccentricities that represent the ‘edge’ of the stimulus. This 

is a known problem in pRF mapping and may be due to receptive fields at these 

eccentricities not being completely covered by the stimulus, leading to coarser sampling of 

the receptive field and poorer pRF estimates. This partial stimulation may also lead to lower 

amplitude of responses, and thus poorer SNR at these locations. This effect appears to be 

greatest at the most peripheral eccentricities, which is likely due to the larger receptive 

fields centred in the periphery. For statistical analysis, eccentricities at these locations were 

therefore excluded, which is a method we can bring forward to our glaucomatous sample. 

pRF size also increases as expected from V1-3, as demonstrated by the scatter plots in 

Figure 6.8. However, the mapping for V3 appears to have estimated smaller sizes than one 

would expect based on previous literature (e.g. Alvarez et al., 2015; Smith et al., 2001), at 

more peripheral regions (i.e. 15+°). This doesn’t appear to be problem in stimulating larger 

pRF sizes per se, as the larger estimates are found in V2. It may be that this stimulus is not 

optimal for stimulating V3, especially with the lower SNR we may expect in the smaller 

peripheral region, though natural scene retinotopy stimuli have been successfully used 

before (e.g. Alvarez et al., 2015). It may also reflect a larger amount of ‘clipping’ in V3 due to 

the larger receptive fields. Overall, the results support the use of this methodology for 

mapping pRF sizes in peripheral vision, despite the constraints placed by the 7T scanning 

environment.  

The second aim of this chapter was an exploratory investigation into the relationship 

between pRF sizes and refractive error/ axial eye length. It was hypothesised that, following 

findings of increased spatial summation in the visual system in myopia (i.e. Ricco’s area; 

Stapley et al., 2019), more negative refractive error and greater axial eye length would be 

associated with larger centre sizes, particularly in the periphery. A qualitative examination 

of the resulting scatterplots comparing centre sizes as a function of eccentricity 

relationships in the HM and LM groups support this initial hypothesis. Furthermore, this 

relationship was apparently across visual areas, though was most apparent in V1. 
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Correlations between pRF centre sizes and both refractive error and axial eye length were 

then quantitatively calculated (see Figure 6.14-17). In all visual areas, slopes in the 

hypothesised direction were found. Furthermore, all visual areas demonstrated an increase 

in the steepness of the relationship in the periphery compared to central vision. Similarly to 

observations from the group scatterplots, the relationships were strongest in V1, which was 

the only area in which significance passed corrections for multiple comparisons. There 

therefore appears to be a relationship between pRF centre size and refractive error/axial 

eye length, despite MR-safe vision correction, which suggests that this is an important factor 

to consider in future visual MRI studies, especially when examining pathologies that may be 

associated with a higher myopia rate.  

There are several possible explanations for this finding, which need to be further 

teased apart in future work but are outside the scope of this thesis. For example, it may be 

hypothesised that in eyes with longer eye axial lengths (and thus greater refractive error), 

the retina is stretched (due to the same amount of retinal tissue having to cover a larger 

area) which may lead to the increase in Ricco’s area discussed previously, as the retinal 

neurones are less dense and may summate information over a larger area to retain 

adequate coverage (Stapley et al., 2019). This increased spatial summation at the retinal 

level would have upstream consequences and may lead to enlarged cortical pRF sizes. As 

retinal stretching has been found to occur to a greater extent in the periphery than the 

fovea (Lam et al., 2007), this would also explain why stronger relationships were found 

within peripheral vision compared to central in the current study. The increased spatial 

pooling at the cortex may therefore be reflective of this increased pooling earlier on in the 

visual pathway due to eye growth and retinal stretching. However, this hypothesis would 

have to be directly tested in a larger sample with a more even distribution of axial eye 

lengths. Our results may also be explained by the decreased peripheral visual acuity 

reported in myopia (Chui et al., 2005; Ehsaei et al., 2013), especially as the steepness of the 

relationships increases in the periphery. It has been suggested that the linear axial 

stretching model is not enough to explain the decrease in peripheral visual acuity found in 

myopic eyes. Instead, it may be that rotation in the myopic eye is leading to disruption of 

usual photopic processes and thus misalignment of the receptors with the exit pupil (Nagra 

et al., 2018). It may be that this misalignment of photoreceptors is leading to blurring in the 
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periphery and thus increased cortical pooling, which is reflective in our pRF results.  It must 

also be considered that as a cross-sectional study, this cannot infer causality. For example, it 

may be that larger cortical receptive fields in development leads to additional growing in the 

eye. It has been found that pRF do not show much change in childhood and adolescence 

(Dekker et al., 2019), whereas the eye continues to grow into teenage years (Fledelius et al., 

2014). This should be specifically investigated by measuring pRFs and refractive error in a 

sample of children at-risk of myopia, across multiple time points. Overall, a relationship 

between myopia and pRF sizes is demonstrated, despite the use of MR-size vision 

correction, especially in V1. The underlying cause of this relationship warrants further 

investigation but is outside the scope of this thesis.  

A limitation to the method of 7T pRF mapping in the peripheral visual field described 

in this chapter is that the manual delineation of the peripheral region of the retinotopic map 

was more difficult than the central map, especially with the delineation of the boundary 

between V2 and V3 (V1 introduces less of an issue, as it lies in a separate section of cortex, 

as can be seen in the example retinotopic maps in Figure 6.5). For the central map, the polar 

angle reversals can be used to delineate V2 and V3 as all polar angles are sampled. For the 

peripheral stimulation however, the stimulus is centred around the horizontal meridian and 

there is a much smaller range of polar angles. While in this study the peripheral eccentricity 

maps and the central retinotopic maps were used to create an approximation of where this 

boundary should be (e.g. by continuing the projection of the polar angle reversals in the 

central map and by following the eccentricity gradient in the periphery map), it is possible 

that this was not always accurate, especially at the most peripheral eccentricities from 

fixation as these would be represented by the smallest region of cortex. When taking this 

methodology forward to our glaucoma study therefore, it may be useful to use a less 

manual method of delineating visual areas, such as using the structural predictive labels 

produced by FreeSurfer. This is discussed further in the following methods development 

chapter.  

Overall, this chapter describes a viable method of investigating mid-periphery pRF 

sizes at 7T in early visual areas. By investigating this in a sample of young adults, healthy 

relationships could be established, and potential areas of improvement identified. The 

described exploratory myopia study has also highlighted the importance of considering 
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refractive error in our glaucomatous sample, as well as highlighting possible avenues of 

investigation outside the scope of this thesis.



Chapter 7. Methods development for glaucoma investigations 
 

  92 

Chapter 7. Methods Development for glaucoma investigations   

7.1. Introduction 

The main aim of this thesis is to investigate the neural basis of Ricco’s area changes 

in glaucoma. This involves investigating structure and function at multiple locations 

throughout the visual pathway (i.e., at both the retina and the cortex), with a focus on how 

estimates of receptive field sizes differ along this pathway in glaucoma patients and healthy 

controls and then contributes to psychophysical changes. This is explored in Chapters 8-11. 

To generate the data for these investigations, a sample of glaucoma patients and age-similar 

healthy controls were recruited and completed the following experimental tests in two visits 

to Cardiff University: 

1. A psychophysical measurement of Ricco’s area 

2. Optical Coherence Tomography (OCT) 

3. Pattern Electroretinography (PERG) 

4. Functional and structural Magnetic Resonance Imaging (MRI) 

As well as this, a number of preliminary measurements were taken to ensure 

eligibility (i.e., clinical perimetry; see section 7.5). As some participants withdrew for certain 

tests (e.g., MRI) during testing, the demographics of the samples contributing to each 

chapter will be discussion within that chapter. To optimise the methodology for the 

definitive study in the glaucoma and control cohorts, we trialled our experimental 

techniques on small samples of healthy individuals. 

7.2. Optimisation of Pattern Electroretinogram (PERG) measurement 

As discussed previously (e.g. see Chapter 4.2), while the traditional explanation of 

Ricco’s area was that it reflects the area of retinal receptive fields, recently, more evidence 

(e.g. Je et al., 2018; Pan & Swanson, 2006; Redmond et al., 2010) suggests a cortical 

component. However, considering that Retinal Ganglion Cell (RGC) dendritic trees have 

been found to shrink in the disease (e.g. Morgan, 2002) and changes at this level will directly 

impact the input to the cortex, it is prudent to also examine retinal receptive field sizes 

when investigating the contribution of cortical receptive field sizes to Ricco’s area. Pattern 

Electroretinography (PERG) was therefore chosen to estimate functional receptive field sizes 
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within the retina (specifically Retinal Ganglion Cells; RGCs) in glaucoma patients and healthy 

controls (discussed further in Chapter 5). Before experimental tests were completed with 

this clinical sample, PERG methodology was optimised and trialled as detailed below.  

7.2.1. Pattern reversal vs onset-offset 

PERG allows for the direct electrophysiological recording of retinal function in 

response to patterned stimuli. An important characteristic of this methodology is that global 

stimulus luminance does not change throughout the recording session, but local luminance 

does, so that only spatially sensitive cells will show time-locked responses. A stimulus 

typically used for this type of recording is a high-contrast pattern with high- and low-

luminance components that alternate across space (e.g., a grating or checkerboard) and 

time (e.g. onset-offset or pattern reversal). A method for investigating retinal receptive field 

sizes using PERG, which has been employed in previous studies (Drasdo et al., 1987, 1990; 

Thompson, 1987), is the generation of PERG spatial tuning curves, whereby the amplitude of 

the electrophysiological response of interest differs with the presented spatial frequency of 

the stimulus. Typically, this amplitude increases with increasing spatial frequency, before 

reaching a peak (when the high-luminance portion completely fills the receptive field 

excitatory centre) and then decreasing again (when the high luminance portion expands and 

encroaches the inhibitory surround). This peak spatial frequency can be used as an estimate 

of the underlying average receptive field size. To delineate a spatial tuning curve, the PERG 

response amplitude must demonstrate both high and low spatial frequency attenuation 

(HSFA/LSFA; i.e. a decrease in PERG response amplitude to high or low spatial frequencies 

respectively). Two common PERG methodologies were therefore investigated for spatial 

tuning with a view to choosing the optimum methodology for employing in the 

experiments: i) pattern reversal, and ii) pattern onset-offset. For more discussion and 

description of these methodologies and their application in glaucoma, see Chapter 5. 

Pattern reversal involves the high- and low-luminance portions of a stimulus 

alternating at a given temporal frequency. Depending on the temporal frequency, the PERG 

can be classed at either sustained/steady-state (high temporal frequency) or transient (low 

temporal frequency), with each having different response characteristics. Transient reversal 

PERG (temporal frequency <3Hz; Bach et al., 2013) is of particular interest, as N95 (a large 

negative-going peak at around 95ms post-reversal) is reflects RGC spiking activity. RGC 
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damage is a characteristic feature of glaucoma, and indeed, N95 is selectively reduced in 

glaucoma compared to controls (e.g. Bach & Hoffmann, 2008; Jafarzadehpour et al., 2013). 

This component would therefore be useful for investigating RGC spatial tuning in a sample 

of glaucoma patients. However, HSFA and LSFA must both be demonstrated in the response 

amplitude (i.e., bandpass spatial tuning) if inferences about receptive field size are to be 

drawn. Two early studies have reported some spatial tuning properties in response to 

pattern reversal grating stimuli, with peaks at 2-5 cycles per degree (cpd; Fiorentini et al., 

1981; Hess and Baker, 1984). However, both of these studies utilise steady-state PERGs 

(specifically, both use a reversal rate of 8Hz), which prevent the identification of 

components such as N95. Korth and Rix (1989) later investigated PERG response to a 

reversing grating stimuli with a much lower reversal rate (1.4Hz) and found only a very slight 

suggestion of spatial tuning, with a peak around 1.5 cpd. Faster reversals may therefore be 

more optimal for tapping into spatially selective mechanisms. However, other work has 

identified spatial tuning using transient reversal PERG (<3Hz) and with the use of a 

checkerboard, rather than a grating, stimulus (Holder et al., 2007), with N95 appearing 

especially likely to demonstrate spatial tuning (Arden & Vaegan, 1983; Bach & Holder, 1996; 

Berninger & Schuurmans, 1985). The peak spatial frequency for these tuning functions is 

smaller than that reported by steady state, at 1-2 cpd. Evidence of spatial tuning is also 

mostly found with smaller field sizes (e.g. Bach & Holder, 1996, found spatial tuning for a 

screen size of 16x14° but not 32x27°), possibly due to overlapping of larger receptive fields 

in the periphery. As the experiments in this thesis require a precise measure of spatial 

tuning functions, it will be important that the stimulus paradigm is optimised for this 

purpose. 
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An alternative technique is onset-offset PERG, for which there is more consistent 

evidence of spatial tuning, primarily in the onset response (e.g. Arden and Vaegan, 1983; 

Drasdo et al., 1987; Korth, 1983; Korth et al., 1989; Korth and Rix, 1989). This method 

records an onset response while a pattern is being displayed, and an offset response while a 

(typically mean-averaged) plain luminance screen is displayed. The pattern and solid 

luminance are alternated, though the temporal rate of this varies widely (i.e. 105-800ms 

onset, 106-1250ms offset; see Table 7.1). The majority of studies investigating spatial tuning 

using the onset response have identified a peak at around 3-4 cpd (e.g. Drasdo et al., 1987; 

Korth, 1983; Korth et al., 1989; Korth & Rix, 1989), though Arden and Vaegan (1983), who 

employed a checkerboard stimulus rather than a grating, found a peak at 2.27 cpd. This 

finding of studies employing a checkerboard stimulus reporting a lower cpd than those 

utilising a grating stimulus is similar to what is described above with pattern-reversal stimuli, 

suggesting that it may be a consistent effect that checkerboards elicit a spatial tuning peak 

at lower spatial frequencies. It has also been suggests that checkerboard stimuli are less 

optimal for investigating spatial tuning as multiple spatial frequencies are present (Bach & 

Holder, 1996), which may contribute to this difference in reported cpd.  
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Table 7.1 – Summary of previous research into spatial tuning curves with either pattern reversal or pattern 

onset-offset methodologies, which was used as a reference for the design of piloting methodology. Degrees are 

in visual angle; cpd = cycles-per-degree 

Study Fiorentini et al. 

(1981) 

Hess and 

Baker (1984) 

Berninger and 

Schuurmans 

(1985) 

Bach and Holder 

(1996) 

Bach and 

Holder (1996) 

Korth and Rix 

(1989) 

Method Reversal Reversal Reversal (N95) Reversal (N95) Reversal (N95) Reversal 

Field size 24° and 12.5° 

radius 

1.6x1.7° 14.5x18.5° 16x14° 32x27 ° 15° radius 

Temporal freq. 8Hz  8Hz 
 

2.245Hz  2.245Hz  1.4 Hz  

Stimuli Vertical grating Grating 
 

Checkerboard Checkerboard Square-wave 

grating 

Viewing distance 57cm or 114cm 7.15m 
 

1.14m 0.57m 
 

Spatial freq. 0.2-6 cpd 
  

0.26°, 0.52°, 1.2°, 

4° and 8x7°  

0.26°, 0.52°, 

1.2°, 4°, 8° and 

16x14°  

0.3-8.55 cpd 

Contrast 30% 100% 
 

98% 98% 97% 

Spatial tuning? Yes Yes Yes Yes (LSFA at 1.2-

7) 

No Very slight 

Estimated spatial 
tuning peak? 

2-3 cpd 2-5 cpd 
 

 1-1.33 cpd 
 

1.5 cpd 

       

Study Arden and 
Vaegen (1983) 

Drasdo et al 
(1987) 

Korth and Rix 
(1989) 

Korth et al. 
(1989) 

Korth (1983) Arden and Vaegen 
(1983) 

Method Reversal Onset-offset Onset-offset Onset-offset  Onset-offset Onset-offset 

Field size 4.74x7.5° 0-5.1°, 5.6-

12.6°, 12.3-

26.3° angular 

radius 

15° radius 22° radius 40° diameter 23x17° 

Temporal freq. 3Hz  105ms on, 

106ms off 

800ms on, 

1200ms off 

312ms on, 

291ms off 

800ms on, 1250 

off 

165ms on 

Stimuli Checkerboard Vertical 

grating 

Square-wave 

grating 

Vertical square-

wave grating 

Grating Checkerboard 

Viewing distance  126, 50, or 

22.5cm 

   
 

Spatial freq. 8, 4°, 2°, 1°, 

30’, 15’, 7.5’, 

and 3.8'  

0.14-20 cpd 0.3-8.55 cpd 0.2 and 3.4 cpd 0.21 - 9.4 cpd 8, 4°, 2°, 1°, 30’, 

15’, 7.5’, and 3.8' 

Contrast 87% 75% 97%  99% 96% 

Spatial tuning? Yes Yes  Yes Yes, but only 2 

cpd used 

Yes Yes 

Estimated spatial 
tuning peak? 

2 cpd 4 cpd  3 cpd  3 cpd 3.5 cpd  2.27 cpd 
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Why might there be this difference in the strength of spatial tuning between pattern 

reversal and pattern onset-offset responses? The main difference between these methods is 

the change in local luminance, with pattern reversal stimuli associated with a higher 

luminance modulation depth (Korth & Rix, 1989). For example, while the high-luminance 

section of a 100% contrast reversal pattern will change from 100% (maximum luminance) to 

0% luminance in a reversal, the high-luminance component of a 100% contrast onset/offset 

pattern will change 50% from the onset state (100%; maximum luminance) to the mean 

luminance offset state. It is possible that lower luminance changes are more optimal for 

investigating spatial tuning. By decreasing the contrast of the pattern reversal stimulus and 

thus decreasing the local luminance change, stronger spatial tuning functions may be found 

as the local luminance change will be similar to pattern onset-offset methodology. However, 

lower contrast stimuli would lead to smaller amplitudes and so the possibility of low signal 

to noise ratio in the pattern reversal PERG response. This was therefore also examined in 

the following methods development. 

With these issues in mind, four PERG protocols were developed and tested to 

identify which would provide clear spatial tuning and therefore be a useful proxy for retinal 

receptive field size within this project. Specifically, the aim was to identify a protocol that 

demonstrates both HSFA and LSFA. A summary of previous studies investigating PERG 

responses to multiple spatial frequencies used as a reference for our methodology 

development is shown in Table 7.1 

7.2.1.1. Methods 

7.2.1.1.1 Measurement protocols 

Based on previous literature, four protocols were selected for investigation, as well 

as seven spatial frequencies that subtended the estimated spatial tuning peak found in 

previous studies (see Table 7.1). For all protocols, the spatial frequencies used were (in cpd) 

0.10, 0.32, 0.60, 1.20, 2.50, 5.00, and 7.40. 

Firstly, two pattern reversal transient PERG protocols were investigated to examine 

whether HSFA and LSFA could be observed in the N95. Following the possibility that a lower 

contrast may produce more spatially selective responses, similar to the onset-offset 

response (which involves ~50% local luminance modulation rather than ~100%), two 
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different contrast levels were used with very similar mean luminance but different local 

luminance changes. The first was set to 96%, which was the highest contrast provided by 

the software and represented a more traditional PERG. The second was set to 46% to mimic 

the reduced local luminance modulation with onset-offset PERG. In order to specifically 

investigate the N95, a temporal frequency of 2.25 Hz was used for both pattern reversal 

protocols. This is slightly above the recommended 2Hz, as the above studies suggest that 

higher frequencies lead to stronger spatial tuning curves, but below the 3Hz cut off for N95 

detection (Bach et al., 2013). A checkerboard stimulus was used.  

For the onset-offset PERGs, the temporal frequency was modulated between the 

two protocols tested, with the first at 200ms onset and the second at 100ms onset, both of 

which are similar to what has been used previously (Arden & Vaegan, 1983; Drasdo et al., 

1987; Korth et al., 1989). One of the disadvantages of using this type of PERG is that it tends 

to be a longer protocol than the pattern reversal, which makes it more susceptible to 

participant fatigue and associated artefacts. The procedure at 200ms onset would take a 

minimum of 14-15 minutes of active recording, assuming: 

• 3 results per spatial frequency with no repeats needed, which would require a 

perfect observer and is therefore unlikely. 

• no breaks in-between, which would be expected to add another 5-10 minutes 

depending on the participant and the length/ frequency of breaks requested. 

 
Table 7.2 – Methodologies tested during the first stage of piloting. cpd = cycles-per-degree 

 
 
 
 
 
 
 
 
 
 
  

    
Reversal  

Stimulus Field 40x40° square with central 10° 

masked 

40x40° square with central 10° 

masked 

Timing 200ms and 100ms 2.254Hz  

Stimuli Grating Checkerboard 

Viewing distance 400mm 400mm 

Spatial frequencies  7.4, 5, 2.5, 1.2, 0.6, 0.32, 0.1 

cpd 

7.4, 5, 2.5, 1.2, 0.6, 0.32, 0.1 cpd 

Contrast 96% 96% and 46% 
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The 100ms onset procedure, however, would take about half that time. Although 

many studies use a duration longer than 100ms, spatial tuning has been robustly 

demonstrated using such a short time course (Drasdo et al., 1987) and would make the 

protocol as patient-friendly as possible if similarly robust data could be replicated. A 

summary of the protocols tested during methods development are outlined in Table 7.2. 

All protocols recorded 100 sweeps, which were averaged into a single result per 

protocol. Three results were recorded and averaged for each spatial frequency.  

7.2.1.1.2 Apparatus & Procedure 

A disposable Dawson-Trick-Litzcow (DTL) ERG fibre (Unimed Electrode Supplies Ltd) 

placed along the lower eyelid (near the lower limbus) was used for active recording. A 

ground electrode was placed on the forehead, and a reference near the ipsilateral canthus, 

as recommended by the International Society for Clinical Electrophysiology of Vision (ISCEV) 

protocol (Bach et al., 2013). The skin was first prepared using Nuprep Skin Prep gel (Weaver 

and Company, Aurora, CO, USA), which acts to remove dry skin and dirt, and moisten the 

corneum skin layer. This improves conductivity and thus signal-to-noise in the final 

recording. The electrode was filled with Signa conductive electrolyte gel (Parker), which 

further improves conductivity. Finally, the electrodes were held in place using Blenderm 

surgical tape.  

Stimuli were produced and recordings were taken using Diagnosys LLC Espion 

software (v.6.0.56; Diagnosys LLC, Cambridge, UK). All stimuli were presented on a CRT 

monitor (Mitsubishi Diamond Pro 2070sb, Mitsubishi, Tokyo, Japan; framerate= 50-160Hz; 

resolution= 1600x1200 pixels at 85Hz refresh rate) at a viewing distance of 400mm, 

powered via a Supra Lorad shielded mains power lead (Jenving Technology, Ljungskile, 

Sweden) to reduce mains interference. Stimuli were presented in a 40° x 40° square centred 

on fixation, with a superimposed 10° x 10° black Gaussian square also centred on fixation to 

ensure stimulation of the mid-periphery only. The remaining border of the screen was set at 

mean stimulus luminance. The participant was an experienced, healthy observer (24 years 

old, female), with no ocular or systemic impairment or condition which may affect visual 

performance. 
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7.2.1.1.3 Data analysis 

To determine the spatial tuning curves, we firstly extracted peak amplitude values 

for each spatial frequency within each protocol. The peak was defined differently depending 

on the methodology. For the pattern reversal PERG, the peak was defined as N95, as this 

reflects RGC spiking activity and has demonstrated spatial tuning in previous studies (though 

evidence of spatial tuning can be inconsistent; Bach & Holder, 1996; Berninger & 

Schuurmans, 1985; Korth & Rix, 1989). The Diagnosys software automatically identifies N95 

as a negative-going peak between 80-120ms. For the pattern onset response, the peak is 

defined as a large positive-going peak within the first 100m, which more consistently has 

shown spatial tuning (Arden & Vaegan, 1983; Drasdo et al., 1987; Korth, 1983; Korth & Rix, 

1989); the amplitude of this peak is extracted. These peak amplitude values could then be 

plot as a function of spatial frequency in order to investigate if they demonstrate HSFA and 

LSFA. 

7.2.1.2. Results and discussion 

Raw, averaged traces for each protocol are displayed in Figure 7.1. Both target 

responses (the N95 component and the onset response) were evident in the pattern 

reversal and onset-offset PERGs respectively, indicating that responses could be 

satisfactorily recorded with each experimental set-up and the area of stimulation.  
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Figure 7.1 – Results of trialling four different PERG methodologies, in response to multiple spatial frequencies. First 

200ms of each time course shown. cpd= cycles per degree. 
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Figure 7.2 shows the measured peak amplitude as a function of spatial frequency for 

all protocols. Both methods demonstrated a HSFA, which would be expected for stimuli 

smaller than the average receptive field excitatory centre and due to high spatial frequency 

filtering of the eye’s optical system. However, neither pattern reversal spatial tuning plots 

show evidence of a LSFA, instead showing a steady increase in response with lower spatial 

frequencies. While lowering the contrast did appear to also lower the amplitude of N95 at 

certain frequencies, it did not make a substantial difference to the presence (or otherwise) 

of a LSFA. 

For the pattern onset-offset PERG, a HSFA and LSFA were demonstrated for both 

variants. For both variations of the protocol, the spatial frequency that elicited the greatest 

amplitude response was 2.5 cpd. This is within the range reported in previous literature (see 

Table 7.1). This finding also supports the use of both time bases for investigating spatial 

tuning within our participants. The 100ms onset-offset was particularly desirable in that it 

affords a shorter test time for participants, which will help to reduce participant fatigue and 

also allows time for repeated recordings if needed (e.g. if a recording is affected by 

substantial movement or noise).  

In conclusion, four protocols were trialled to investigate if they demonstrated 

evidence of spatial tuning (i.e., HSFA and LSFA). All protocols demonstrated the expected 

peaks (i.e., the onset peak or N95). However, neither 100% contrast reversal nor 50% 

reversal PERG demonstrated spatial tuning. Spatial tuning was evidence in the pattern 

onset-offset protocols. Out of these, the shorter protocol (100ms) was particularly desirable 

for the shorter test time afforded. Therefore, the 100ms onset-offset protocol was carried 

forward for our glaucoma patients and age-similar controls. Before carrying out this 

experimental testing within a clinical sample however, several other aspects were examined 

to ensure the quality of PERG recordings. 
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  Figure 7.2 – Spatial tuning curves for four different methodologies tested during methods development. Low-frequency 

attenuation is only evident for the two pattern onset-offset tests. cpd= cycles-per-degree.  
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7.2.2. Offset mean luminance 

In order to target spatially sensitive mechanisms rather than a global luminance 

response, it is important to establish that while there are local luminance changes between 

onset and offset stimuli, there are no global luminance differences (defined as the average 

luminance across the entire screen). If, for example, the onset stimulus had a much greater 

global luminance, it may be expected that the resulting response would be more dominated 

by a non-spatially specific luminance response.  Furthermore, it was found that properties of 

the onset response significantly differs depending on whether a brighter or darker (in 

regards to global luminance) background/offset is used (Fritsch et al., 2018). Specifically, 

higher luminance backgrounds/offsets are associated with less distinct onset response 

peaks, while lower luminance backgrounds/offsets are associated with sharper onset peaks. 

This may explain why our onset peaks recorded in the initial test (Figure 7.8) are less sharp 

than those recorded in Drasdo et al. (1987), as different methods of stimulation were used 

to produce the offset mean luminance. While this study used the mean luminance produced 

by the Espion software, displayed on a CRT monitor, Drasdo et al. (1987) used a diffusing 

shutter over the stimulus projection. If the offset mean luminance presentation had a higher 

luminance in our study than this previous study, this may explain the differences in onset 

traces.  

To confirm that the global offset luminance being produced by the software in our 

protocol did not substantially differ from the global onset luminance, a handheld 

photometer was used to measure the global screen luminance at five times for both the 

onset and offset stimuli. The onset stimulus used was a 7.43cpd vertical grating presented 

on a full screen square CRT display (the same area, resolution, and frame rate as used in the 

experiment above), while the offset was mean grey luminance. The resulting luminance 

values (in cd/m2) are displayed in Figure 7.3. A two-tailed independent samples t-test 

reported no significant difference (t(8)= 1.5713; p=0.16) between the mean luminance of 

the onset (Mean [M]= 51.44; Standard Deviation [SD]= 0.26) or offset stimuli (M= 51.64; SD= 

0.11), suggesting that the only luminance modulations in our protocol are local changes in 

order to stimulate spatially sensitive cells. 
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Figure 7.3 – Global luminance recorded from either the onset stimulus (7.43cpd vertical grating) or offset 

stimulus (mean grey luminance), recorded with a photometer. 
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7.2.3. Background noise 

While conducting the above methods development on our methodology, a 

consistent issue that was discovered was high frequency electrical contamination, which 

was thought to be distorting the onset peak. While the PERG recording took place in 

electrically insulated lab dedicated to electrophysiology experiments, the PERG responses 

are very small (compared to other electrophysiology methodologies, such as flash ERG) and 

thus more susceptible to additional background noise. An example of this high frequency 

noise across multiple spatial frequencies can be seen in 7.3. While this is possible to filter 

out via Fourier analysis and smoothing, it was thought that this noise would also distort the 

trace to the extent that the peak characteristics would be less accurate; for example, if a 

‘noise’ peak were to coincide with a response peak, the trace amplitude and timing would 

be obscured or distorted, even if the data were smoothed. Multiple setups were therefore 

investigated to identify the source of the contamination and how best to eliminate or 

minimise it in the final recordings. 

 
Figure 7.4 – Onset-offset PERG responses to multiple spatial frequencies. Interfering background noise is 

apparent as ~500-1000nV amplitude 105Hz spikes superimposed onto the traditional onset response. cpd= 

cycles-per-degree  
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7.2.3.1. Phase one – identifying the noise 

The first stage was to isolate the source of the noise. To do this, a model eye was 

created using three 5K resistors and three electrode cables. This was positioned at head-rest 

height in order to take biologically-silent recordings (see Figure 7.5). This provided the same 

impedance as a human eye but with no biological electrical responses, so the only response 

recorded was the isolated background noise. This set-up was used to create the trace shown 

in Figure 7.6. The contamination was still present when the monitor was turned off, 

suggesting that this was not the source of the noise. To identify the frequency of this noise, 

Fourier analysis was run to 21 harmonics. The majority of the power was found within the 

21st harmonic, suggesting that the noise was mostly around 105Hz (see Figure 7.6). 

Investigations continued with a LEADER LBO-522 oscilloscope (Leader Instruments Corp., 

Fort Lee, NJ, USA) and a lab-made probe that could be held at different locations in the 

room.  Substantial 50Hz noise was found within a large part of the room, with a spike at 

approximately 105Hz imposed on top of the waveform. This therefore suggested that the 

contaminating noise may be a feature of the local mains power supply. 
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Figure 7.5 – Photo of a model eye used to pilot model to the electrophysiological room, made using three 5K 

resistors and three electrode cables, placed on the chin rest, where the participants’ head is planned to be. 
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Figure 7.6 – A) Time course of the background noise taken with the model eye, avoiding biological noise. Grey 

section = stimulus on period. B) Amplitude of all harmonics extracted from time course using Fourier analysis. 

Demonstrates that the majority of noise comes from the 21st harmonic, corresponding to 105Hz. 
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7.2.3.2. Phase two – reducing mains frequency 

An investigation of the lab itself found a number of issues that may be contributing 

to the increased noise found in our recording. Firstly, though shielded trunking was 

installed, a number of plug sockets within the room were unshielded, allowing mains 

frequency to ‘escape’. There was also a number of electrically active cables and equipment 

in the immediate ceiling cavity that could not be switched off using the main switch, thus 

producing high-amplitude waveforms that could have been influencing recordings within 

the lab.   

In an attempt to eliminate these interferences, an electrician replaced the plug 

sockets with shielded variants and connected all electrical equipment in the ceiling cavity to 

an additional switch so it could all be turned off during recording. In order to assess the 

impact these changes had on the level of mains noise, the amplitude of the frequency 

waveform was measured three times at three heights and two locations within the room, 

before and after the modifications (measurements taken with the oscilloscope and probe, 

as described above). The chosen heights were at i) ceiling level, ii) head-height (the level at 

which the chin rest had been set up; 1m 15cm), and iii) floor level. These recordings were 

taken at the testing location and also at a location in the room that demonstrated greatest 

amplitude of the mains frequency. 

Average (mean) results are shown in Figure 7.7. Before room modifications, the 

amplitude of the noise decreased with increasing distance from the ceiling (i.e. towards 

floor level), suggesting the electrically active equipment in the ceiling cavity was a particular 

issue. As can be seen from Figure 7.7, the amplitude of the waveform (from the highest 

point to the lowest) substantially reduced after room modifications, especially nearer the 

ceiling. The modifications therefore appeared to be successful in reducing the mains 

contamination in the room. However, when taking another recording using the model eye 

described above, a reduced level of 105Hz contamination was still present (if no background 

noise is present, the model eye recording should produce a flat line). A number of hardware 

configurations (below) were trialled in an attempt to reduce the impact of this noise. A small 

temporal delay was added between sweeps in an attempt to cancel out the noise, but with 

no success, possibly due to rounding inherent in the ERG software.  
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Figure 7.7 – Background room electrical noise recorded with an oscilloscope at the patient position within the 

room. Recordings are completed at ceiling level, head height, and floor level, both before (light blue) and after 

(light orange) room modifications. Unfilled circles= single measurements; error bars= interquartile range. 

  



Chapter 7. Methods development for glaucoma investigations 
 

  112 

7.2.3.3. Phase three – modifying the set-up 

For the next phase of our methods development, a number of different setups were 

tested with the aim of reducing the impact of the residual background noise. A description 

and rationale for each test is described in Table 7.3. For each test, three results were 

recorded with the model eye and averaged. To quantify the amount of background noise in 

the signal, the maximum minus minimum amplitude for each result was extracted and the 

mean average and standard deviation taken. These values are displayed for each test in 

Table 7.3. We found that the level of noise was slightly improved with increasing viewing 

distance and the addition of a 75Hz low-pass filter. However, by far the greatest reduction 

came from twisting the active and the reference electrode wires together. This essentially 

placed the active and reference electrodes in the same space, only deviating once reaching 

the eye. They should therefore be subject to the same amount of electrical interference (i.e. 

the background noise), with the only difference being at the eye itself. After demonstrating 

this in the model eye, we also demonstrated this effect with a healthy participant (who was 

an experienced observer) using the 100ms onset-offset PERG described above. Three results 

(containing 100 sweeps each) were averaged into a final recording for two different spatial 

frequency sine-wave gratings (1.25 and 5 cpd), with the electrode cables either twisted 

together or not. These spatial frequencies were chosen as the former should elicit very little 

response, while the latter typically elicits a larger peak. The results can be seen in Table 7.4. 

To avoid inclusion of the response peak, a difference value was extracted from the first 

20ms post-onset of the trace. In all cases, the inclusion of twisting the electrode cables 

reduced the difference between the minimum and maximum recorded amplitude. This 

technique was therefore carried forward in the method for measuring the PERG in 

subsequent studies. 
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Table 7.3 – Hardware configurations piloted in order to reduce interfering background noise.  Amp. = amplitude 

(nV); M = mean; SD = standard deviation; Diff = difference between maximum and minimum amplitude (nV) in 

recording. 

 Description Rationale M diff. SD diff. 

Test 1 Baseline, 40cm viewing 
distance, ~50 cd/m2 

Initial baseline recording 552.66 15.32 

Test 2 Increased viewing 
distance to 41.8cm 

Increased viewing distance in case of 
noise coming from the screen or the 
associated power input 

290.67 15.51 

Test 3 Increased viewing 
distance to 46cm 

As above 276.11 21.98 

Test 4 Tightly twisted active and 
reference electrodes with 
ground next to them 

Puts the two electrode in the same 
physical space, so the amplified 
difference between them will only be at 
the eye 

57.43 2.85 

Test 5 Separated all cables Undo last change to confirm 337.49 19.75 

Test 6 Tightly twisted active and 
reference electrodes with 
ground held separately 

Repeating test 5 with ground held at a 
set distance away to investigate if 
ground position matters 

86.10 21.46 

Test 7 Ground held further away Further testing if ground distance 
matters 

98.52 40.52 

Test 8 Active and reference only 
twisted very loosely 

Investigated if minimal twisting is 
enough for a reduction in amp. 

350.03 51.88 

Test 9 Untwisted and 75Hz low-
pass filter added  

Investigated whether filtering at the 
recording level helps 

240.71 15.51 

Test 10 Active and reference 
twisted seven times 

Find whether amp. reduction possible 
when twisting a set smaller amount  

65.28 30.23 

 
 
Table 7.4 – Testing the influence of twisting the active and reference electrode together on a participant’s 

recorded trace. M = mean; SD = standard deviation; Difference = difference between maximum and minimum 

amplitude (nV) in first 20ms of recording; cpd = Cycles per degree. 

 cpd M Difference SD Difference 

Non-twisted 5.00 907.16 302.84 

Twisted 5.00 493.45 229.56 

Non-twisted  1.25 1251.37 466.49 

Twisted 1.25 1159.84 355.39 
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7.3. Selection of population Receptive Field (pRF) modelling software  

Up until this point, all pRF analysis have been undertaken with SamSrf v.5 software 

(which has been used in multiple previous publications; e.g. Dekker et al., 2019; Hughes et 

al., 2019; Infanti & Schwarzkopf, 2020). After initially analysising the clinical cohort 

(described in Chapter 10) with SamSrf v.5., it was also discovered that several issues may 

limit interpretation of this data, such as erroneous estimation of pRFs centred outside of the 

stimulation area and larger healthy control estimated pRF sizes than would be expected 

from previous research. Additionally, substantial noise in the data was evidenced from a 

visual inspection of the retinotopic maps and plots of pRF size as a function of eccentricity. It 

was therefore considered prudent to consider several options for pRF mapping software to 

be used in the clinical study. Several options were considered for the most appropriate 

software for analysing the pRF mapping dataset. The software packages trialled were the 

following:  

• Two surface-based analysis packages, SamSrf v.5 (available at 

https://doi.org/10.6084/m9.figshare.1344765) and SamSrf v.7 (available at 

https://osf.io/2rgsm/) 

• One volume-based package, the Analysis of Functional NeuroImages (AFNI) software 

package (Cox, 1996; provided in the public domain by the National Institutes of 

Health, Bethesda, MA, USA; http://afni.nimh.nih.gov/afni). 

A small sample of healthy controls were selected and analysed in all three packages. 

The results were compared based on the final retinotopic maps, visual field coverage, levels 

of model fit, and pRF size as a function of eccentricity relationship. This section therefore 

aims to compare these software packages on various aspects in order to choose the most 

optimal for our dataset. 

7.3.1. Methods 

7.3.1.1. Participants 

Three healthy controls (ages: 53.9-70.9; two females, all right-handed) from the 

main dataset were chosen to compare analysis packages (ppt9, ppt22, ppt62). These 

participants were chosen pseudo-randomly by the PhD student from those participants who 

demonstrated a clear retinotopic map after SamSrf v.5. processing (i.e. a map with distinct 
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phase reversals and an eccentricity gradient). For full detail on the inclusion and exclusion 

criteria, please see section 7.5. All participants were given MRI-safe vision correction during 

scanning. 

7.3.1.2. MRI session 

For full information on the MRI protocol and pre-processing steps, please see the 

methods section of Chapter 10. Briefly, monocular retinotopic mapping was completed (two 

left eyes [OS]) in a SIEMENS 7T MRI. These functional scans were 1.5mm3 isotropic EPIs 

(Echo-Planar Images; TR= 1s, TE=25ms, flip angle=55°, 35 slices, 192x192 matrix, 

multiband=5). Haemodynamic Response Function (HRF) mapping was also completed with a 

1.2mm3 resolution EPI (TR= 2secs; TE= 25ms; flip angle= 76°; 33 slices; FOV= 984x984). All 

functional scans were positioned manually over the occipital lobe. To aid in distortion 

correction, a phase and magnitude image were also taken. Finally, a T1-weighted MPRAGE 

sagittal structural scan was completed at 1mm3 resolution (TR=2.2s, TE=2.82ms, 

TI=1050ms). 

 The retinotopic stimulus was a moving bar design, which moved across the screen in 

18 consecutive positions to cover a circular area of 11° diameter (each bar was 1.16° wide). 

The step size was half the bar width. The central region (0-5.5°) and peripheral region (7.7-

18.7°) were mapped individually by moving the fixation dot to either the centre or corner of 

the screen (a methodology used in Chapter 6; see Figure 6.2). To encourage fixation, a 

simple task was used in which the participant had to silently count the number of times that 

the fixation dot flashed red, which happened randomly throughout the run. The fixation dot 

was generally black with a white outline. They were not required to make a response. The 

retinotopic mapping was repeated 3 times at each visual field location (central and mid-

periphery). 

The HRF stimulus was a 100% contrast black-and-white alternating radial 

checkerboard. This was presented to participants for 2 seconds (screen size: 19.5°x11.0°), 

followed by 20 seconds of blank grey. This was repeated ten times while the participant 

maintained central fixation. There was a 20 second period at the start of the sequence in 

which a blank grey screen was presented in order to establish a baseline of no stimulation, 

which was then removed for further analysis.  
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7.3.1.3. Pre-processing and analysis 

In order to compare the software packages, the retinotopic data was processed 

separately through SamSrf v.5, SamSrf v.7, and AFNI, using a 2D Gaussian pRF model. 

7.3.1.3.1. Haemodynamic response function 

For all of the below pRF modelling techniques, the participants’ individual HRF was 

used for convolution. Pre-processing of the HRF scan took place within FSL and FEAT 

software packages (Jenkinson et al., 2012). EPI data underwent B0 distortion correction, 

motion correction (MCFLIRT; Jenkinson, Bannister, Brady, & Smith, 2002), brain extraction 

(BET; Smith, 2002), and high-pass filtering (100s). Following this, registration of the partial-

volume EPIs to structural data, using the whole brain EPI as an intermediate step, took place 

in the spm-fMRI toolbox (http://www.fil.ion.ucl.ac.uk/spm/). The MPRAGE structural image 

was first intensity normalised within FSL, then processed within FreeSurfer (Dale et al., 

1999; Fischl, 2012) to allow estimation of the grey matter surface. 

The functional data could then be projected onto this structural surface using SamSrf 

V.5 (with functional data at a cortical depth of 0.5mm sampled), before the HRF was 

extracted. This analysis was restricted to the occipital lobe, which was manually drawn on 

the inflated surface, using the anterior end of the calcarine sulcus and the parieto-occiptal 

junction as anatomical landmarks. The signals generated by the ten checkerboard stimulus 

blocks were first averaged within each vertex, excluding any outliers (defined as a time 

series that demonstrated greater than ±1.5 standard deviation from mean). Analysis was 

also constrained to visually active regions to avoid analysing unrelated noise. This was 

defined as a vertex with a signal (averaged over the first five scans) that had a clear 

response (>1 standard error from the mean) to the checkerboard stimulation. A double-

gamma function could then be fitted to the averaged response to estimate the HRF fit, from 

which the metrics discussed above could be extracted. 

7.3.1.3.2. SamSrf 

Pre-processing steps for both SamSrf versions were the same and took place mostly 

within FSL and FEAT software packages (Jenkinson et al., 2012), using identical steps as 

described above for the HRF scans.  
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The modelling process used by SamSrf v.5. has been discussed previously in the 

methods section of Chapter 6 and within Chapter 5. There are several notable differences 

between the versions that may lead to one producing a better model fit than the other. This 

is namely in terms of improved precision of the fine fitting procedure, using a lower error 

tolerance threshold. Additionally, there was suggested to be an issue with SamSrf v.5 in 

which the HRF convolution before z-score convolution cases an artefactual undershoot in 

the convolved BOLD response, which in turn caused errors in the estimation of very large 

pRF sizes (S. Schwarzkopf, personal communication, 18th July 2020). The difference between 

weakly stimulated pRFs and partially stimulated pRFs is also ambiguous in v.5. Both of these 

issues are suggested to be resolved by removing z-score normalisation of the time series 

during the modelling process (S. Schwarzkopf, personal communication, 18th July 2020).  

7.3.1.3.3. AFNI 

For analysis in AFNI, B0 correction was carried out using FSL, while motion correction, 

detrending and averaging over runs was completed using AFNI tools. 

pRF mapping based on the 2D Gaussian model was also completed within AFNI. For 

each voxel, a 200 by 200 search space is produced that covers the height and width of the 

stimulus (input as a binary mask). For each point in this search space, 100 levels of possible 

pRF size (sigma) are estimated, leading to 4 million possible combinations of x, y, and sigma. 

For each of these possible iterations, a stimulus time series (i.e. a binary mask of the 

stimulus position at each TR) is then used to create a predicted time series for each of those 

iterations. These can be compared to the actual data time series of each voxel using both 

Simplex and Powell optimization algorithms to find the best fitting model time series to the 

data (by minimising the least-squares error). This outputs the X-coordinate, Y-coordinate, 

pRF size (sigma) and R2 for each voxel.  

7.3.2. Results and discussion 

The results of these pRF fitting procedures were compared based on several aspects 

in order to examine which would be most appropriate for our data:  

• The visual field coverage – It was first examined how much of the visual field was 

sampled by the final pRFs, and how this matched the area of the visual field that was 

actually stimulated within the scanner. 
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• The estimated pRF size as a function of eccentricity – This was compared against 

what would be expected from previous literature. Although the exact values may be 

expected to vary with scan parameters and sample population, the positive 

relationship between these variables is well documented (e.g. Dumoulin & Wandell, 

2008; Morgan & Schwarzkopf, 2020) and so would be expected within our data. 

• The Goodness-of fit – Defined as the R2 of the model fit (i.e. the data against the 

single Gaussian model), this was compared between software programs to examine 

whether one gave noticeably greater fit. 

• The phase and eccentricity retinotopic maps – As these would be used for 

delineation of the early visual areas (i.e. V1-3), it is necessary that certain features 

are visible (such as polar-angle reversals and a clear fovea; e.g. Sereno et al., 1995) 

as these are used to indicate the transition between visual areas. 

All data points are extracted from V1 labels, which were manually drawn in each 

software with the aid of structural and functional landmarks (using either AFNI tools or 

SamSrf in-built functions). To enable fairer comparisons between packages, instead of 

selecting a goodness-of-fit level to threshold the data (as the optimal level of which may be 

different between packages), data was thresholded by only including the 200 voxels with 

the highest fit (unless otherwise stated). We therefore had 200 data points for the central 

run and 200 data points for the peripheral run.  

7.3.2.1. Visual field coverage 

To examine how well the results of each modelling technique sampled the visual 

field, the top 200 fitted voxels were plotted based on the estimated x and y positions of the 

associated pRF model within the visual field.  

7.3.2.1.1. Central run 

The area of the visual field that would be expected to be populated by pRFs in the 

central runs is shown in the top panel of Figure 7.8 (using an OD run as an example; an OS 

run would be the same but reflected into the right side of visual space). As can be seen in 

this illustration, it would be expected that the pRFs would be mainly constrained to the half 

of the stimulated region on the ipsilateral side to the test eye.  
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Figure 7.8 – Illustration of where in the visual field we would expect to be sampled using our pRF mapping 

method. The top plot shows the expected area for the central retinotopic run, while the bottom panel shows 

the expected region for the peripheral retinotopic run. The cross indicates fixation (i.e., 0° eccentricity on both 

axes)  
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The central plots for the three participants in each software package are presented 

in Figure 7.9. The black unfilled circles on the plots show the area of the visual field 

stimulated by the stimuli (with the fixation point indicated by a black cross), while the 

coloured filled circles refer to the estimated pRFs (with each data point being a single voxel). 

The sizes of the data points relate to the estimated pRF sigma size, while the opacity refers 

to the R2 value (higher R2 values being more opaque). Looking at the AFNI maps (leftmost 

column; Figure 7.9), the data points are mostly clustered around the fixation point, with a 

slight bias towards the expected hemisphere. As would be expected by the smaller search-

space used, all estimates are within the stimulus area, though none show complete 

coverage of the expected hemisphere. In regard to SamSrf, all show a bias towards the 

expected hemisphere. SamSrf v.5 (middle column; Figure 7.9) demonstrates a significant 

number of estimated pRFs centred outside of the stimulus area. These pRFs may represent 

spurious fitting of noisy data (which is a likely explanation of the very small pRFs seen 

outside of the stimulus area) or may be reflecting real receptive fields (for example, if a 

larger pRF is partially stimulated by the stimulus, the modelling process may fit a pRF 

centred outside the stimulus area). Moving to SamSrf v.7 (rightmost column; Figure 7.9), 

fewer pRFs are estimated outside of the stimulus area, and are instead concentrated within 

the expected region, suggesting that these pRFs are being driven by the stimulus. While 

SamSrf v.7 appears to improve the fit from v.5 in this respect (i.e. with more realistic visual 

field coverage), it doesn’t seem to improve the coverage in the case of ppt9, who had a 

poorer quality map (i.e. with more sparse coverage) than ppt22 or ppt62.   



Chapter 7. Methods development for glaucoma investigations 
 

  121 

  

Figure 7.9 – Plots demonstrating where in the visual field are being sampled by the modelled pRFs for the central retinotopic 

mapping run. Fixation is shown with a black cross. The black unfilled circles show the area of the visual field stimulated by 

the stimuli. The coloured filled circles refer to the estimated pRFs (with each data point being a single voxel). The size of the 

data points relates to the estimated pRF sigma size, while the opacity refers to the R2 value (higher R2 values being more 

opaque). Each row is a different individual participant (healthy control), while each column is a different software package 

(indicated at the top of the column). 
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7.3.2.1.2. Peripheral run 

For the data from the peripheral run, as it is already contained to one side of the 

visual field, pRF estimates are expected throughout the whole peripheral stimulated area, 

which is illustrated in the bottom panel of Figure 7.10. This pattern is indeed seen with the 

estimated pRFs from AFNI (leftmost column; Figure 7.10), though again this is mostly 

clustered towards the middle of the stimulus. No pRFs are estimated outside of the stimulus 

area. An issue that occurred during the process of model fitting with AFNI is that it failed to 

fit pRF estimates to the peripheral run of ppt62, possibly due to noise in the data or the 

relatively small area being mapped. Regarding SamSrf, a similar pattern to the central runs is 

seen, in which more of the visual field is being sampled by the pRFs modelled in v.5 (middle 

column; Figure 7.10), but with a substantial portion of pRFs being centred outside of the 

stimulated area (which is true for the majority of pRFs in some participants). Through there 

is less coverage in v.7 (rightmost column; Figure 7.10), the pRFs estimated are more 

constrained to the expected stimulated area, suggesting more realistic localisation. Most of 

the ‘outside’ pRFs have very small sizes in V.7, possibly suggesting that they reflect fitting of 

noisy data rather than actual receptive fields. In all cases, the whole of the stimulated area 

is not covered, which may be expected due to the lower signal-to-noise ratio (SNR) in this 

peripheral area compared to the central run (as it is sampling a relatively small amount of 

cortex). 
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Figure 7.10 – Plots demonstrating where in the visual field are being sampled by the modelled pRFs for the peripheral 

retinotopic mapping run. Fixation is shown with a black cross. The black unfilled circles show the area of the visual field 

stimulated by the stimuli. The coloured filled circles refer to the estimated pRFs (with each data point being a single voxel). 

The size of the data points relate to the estimated pRF sigma size, while the opacity refers to the R2 value (higher R2 values 

being more opaque). Each row is a different individual participant (healthy control), while each column is a different 

software package (indicated at the top of the column). 
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7.3.2.3. Relationship between pRF size and eccentricity 

There is an established positive relationship between fMRI-derived pRF size and 

eccentricity, which has been replicated many times. To compare our data to what has been 

previously published, pRF sizes were extracted from a sample of these previous papers 

(Amano et al., 2009; Brewer & Barton, 2014; Dekker et al., 2019; Harvey & Dumoulin, 2011; 

Morgan & Schwarzkopf, 2020; Schwarzkopf et al., 2014) and were plotted in Figure 7.11. 

These were only from healthy participants (if the paper in question was comparing two 

samples of healthy participants, the group used is indicated on the plot), used a single 

Gaussian pRF model, and were from V1 only. From this plot, it can be seen that although 

there is some variation (especially with increasing eccentricity), a general trend can be seen, 

with size estimates starting at ~0.7° sigma size at 1° eccentricity and increasing to ~1.4° 

sigma size at 9° eccentricity. Of note, the single sample of healthy older adult participants 

demonstrated larger pRF estimates across eccentricities than the younger populations, as 

reported by Brewer and Barton (2014). As our glaucoma and healthy control participants are 

a similar age range to the older adult sample in Brewer and Barton (2014), we may see this 

bias towards larger pRF sizes compared to other studies using younger samples. As the voxel 

size determines the amount of cortex information regarding receptive field size is summed 

over, it would be expected that voxel size would impact pRF estimates, with larger voxels 

having larger coverage and thus larger pRF estimates. Based on the data extracted from 

these studies, estimated pRF sizes across the central 5° were also averaged and compared 

to voxel size (see Figure 7.12). Out of this sample of previous studies, only those with 

isotropic voxels were included for ease of comparison (see Table 7.5 for all included studies 

and associated voxel sizes). It can be seen in this limited sample that pRF size seems to 

increase with voxel size, which would be expected as the amount of cortex sampled (and 

thus summed over) within a single voxel is larger. As our scans use 1.5mm3 isotropic 

resolution, we may therefore expect that our estimated sizes would be smaller than that of 

the older adult sample described by Brewer and Barton (2014), as they had a larger (non-

isotropic) voxel size of 1.875×1.875×3mm. Though these studies cannot be directly 

compared to our work due to the different scanner protocols, pre-processing steps, analysis 

packages, and sample populations used, these plots can be used as a rough comparison for 

what estimated pRF sizes would be expected from our analysis.  
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Figure 7.11 – V1 pRF estimates extracted from several previous studies. All studies use a 2D single Gaussian pRF 

model. Only data for healthy control participants are displayed. If the study used multiple healthy participant 

groups, these are distinguished in the figure legend. Eccentricity and pRF sigma size are both given in degrees. 

YA = Young Adult sample. OA = Older Adult sample. 1.5T and 3T refers to the magnet strength (Tesla; T) of the 

MRI used in that healthy sample, as this was compared between two groups in this study.  
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Figure 7.12 – Size of isotropic voxel as a function of the average V1 pRF size for the central 5° from a sample of 

previous studies. pRF sigma size is given in degrees. Isotropic voxel size is given in mm3. Only healthy control 

groups are included. 

 
Table 7.5 – Voxel size used in a sample of previous pRF mapping studies. Only those with isotropic voxels are 

included. Voxel size is given in mm3. Only healthy control groups are included. If a sample includes more than 

one healthy sample (rather than, for example, comparing a healthy control group to a clinical population 

sample), then the group is specified. YA = Young Adult sample. 1.5T and 3T refers to the magnet strength 

(Tesla; T) of the MRI used in that healthy sample, as this was compared between two groups in this study.  

Name of study Voxel size (mm3) 

Amano et al. (2009) 1.5 

Harvey and Dumoulin (2011) 2.5 

Dekker et al. (2019) – YA group 3.2 

Schwarzkopf et al. (2014) 2.3 

Morgan and Schwarzkopf (2020) – 1.5T group 2.3 

Morgan and Schwarzkopf (2020) – 3T group 2.3 

  

Average pRF size as a function 
of voxel size 
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To examine the relationship between pRF size and eccentricity from fixation in our 

data, the estimated pRF sigma size and associated eccentricity were plotted for the top 200 

fitting voxels for each the central and peripheral runs (see Figure 7.13).  

The pRF sizes estimated by AFNI appear mostly smaller than would be expected from 

Figure 7.11, and also show no obvious trend with eccentricity. Some of this issue may be 

due to how the AFNI pRF mapping estimates size. When generating the possible iterations, 

100 sizes are chosen between 0 and half the stimulus width. This means that the maximum 

size that could be predicted based on the stimulus size used in this study would be 2.75°. 

From the estimates given by previous studies, this may start to limit the pRF sizes we could 

estimate, particularly once reaching the periphery. On the other hand, this should not 

impact estimates within central vision as these would be expected to be smaller than this, 

and our central AFNI estimates still do not appear to be showing the expected positive 

relationship. The pRF size estimates in the periphery are also not showing a ceiling effect of 

2.75°. In contrast to this, the expected positive relationship can be observed for the two 

SamSrf versions, suggesting that they may be more accurately representing the underlying 

receptive field sizes. In terms of the average estimated sizes, those in SamSrf v.7 appear 

most comparable to those in previous studies, with sizes in SamSrf v.5 seeming larger than 

would be estimated. The very small pRFs seen in the SamSrf v.7. visual field plots (Figure 7.9 

and Figure 7.10) are also evident in these scatterplots; upon further examination of the 

data, these are all very close to zero and thus unrealistically small. It may therefore be 

prudent to filter these from future data analysis.    
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Figure 7.13 – Scatter plots demonstrating pRF sigma size as a function of eccentricity for each participant and 

each software package. Each data point represents a separate voxel. Both pRF size and eccentricity are given in 

visual degrees. 
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7.3.2.3. Goodness-of-fit 

To examine how levels of Goodness-of-fit varied between software packages, the R2 

associated with each voxel (i.e. how well the time course in that voxel fit with the estimated 

pRF model) was extracted and plotted as a histogram (these can be seen in Figure 7.14). This 

involved all voxels (i.e. not only the top 200) and central and peripheral runs were plotted 

separately. All packages show a ‘peak’ in R2 value, which appears to be higher for both AFNI 

and SamSrf v.7 compared to SamSrf v.5. The peak in the SamSrf v.5 fits appears to be 

relatively low, demonstrating a shape that would be expected in response to random data 

or, more likely in this case, data with a low SNR. The fact the R2 peak in AFNI and SamSrf v.7 

is biased towards higher values – demonstrating a more distinct ‘peak’ shape – suggests that 

these fitting techniques lead to a greater SNR in the final data. 

Several voxels in SamSrf v.7 gave a R2 value of 1, which seemed unrealistically high 

and can be seen in the histograms in the rightmost column Figure 7.14. Upon further 

inspection of the data, these voxels also gave a beta value of 0, suggesting that it would be 

useful to use this as a filter if this software was taken forward.  
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Figure 7.14 – Histograms of R2 values across voxels for each participant (rows) and each software package 

(columns). R2 is taken as the goodness-of-fit between the data and 2D Gaussian model fit. Data for the central 

and peripheral retinotopic run are plotted separately and indicated on the legend (central run = blue; peripheral 

run = orange). 
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7.3.2.4. Retinotopic maps 

From the above comparisons, the AFNI analysis appears inappropriate for our data 

due to the lack of pRF size as a function of eccentricity relationship (as seen in Figure 7.13) 

and lack of hemifield bias in central visual field coverage (as seen in Figure 7.9), so the 

SamSrf software packages were taken forward for further comparison. The polar angle and 

eccentricity retinotopic maps for the SamSrf versions were compared. The maps presented 

(see Figures 7.18 and 7.19) are un-thresholded and smoothed at 5mm; this makes it easier 

to see features such as phase reversals as gaps in the map are averaged over. The quality of 

the final retinotopic map varies between participants (quality here defined as the ability to 

distinguish key features of the retinotopic map that are used in delineation, such polar 

reversals and an eccentricity gradient); for example, the phase reversals and fovea are very 

clear in ppt62, but are less easily observed in ppt9, who also had lower R2 values (as seen in 

Figure 7.14) and sparser visual field coverage (see Figure 7.9 and Figure 7.10). When 

comparing between packages, the features of the retinotopic maps produced by SamSrf v.5 

are much clearer than those produced in SamSrf v.7 (though the features seem to be in the 

same spatial location in both versions). The eccentricity retinotopic maps in particular 

(Figure 7.15) in particular shows no clear pattern when calculated by SamSrf v.7, whereas 

the fovea is evidence when calculated by SamSrf V.5. Therefore, despite SamSrf v.7 seeming 

like it modelled more realistic pRF sizes and locations from the previous comparisons, it 

would be difficult to delineate the early visual areas from these maps, especially compared 

to SamSrf v.5 (in which V1-3 are visible).   
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Figure 7.15 – Eccentricity retinotopic maps for three participants after analysis in SamSrf v.5 (left column) or 

SamSrf v.7 (right column) 
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Figure 7.16 – Polar angle retinotopic maps for three participants after analysis in SamSrf v.5 (left column) or 

SamSrf v.7 (right column) 
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To see whether this could be improved, especially for noisier maps such as ppt9, the 

SamSrf v.7 analysis was rerun for this single participant with a modified surface projection 

step. Previously, the surface projection sampled the functional data at a cortical depth of 

0.5mm. For this modified version, the data was sampled at 0.25mm, 0.5mm, and 0.75mm, 

and then an average was created. It was hypothesised that by increasing the amount of data 

sampled this would lead to higher SNR and thus improved retinotopic maps. Figure 7.10 

shows the smoothed retinotopic maps without (panel A) and with (panel B) this averaging 

step. While the phase reversals seem to be slightly more distinct, the eccentricity still shows 

no obvious fovea. However, we then looked at the maps using unsmoothed data (panels C 

and D) and found that the fovea and appropriate eccentricity gradient was visible. It 

therefore seemed that the smoothing process caused this initial issue with the SamSrf v.7 

maps. This was reassuring for the data discussed in the above sections, as these sections 

were based on unsmoothed data. The problem with smoothing may occur due to the noise 

in the data being averaged with true signal. Smoothing was performed based on distance on 

the spherical sphere; it was also performed based on Geodesic steps and Dijkstra’s geodesic 

distance, but with a similar result. Comparing the unsmoothed maps with and without 

averaging, while there is not a large amount of difference, the averaged maps show more 

distinct retinotopic features.  
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  Polar angle maps Eccentricity maps 

Figure 7.17 – Comparison of non-thresholded central retinotopic maps with or without averaging over cortical 

depths. A = Sampled at 0.5mm only (Smoothed map); B = Sampled at 0.25mm, 0.5mm, and 0.75mm (Smoothed 

map); C = Sampled at 0.5mm only (Unsmoothed map); D = Sampled at 0.25mm, 0.5mm, and 0.75mm (Unsmoothed 

map). The left column includes polar angle maps (with arrows indicating visible polar angle reversals, illustrated as a 

green or red stripe), while the right column includes eccentricity maps (with arrows indicating the foveal projection 

site). 
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7.3.3. Conclusion 

This section focused on investigating three different pRF modelling software 

packages on a small sample of the healthy control participants from the larger clinical study. 

Several aspects of the final pRF data were considered to be important when deciding which 

software was the most appropriate for this dataset; namely, visual field coverage, the pRF 

size as a function of eccentricity relationship, goodness-of-fit of the pRF model, and 

retinotopic map quality. Considering these points and the results discussed above, SamSrf 

v.7 was considered to be the most appropriate for our data. Most of the estimated pRFs 

modelled by this software were constrained to the stimulated area of the visual field, and 

the estimated sizes more closely resembled previous literature compared to either of the 

other packages used. Furthermore, the goodness-of-fit of the modelled voxels showed a 

higher peak in SamSrf v.7. than SamSrf v.5. An issue that arose with this newer version 

however was with the smoothed retinotopic maps. While the key features could be seen in 

the unsmoothed data (namely the polar angle reversals and fovea), especially with an 

averaged surface projection, the eccentricity gradient was lost with smoothing, possibly due 

to averaging in of noise. While the data could be filtered prior to smoothing, this leaves a 

very partial amount of the map remaining, so would also make manual delineation of visual 

areas difficult. This level of noise in the data didn’t appear to be due to the use of SamSrf 

v.7. per se, as this technique has been successfully used to generate distinct retinotopic 

maps in a participant from another dataset (3T data). Figure 7.18 demonstrates an 

unsmoothed retinotopic map from a healthy young adult, analysed using SamSrf V.7. As can 

be seen, even without smoothing a much lower level of noise is evident compared to the 

maps generated from the current cohort. Moving forwards, it may therefore be prudent to 

use visual area labels based on objective structural landmarks, such as using FreeSurfer 

generated probabilistic labels.  
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Figure 7.18 – Example retinotopic maps from a single healthy young participant from a separate dataset 

collected at 3T and analysed using SamSrf v.7. Left= Eccentricity map; Right= Polar angle map. 

 
Another issue that arose during this development process was that several pRFs 

were estimated by SamSrf v.7 (mostly outside the stimulated area) with an unrealistically 

small size (e.g. 0.001°). Additionally, a number of pRFs in SamSrf v.7. had an R2 value of 1, 

which was unrealistically high considering the majority of other data points were around 0.1 

and this would suggest a perfect model fit of the Guassian 2d model. Closer inspection 

revealed that these data points demonstrating an R2 value of 1 also had a beta value of 0, 

suggesting that they had no amplitude. These two issues therefore highlight possible data 

quality filtering that should be done in future analysis: namely the removal of very small pRF 

sizes, and of pRFs with a beta value of 0 (for a discussion of the implementation of these 

data quality filters, see Chapter 10). 

In conclusion, based on several aspects of data quality, it was decided that SamSrf 

v.7 would be the most appropriate for pRF model fitting within our data. However, to 

ensure that only good quality data is included in our final measurements, several filters will 

be employed, the exact nature of which will be further discussed in Chapter 10. 
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7.4. Development of the spatial summation measurement protocol 

As the principle aim of this thesis is to investigate the neural basis of the altered 

Ricco’s area previously found in glaucoma (Redmond et al., 2010), it is important to 

demonstrate that we can measure the expected spatial summation curves at multiple 

locations across the visual field. Prior to testing a clinical sample, it was considered prudent 

to trial and develop the measurement of spatial summation, and determine estimates for 

Ricco’s area, in a sample of young healthy adults.  

7.4.1. Methods 

Spatial summation was measured psychophysically in a sample of healthy young 

adults in order to ensure that spatial summation curves could be estimated across the visual 

field locations to be tested in the wider clinical study.  

7.4.1.1. Participants 

A subset of participants from those recruited in the previous chapter (Chapter 6) 

were tested, following ethical approval from the Cardiff University School of Psychology and 

School of Optometry and Vision Sciences research ethics committees. This was a sample of 

22 participants (16 females; median [IQR] age = 20.01[19.36, 21.31] years; median [IQR] MD 

= -0.89[-0.54, -1.45] dB). The test eye was chosen at random for each participant (OD = 5, OS 

= 5). The inclusion and exclusion criteria from the Chapter 6 (non-myopic sample) applied 

(see Section 6.2.1). 

7.4.1.2. Psychophysical measurement 

Contrast thresholds were measured with an Octopus 900 perimeter (Haag Streit AG, 

Koeniz, Switzerland) and the Open Perimetry Interface (OPI; v.1.6.2; Turpin et al., 2012). OPI 

was ran through R software (v.3.0.2; R core team, 2013) Circular achromatic stimuli were 

presented at nine visual field locations (see Figure 7.19).  These locations were chosen in 

order to cover the lower nasal region stimulated by the peripheral pRF mapping (see 

Chapter 6 and Figure 6.2) and also to sample locations from across the visual field. This 

latter point was to ensure participant’s attention would not be overly biased towards the 

lower nasal quadrant and to encourage participants to keep centrally fixated (equal 

sampling in each quadrant was not completed in the interest of time and limiting participant 

fatigue). By sampling locations either side of the fixation, it also helps to prevent visual drift. 

Stimuli were presented on an achromatic background of 10 cd/m2. A chin-and-forehead rest  
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Figure 7.19 – Spatial summation test locations (red spots), defined by visual angle (°). The black cross denotes 

the fixation point, while the grey circles represent the locations of perimetric 24-2 testing for reference. 

was used to aid in fixation. Fixation was also monitored visually and centred using an inbuilt 

camera display. Participants were given regular breaks throughout. 

A 1-up:1-down staircase and Yes/No response criterion were used to determine 

individual thresholds (for more detail of these procedures, see chapter 4). Stimuli were 

consecutively presented to the nine visual field locations. At each location, luminance 

contrast thresholds were measured for the five Goldmann stimuli (I-V; areas: 0.01, 0.04, 

0.15, 0.58, and 2.27 deg2). Stimuli were presented for 200ms, with a square-wave temporal 

profile. After each stimulus area had been tested, the entire procedure was repeated, with 

three repetitions in total. The sensitivity could then be averaged across repetitions. The 

order that the Goldman stimulus areas were presented was randomised for each repetition. 
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Each location therefore ended with five contrast threshold measurements, one for each 

Goldmann stimulus area. 

7.4.1.3. Ricco’s area estimation 

Ricco’s area was estimated for each visual field location, using an iterative two-phase 

regression analysis (using MATLAB software). This two-phase regression methodology for 

fitting spatial summation data and estimating Ricco’s area was discussed in Chapter 4.2.2. 

(Statistical modelling) and has been used in previous literature (e.g. Je et al., 2018; Redmond 

et al., 2010; Schefrin et al., 1998). This fitting procedure constrains the slope of the first line 

to -1 (following Ricco’s law), but allows the intercept of the first line, slope of the second 

line, and the breakpoint value to vary. The final estimated breakpoint value is used to 

represent Ricco’s area. 

Ricco’s area was estimated for each visual field location per participant, along with 

an associated R2 value in order to determine the goodness-of-fit of the two-phase 

regression line. 
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7.4.2. Results and discussion 

7.4.2.1. Quality of fit 

Figure 7.20 shows a histogram for all R2 values (for all visual field locations 

combined). Encouragingly, the majority of these fits demonstrated an R2 of above 0.9, 

suggesting a good level of fit between the data and the two-phase regression lines 

describing the spatial summation function. A repeated-measures ANOVA (Greenhouse-

Geisser sphericity correction applied) also found no significant difference in R2 values across 

visual field locations (F(4.242, 76.361)= 1.123; p= 0.353).  

 
Figure 7.20 – Goodness-of-fit (R2 values) for a two-phase regression fit to participants’ spatial summation data. 
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In order to ensure that only good quality fits are included in the final analysis, 

acceptability criteria were applied to the R2 values. Firstly, only spatial summation curves 

with R2 > 0.9 were included (which is a threshold that has been used previously; e.g. 

Redmond, Garway-Heath, et al., 2010). Representative examples of spatial summation 

functions at varying R2 values are shown in Figure 7.24, which illustrates the fit of curves 

that would and would not be included in analysis, as a result of the criterion. Secondly, any 

Ricco’s area estimation that fell outside of the range of stimulus sizes actually presented 

were also taken as unreliable and removed (i.e., outside of the range 0.01-2.27 deg2). Out of 

198 spatial summation functions (and associated Ricco’s area estimates, eleven spatial 

summation functions were excluded due to poor fit, while six were excluded due to 

estimating Ricco’s area estimates out of the presented range of stimulus areas. It should be 

noted that the majority (10/11) of spatial summation functions removed due to R2 < 0.9 and 

all of the functions that were removed due to having Ricco’s area estimates outside of the 

stimulated range, came from the same two participants. These participants were also 

included in the fMRI pRF mapping experiment described in Chapter 6 but demonstrated 

visual field maps that were too noisy to delineate. It is therefore possible that these two 

participants had generally poor fixation.   
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Figure 7. 21 - Example spatial summation curves taken from individual participants, illustrating different levels 

of Goodness-of-Fit (shown in R2). The top two plots show representative curves above the 0.9 R2 Goodness-of-fit 

criterion, while the bottom two plots illustrate curves that would be considered too poor a fit. All curves 

estimate a Ricco’s area size that is within the stimulated region, and so would not be excluded for this reason. 

For each example, estimated threshold (shown in cd/m2[logged]) is plotted as a function of stimulus area (shown 

in degrees2[logged]). The summation curve is calculated using a two-phase regression and shown as a bold 

solid line. The red horizontal line indicates the estimated location of Ricco’s area. 
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7.4.2.2. Ricco’s area estimates 

From those spatial summation curves that met the inclusion criteria, Ricco’s area 

estimates were extracted and plotted as a function of eccentricity. Figure 7.25 illustrates 

this relationship for individuals (plot A) and for the group average (plot B). As expected from 

previous literature, Ricco’s area shows a steady increase with eccentricity under photopic 

conditions. Furthermore, similar areas were found to those in the healthy control cohort 

described in Je et al. (2018) (who also used an Octopus 900 perimeter and used a similar 

procedure to the one described above), as well as the age-similar healthy participants in 

Redmond et al. (2010; who instead used a CRT monitor set-up).  

These results suggest that the procedure described above can successfully measure 

good quality spatial summation curves (i.e., with a high goodness-of-fit value), and the 

resulting Ricco’s area estimates agree with those in previous literature and vary across the 

visual field as expected. This procedure can therefore be brought forward to the sample of 

glaucoma patients and age-similar controls in future chapters. 
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Figure 7.22 – Ricco’s area estimates (degrees2[logged]) plotted as a function of eccentricity of the visual field 

location at which it was measured. A) shows the individual datapoints for each participant (each colour is a 

separate participant), while B) is the group average. Blue solid line= line of best fit. 
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7.5.  Participant inclusion and exclusion criteria 

All participants (i.e., glaucoma patients and age-similar controls involved in the 

studies described in this thesis) had to meet strict eligibility criteria before being recruited, 

which were assessed either by their care team, by examination during a study session where 

an assessment by the care team was unavailable or not recent, or by self-report (where 

relevant). The inclusion criteria for participants, as well as the methods of assessment, are 

below. ‘Self-report’ refers to a questionnaire and discussion about visual and general health 

with the researcher at the start of testing. All participants also underwent assessment of the 

visual field using a ZEISS Humphrey Field Analyser 3 perimeter (Carl-Zeiss Meditec, Dublin, 

CA, USA; used the SITA standard strategy, program 24-2; examples of the visual field plots of 

glaucoma patients are given in Appendix A). 

Glaucoma patients 

a) Previous diagnoses of Normal Tension Glaucoma (NTG) or Primary Open Angle 

Glaucoma (POAG); assessed by the care team. 

b) Glaucomatous nerve damage with corresponding visual field defect on two reliable 

visual fields tests; confirmed by the care team. 

Healthy control participants 

a) No previous diagnosis or immediate family history of glaucoma; self-report. 

All participants 

a) Clear ocular media, apart from normal age-related changes; assessed via the care 

team or in the participant visit. 

b) Stable intraocular pressure (IOP) < 21mmHg – measured on the day of testing using 

a non-contact tonometer (CT-80 Non-Contact Computerized Tonometer, Topcon 

(Great Britain) Medical Limited, Newbury, UK) or, for glaucoma patients, confirmed 

by their care team. 

c) Other abnormal ocular or systematic condition/medication that may affect visual 

performance (e.g., Age-related Macular Degeneration, diabetic retinopathy); 

assessed via the care team and self-report. 

d) Paediatric glaucoma; assessed via the care team and self-report. 

e) Age >18 years; self-report. 
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f) Refractive error > ±6.00 DS and > 2.50 DC (astigmatism) – assessed using an auto-

refractor [TOPCON KR-7500 Kerato-refractometer, Topcon (Great Britain) Medical 

Limited, Newbury, UK]) on day of testing and (for glaucoma patients) confirmed by 

their ophthalmic care team. 

g) Epilepsy; assessed via the care team and self-report. 

h) Anything that would be considered unsafe to be within the MRI environment (e.g. 

pacemaker, head or neck tattoos, fixed dental work, metal implants); assessed via 

self-report and an MRI screening form completed on the day of scanning. 
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Chapter 8. An investigation of receptive field size in the glaucomatous 

retina using pattern electrophysiology   

8.1. Introduction 

It is important to consider the entire visual neural pathway when investigating 

glaucoma, as neurodegenerative effects have been shown at multiple neural hierarchies 

(e.g. Ersoz et al., 2017; Jiang et al., 2018; Zhang et al., 2015). As discussed previously, the 

main aim of this thesis is to investigate the neural basis of Ricco’s area changes in glaucoma 

compared to controls, specifically investigating the contribution of receptive field sizes at 

both the retina and the cortex. While it was previously suggested that Ricco’s area reflects 

the size of retinal ganglion cell (RGC) receptive fields, more recent evidence suggests that it 

is unlikely to be solely a retinal phenomenon. For example, though Ricco’s area enlarges in 

glaucoma (Redmond et al., 2010), RGCs themselves shrink before cell death (Morgan, 2000, 

2002). It has been hypothesised that there may be compensatory enlargement of receptive 

fields higher up the visual pathway in order to pool more spatial information and maintain 

the physiological sensitivity of the visual system (Redmond et al., 2010). This thesis 

therefore aims to investigate how cortical receptive fields differ between glaucoma patients 

and healthy controls and how these receptive field sizes contribute to the extent of Ricco’s 

area. Before investigating receptive field sizes within the visual cortices however, it is 

prudent to first investigate retinal receptive field sizes in glaucoma patients compared to 

controls, as these will shape the visual information being input from the retina to the cortex. 

In addition, as discussed in Chapter 2, the retina is the primary locus of damage within 

glaucoma. 

Electroretinography (ERG) provides a direct method of assessing retinal neural 

functioning non-invasively and with excellent temporal resolution (described previously in 

Chapter 4). Multiple studies have used ERGs to investigate the retinal electrophysiological 

response amplitude in glaucoma compared to healthy controls (e.g. Bach & Hoffmann, 

2008; Bach & Poloschek, 2013; Bergua et al., 2004; Cvenkel et al., 2017; Wilsey et al., 2017). 

However, while studies have documented general RGC reductions in amplitude (e.g. using 

P50/N95 peaks or steady-state amplitude; for more discussion of the use of ERG in 
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glaucoma, see Chapter 4), the spatial selectivity of RGCs (and thus their receptive field sizes) 

has been less investigated. A method proposed for investigating the receptive field sizes of 

RGCs is pattern ERG (PERG) spatial tuning curves (Drasdo et al., 1987, 1990).  

PERG specifically involves recording the electrophysiological response elicited by 

patterned stimuli, which therefore target spatially sensitive cells. The presented stimulus is 

typically a high-contrast pattern, such as a grating or checkerboard, that alternates between 

high- and low-luminance portions across space at a particular spatial frequency. As 

discussed in Chapter 4 and during methods development in Chapter 7, this stimulus can be 

presented in a reversing pattern (with high- and low-luminance sections alternating at a set 

temporal frequency; reversal PERG) or it can be alternated with a blank mean-luminance 

background (onset-offset PERG) at a particular temporal frequency. The use of such PERG 

stimuli is an established method for investigating retinal receptive field structure (e.g. 

Enroth-Cugell & Robson, 1966; Thompson & Drasdo, 1987; White et al., 2002).  

By investigating the PERG response elicited by multiple spatial frequencies, a spatial 

tuning curve can be plotted. The amplitude of the PERG response varies depending on the 

spatial frequency of the presented stimulus, demonstrating both high- and low-spatial 

frequency attenuation (this type of spatial tuning curve is illustrated in Figure 8.1). This 

frequency-dependant attenuation occurs due to the centre-surround receptive field 

configuration of the retinal cells underlying the PERG response. For example, when the 

presented stimulus is at a relatively high spatial frequency (so that, for example, the width 

of the high-luminance portion is narrower than the target cell’s receptive field centre), the 

high-luminance portion will fall within the excitatory centre of a retinal receptive field but 

will only stimulate a portion of it. The stimulus will therefore only elicit a relatively small 

response. On the other hand, if the high-luminance portion is large enough to encompass 

both the excitatory centre and the inhibitory surround (i.e. at a coarser spatial frequency), 

the response will also be attenuated due to the antagonistic action of the surround. The 

largest amplitude PERG response is elicited when the spatial frequency of the stimulus 

means that the high-luminance portion only encompasses the excitatory centre of the 

target cell’s receptive field. When the amplitude of the PERG response is plotted as a 

function of the spatial frequency used to elicit it, a spatial tuning curve is produced and this  
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Figure 8.1 – Illustration of a spatial tuning curve and relevant metrics extracted for this study. Circles indicate 
possible response amplitudes to different spatial frequencies. Dashed curve indicates a Gaussian curve fit to the 
data as an estimate of the underlying spatial tuning function. Two metrics will be taken from this fit. A) The 
peak amplitude of the spatial tuning curve. B) the preferred spatial frequency that elicits the greatest 
amplitude response. 

 
high- and low-spatial frequency attenuation can be seen (this is discussed further during 

PERG methods development in Chapter 7). The spatial frequency that elicits the peak of this 

spatial tuning curve (i.e. the preferred spatial frequency: illustrated in Figure 8.1) can be 

used as a proxy of average receptive field size over the stimulated area of the retina. 

 As both RGCs and bipolar cells show centre-surround antagonism in their receptive 

field organisation (e.g. Hammond, 1974; Kaneko, 1970; Lee, 1996), it is likely that they both 

contribute to the generation of these PERG spatial tuning curves. In order to more 

specifically target spatially sensitive cells, Drasdo et al. (1987) developed a method for 

refining the PERG response into separate components: the retinal illuminance response 

(RIR), driven by the distribution of retinal illuminance, and the pattern specific response 

(PSR), driven by the external stimulus luminance. They suggest that the PERG response to 

very low spatial frequencies contains negligible pattern specific components and mostly 

reflects the retinal illuminance. Furthermore, they suggest that the retinal illuminance 

component of higher spatial frequencies can be computed from the eye’s optical transfer 
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function and the PERG response to very low spatial frequencies. From comparisons to 

different retinal layer thicknesses, it is suggested that the PSR mostly arises from RGCs, 

while the RIR mostly arises from bipolar cells (Drasdo et al., 1990). This method described by 

Drasdo etal., (1987) therefore allows for the direct, non-invasive measurement of RGC 

receptive fields. Utilising this methodology for the current research has been described 

previously during PERG methods development (Chapter 7).   

While no study has used the methodology described by Drasdo et al. (1987) to 

examine retinal receptive field sizes in glaucoma, a small number of studies have 

investigated the PERG response to multiple spatial frequency stimuli in samples of glaucoma 

patients and healthy controls. An early study by Korth et al. (1989) investigated onset-offset 

PERG responses to two frequencies of achromatic gratings (0.2 and 3.4 cycles-per-degree 

[cpd]) in 24 healthy controls and 26 glaucoma patients. While healthy controls, on average, 

showed an increase in PERG response amplitude with increasing cpd (i.e. a larger response 

to 3.4cpd stimuli than to 0.2cpd stimuli), no such difference was found in glaucoma patients 

(so a similar response was elicited by both spatial frequencies). This was interpreted as a 

lack of spatial tuning in these glaucoma patients, with the evidence of glaucomatous 

damage to retinal cells most evident at higher spatial frequencies (3.4 cpd). However, by 

only using two spatial frequencies, the whole profile of the spatial tuning curve (as is shown 

in Figure 8.1) could not be delineated so it cannot be said whether there was a lack of 

spatial tuning or if the curve had shifted to favour a smaller or larger receptive field size. 

Alternatively, the results may reflect a shallowing of the curve, without a particular 

directional shift.  

A more recent study has also investigated spatial tuning in glaucoma, but using 

reversal PERG in the mid-periphery (Shorstein et al., 1999). As mentioned previously (such 

as Chapter 4), the response to reversal PERG is comprised of a number of major 

components, such as P50 and N95, which are suggested to reflect spiking and non-spiking 

activity near the ganglion cell body, and RGC axonal spiking activity respectively (Bach et al., 

2018). In this study, the P50 component was investigated (N95 determined to be too 

variable due to the small amplitude), using a 3.2Hz reversing grating presented in a 12x12° 

stimulus area displayed in each quadrant separately. Healthy controls (N= 19) were 

presented with six spatial frequencies (0.25 to 6cpd), while glaucoma patients (N= 9) were 
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presented with three spatial frequencies (0.38, 0.75, 1.5cpd). They report evidence of 

expected spatial tuning in healthy controls, though the low spatial frequency attenuation 

discussed above was not always present. Glaucoma patients demonstrated significantly 

lower amplitudes in all quadrants, particularly for 1.5cpd stimuli (the response to which was 

also the only one to demonstrate a shortening of the time to peak). Conclusions about 

spatial tuning curves, however, are difficult to draw with only three spatial frequencies 

tested.  

The current study aims to investigate spatial tuning curves in a sample of glaucoma 

patients and age-similar controls. A range of spatial frequencies will be utilised to ensure 

that the peak, and either side of the curve, can be estimated so that it will be possible to 

identify and investigate shifts in the curve between glaucoma patients and controls. 

Furthermore, the RGC receptive field signal will be more directly targeted by using the 

methodology detailed by Drasdo et al. (1987) to remove the non-pattern specific RIR. It is 

possible that, similar to findings of RGC dendritic tree shrinkage in glaucoma disease 

progression, the spatial tuning curve will be shifted towards coarser spatial frequencies in 

the glaucoma group compared to controls, reflecting a shrinking of average RGC receptive 

field size across the stimulated region. Alternatively, it is possible that there will be a 

compensatory enlargement of retinal receptive field sizes in glaucoma, possibly due to 

compensatory mechanisms of presynaptic cells which also contribute to retinal receptive 

field size (such as bipolar and amacrine cells; Peichl & Wässle, 1983). In support of this 

suggestion, previous work has reported increased synapse formation between bipolar and 

RGCs following chronic IOP elevation (Park et al., 2014).  

8.1.1. Aims 

The study described in this chapter aims to extend previous research by investigating 

the full spatial tuning curve in glaucoma patients compared to age-similar controls, utilising 

methodology outlined by Drasdo et al. (1987) to remove the luminance response and 

investigate the pattern-specific response. The PERG methodology and chosen spatial 

frequencies were developed in Chapter 7. The mid-periphery will be stimulated, in order to 

investigate an area relevant to glaucomatous progression. It is also a region that can be 

stimulated in the MRI using the methodology described in Chapters 6 and 7, allowing for 

more meaningful comparisons between measurements taken from these methodologies 
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(which is done in Chapter 10). By extracting features from PERG spatial tuning curves (both 

outcome measures are demonstrated on Figure 8.1.), three main aims will be addressed: 

1) To investigate whether there is a shift in the preferred spatial frequency in glaucoma 

patients compared to healthy controls, suggesting a change in RGC receptive field 

size. 

2) To investigate whether the magnitude of the spatial tuning curve (i.e. the 

height/amplitude of the peak) decreases in glaucoma compared to age-similar 

healthy controls, as would be suggested by previous literature. 

3) To investigate whether the above PERG outcome measures (i.e. peak spatial 

frequency or curve magnitude/amplitude) explains some of the variance in 

perimetric visual sensitivity. It is hypothesised that a positive relationship should be 

found between amplitude and visual sensitivity, with those with a lower sensitivity 

having more severe glaucomatous damage in this region and thus lower amplitude 

(following on from the aim above). In regard to peak spatial frequency, a direction is 

not specifically hypothesised. 

8.2. Methods 

PERG spatial tuning curves were measured in a sample of glaucoma patients and 

healthy age-similar controls, focussing on the mid-peripheral visual field. Outcome metrics 

describing these curves (i.e. preferred spatial frequency and curve amplitude; see Figure 

8.1) were then compared between groups and associations with measurements of 

perimetric visual sensitivity investigated. Precise methodology is described below. 

8.2.1. Participants 

Ethical approval for this study was obtained from NHS Wales research ethics 

committee (Cardiff and Vale and Cwm Taf NHS health boards), as well as the Cardiff 

University Schools of Psychology and Optometry and Vision Sciences. Participants were 

recruited via NHS glaucoma clinics (at the Royal Glamorgan Hospital and University Hospital 

of Wales, as well as the School of Psychology community panel and Cardiff University Eye 

clinic. Participants were offered travel reimbursement. 29 healthy controls with a median 

age of 67.7 years (IQR= 63.0, 72.8; 16 females) and 25 diagnosed glaucoma patients (8 

normal tension glaucoma [NTG] and 17 primary open angle glaucoma [POAG]) with a 
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median age of 67.8 years (IQR= 59.8, 71.5; 12 females) were recruited. There was no 

significant difference in age between the groups (t(52)= 0.263, p= 0.793).  All experiments 

were carried out monocularly, on either a randomly chosen or glaucomatous eye (controls: 

14 left eyes [OS]; glaucoma: 16 OS). 

All participants met the eligibility criteria detailed in chapter 7. The intraocular 

pressure of the healthy controls (median= 15mmHg; IQR= 13, 16) and glaucoma patients 

(median= 14mmHg; IQR= 12,14) was not significantly different (t(52)= 1.09, p= 0.28). 

Similarly, pupil diameter in healthy controls (median= 3.20mm; IQR= 2.80, 3.70) and 

glaucoma patients (median= 3.40mm; IQR= 2.80,4.10) did not show a significant difference 

(t(49)= 0.13, p= 0.13), suggesting neither factor would be able to explain a difference in 

outcome variables between groups. As expected, mean deviation (MD; i.e. the overall 

amount of visual field sensitivity deviation from the population mean) for the glaucoma 

patients (median= -3.42dB; IQR= -11.19, -1.72) was significantly lower (t(52)= 5.29, p<0.001) 

than that of the age-similar controls (median= 0.04dB; IQR= -0.58, 0.47).  

8.2.2. Electrophysiology 

Electrophysiological recordings took place in an electrically quiet room (described 

within methods development; see Chapter 7). Following recommendations by the 

International Society for Clinical Electrophysiology of Vision (ISCEV) protocol (Bach et al., 

2013), a disposable DTL ERG fibre (Unimed Electrode Supplies Ltd) was placed along the 

lower eyelid of the target eye (near the lower limbus) and a reference electrode was placed 

near the ipsilateral canthus. The cables for these were twisted together along their length 

and secured to the participant’s shoulder or upper back using Blenderm surgical tape. 

Finally, a ground electrode was placed on the forehead. Conductivity of the ground and 

reference electrodes was optimised using Nuprep Skin Prep gel (Weaver and company) and 

Signa conductive electrolyte gel (Parker). Electrodes were secured in place using Blenderm 

surgical tape. A chin-and-forehead rest was used to aid in keeping the participants’ head still 

and relaxed during recordings. All participants were given appropriate vision correction for a 

working distance of 40cm.  

Electrophysiological recordings were taken using the Diagnosys LLC Espion system 

(v.6.), which also generated the stimuli. Stimuli (described below) were presented on a CRT 

monitor (Mitsubishi Diamond Pro 2070sb; Mitsubishi Electric Corporation, Tokyo, Japan) at 
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a viewing distance of 40cm, powered via a Supra Lorad shielded mains power lead. The use 

of a shielded power lead avoided any electrical ‘leakage’ from the power supply, which 

would cause additional noise in the electrophysiological recordings. Participants were 

requested to keep their jaw relaxed and to fixate on a 1° green fixation cross in the centre of 

the screen.  The stimuli subtended a 18° radius square, with the central 5.5° covered with a 

Gaussian dark-grey square patch in order to only stimulate the mid-periphery.  

The 100ms onset-offset PERG methodology developed in Chapter 7 was used. A 

black and white grating (92% contrast) was presented for 100ms, followed by mean grey 

luminance for 110ms. Each sweep (i.e. response to single cycle) recording started at 10ms 

pre-onset and ended once the 110ms offset period was completed. 100 sweeps were 

averaged into a result. As an online quality check, results were recorded until at least three 

results satisfactorily superimposed (i.e. if the result was manually moved on top of the 

other, the overall shape of the response would overlap), which could then be taken forward. 

An in-built 10 second break was provided in between each result to allow the participant to 

rest their eyes if needed and reduce fatigue. Participants were also given a break between 

each spatial frequency and where requested. After recording, eye blinks were manually 

removed (at the sweep level; defined as sweeps that deviated from baseline by 50uV at any 

point along the timescale) and the superimposing results were averaged into a final trace. In 

order to assess the spatial tuning function, five gratings with increasing spatial frequencies 

were presented (0.14, 0.625, 1.25, 2.5, and 5 cycles per degree [cpd]). This range was 

chosen to encompass the spatial tuning peak previously reported in healthy individuals 

(between 1-4 cpd; e.g. Bach & Holder, 1996; Drasdo et al., 1987). The 0.14 cpd grating is 

suggested to only include the luminance response due to the large width of the bars, so was 

included to allow removal of this component (as in Drasdo et al., 1987). Each participant 

therefore ends with five traces, one for each spatial frequency grating. Fewer spatial 

frequencies were tested than during methods development in order minimise participant 

fatigue (and associated variability) and also to leave more time for repeating recordings if 

needed. Spatial frequencies were therefore chosen that sufficiently describe the curve 

found during methods development. 
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Spatial smoothing (i.e. low-pass temporal filtering) was completed using Fourier 

analysis (see Appendix B for code). As the target onset and offset response is a low 

frequency response, this allowed for the removal of higher frequency noise.  

8.2.3. Perimetric visual field assessment 

Participants completed standard clinical visual field assessment with a ZEISS 

Humphrey Field Analyser 3 perimeter (Carl-Zeiss Meditec, Dublin, CA, USA; SITA-standard, 

central 24-2). White-on-white perimetry was utilised, with a working distance of 33cm. The 

test procedure involved the participant resting on a chin-and-forehead rest, with 

appropriate spectacle correction calculated by the instrument, based on participant age and 

refractive error prescription. The eye was manually centred with the aid of a live eye 

monitor camera. The participant was required to fixate on a central fixation mark and 

indicate when they saw a circular stimulus anywhere in their visual field using a patient 

response button. Goldman size III stimuli were presented for 200ms at locations within the 

24-2 test pattern, at sub- and supra-threshold levels. Each eye was tested separately (with 

the untested eye occluded with an eyepatch). Visual sensitivity thresholds were calculated 

and printed out by the device. The following quality check criteria were used based on 

metrics calculated by the instrument during testing to ensure the quality of the assessment 

(e.g. that the participant was paying sufficient attention): 

• Blind spot errors: <25% 

• False positive rate: <15% 

• False negative rate: <15% 

If one of these exclusion criteria were met, the visual field assessment was repeated on that 

eye. 

8.2.4. Analysis 

Following removal of the luminance component and fitting of the spatial tuning 

curves (discussed further in section 8.3.1), two metrics were extracted from each 

individual’s curve: 

1) The peak spatial frequency, defined as the spatial frequency corresponding to the 

peak of the curve fit (aim one). 
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2) The amplitude of spatial tuning present in the retinal cells, defined as the maximum 

amplitude along the fitted curve minus the minimum (aim two).  

3) The goodness-of-fit of the curve fit, defined as the R2. 

A two-way frequentist ANOVA was used to compare the peak spatial frequency 

between groups. When looking at how one outcome variable differs between two groups, 

an ANOVA is essentially the same as a t-test – specifically, they produce the same p-value 

and the F-value is the T-statistic squared. However, the use of an ANOVA allows for the 

comparison to be weighted by the associated goodness-of-fit so that those with very poor 

fits will have less of an impact on the final result. Due to unequal variances between groups, 

a Welch ANOVA was used to compare PERG amplitude between groups, as this does not 

assume that the variances are equal. This was one-tailed, following our hypothesised 

direction, and was also weighted by goodness-of-fit. 

As mentioned previously, the luminance component was removed to leave the 

Pattern Specific Response (PSR). In order to ensure that the removal of this component did 

not bias the group comparisons detailed above, the extracted luminance components were 

examined and compared between groups to see if there were any significant group-wise 

differences. To quantify this, Fréchet Distance was used, which is a measure of the similarity 

between two curves in space, defined as the minimum line-length which is sufficient to join 

each curve if simultaneously traversing the length of each. An illustration of Fréchet 

Distance is given in Figure 8. 2. 

 

Figure 8. 2 – An illustration of Fréchet Distance (D) between two lines (A and B). Reproduced from Guo et al. 

(2017) 
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Finally, to address aim three, Ordinary Least Squares (OLS) multiple regressions were 

run to examine how much variance in visual sensitivity can be explained by the PERG 

outcome measures. Again, these are weighted by the curve goodness-of-fit. If any 

coefficients are significant, the slope of the relationship will be further examined 

quantitatively using a (transformation-method) Passing-Bablok regression (Bablok et al., 

1988). Unlike an OLS linear regression, such as that used above, Passing-Bablok regressions 

does not assume that either variable is free from measurement error and, due to its use of 

median values, is less affected by outliers and does not make assumptions from the 

underlying distribution (Bablok et al., 1988; Redmond et al., 2013). It is therefore suggested 

to be able to more accurately quantify the slope of the underlying relationship. However, 

this regression is only appropriate for use with linear relationships. Linearity was therefore 

tested in this dataset with the use of an OLS-based cumulative sum (CUSUM) test with 

alternative boundaries (which are proportional to the standard deviation and suggested to 

be better at detecting structural deviations from linearity; Hornik et al., 2001; Zeileis, 2001). 

Passing-Bablok regressions also assume a positive relationship, which was confirmed by a 

one-tailed Kendall’s Tau-b.  

All statistical tests in sections 8.3.1-2, as well as t-tests and multiple regressions 

within sections 8.3.4-5, were computed using the computer software JASP v0.11 (JASP 

Team, 2019). Fréchet Distance values in section 8.3.3. was computed within MATLAB 2018b 

(MATLAB, 2018) using a Fréchet Disance calculator function (Ursell, 2013). CUSUM, Kendall’s 

Tau-b, and Passing-Bablok regressions in sections 8.3.4-5 were computed within the 

software packages R v.4.0.0 (R core team, 2020) and RStudio v.1.0.153 (RStudio Team, 

2016). 

8.3. Results  

8.3.1. Group spatial tuning curves 

The pattern specific response (PSR) for each trace was initially calculated using the 

methodology outlined by Drasdo et al. (1987); the first step therefore was to recreate the 

group averaged curves seen in Drasdo et al. (1987) for our healthy control group. The final 

traces for each spatial frequency were averaged across participants, giving a group response 

for the healthy controls and glaucoma patients (first column in Figure 8.3 and Figure 8.4).  
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Figure 8.3 – Pattern Onset-offset group traces for the healthy controls. The first column shows the Fourier 

analysed raw data for each spatial frequency. The middle column show the retinal illuminance response (RIR), 

which are based on the 0.140cpd response then attenuated for each frequency by the contrast attenuation 

factor (CAF), retrieved from Drasdo et al. (1987). The RIR is subtracted from the average response, to produce 

the pattern specific response (PSR), shown in the third column. Cpd = cycles-per-degree. Amplitude in nV, while 

the time course is in ms. 
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Figure 8.4 – Pattern Onset-offset group traces for the glaucoma patients. The first column shows the Fourier 

analysed raw data for each spatial frequency. The middle column show the retinal illuminance response (RIR), 

which are based on the 0.140cpd response then attenuated for each frequency by the contrast attenuation 

factor (CAF), retrieved from Drasdo et al. (1987). The RIR is subtracted from the average response, to produce 

the pattern specific response (PSR), shown in the third column. Cpd = cycles-per-degree. Amplitude in nV, while 

the time course is in ms. 
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The response to the coarsest grating (0.14 cpd) was taken as a mostly retinal 

illuminance response (RIR), which is linearly proportional to contrast. This linear relationship 

allows for the calculation of the RIR contribution to the response at other spatial 

frequencies, based on the 0.14 cpd response, using a correction factor to account for the 

contrast reduction due to optical degradation. This factor is termed the contrast attenuation 

factor (CAF) and is based on the modulation transfer function of the healthy eye. Values for 

the CAF at different spatial frequencies were taken from Drasdo et al. (1987). The RIR for 

each spatial frequency was computed by multiplying the 0.14 cpd response by the 

corresponding CAF for that frequency, essentially attenuating the RIR for higher spatial 

frequencies. The calculated RIRs can be seen in the second column of figures 8.2 and 8.3. 

The final PSR is therefore the original trace with this RIR removed, as seen in the third 

column of figures 8.2 and 8.3. Finally, the peak response (defined as the peak-to-trough 

amplitude) was extracted for each PSR and plotted as a function of logged spatial frequency. 

A Gaussian curve is then fitted to the data. Figure 8.5 illustrates this final spatial tuning 

curve for healthy controls compared to the spatial tuning curves from Dradso et al. (1987).  
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Figure 8.5 – Comparison of (A) healthy spatial tuning curves in the current healthy control sample (stimulated 

region= 5.5-18 degrees eccentricity), and (B) spatial tuning curves found in Drasdo et al. (1987; different 

regions of stimulation shown). Spatial frequency shown in log cycles-per-degree (cpd). Y-axis shows the peak 

amplitude, defined in this study as the onset peak-to-trough amplitude. 
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Clearly defined onset responses are visible in our traces (Figure 8.3), occurring 

around the 40-70ms mark, with the smaller offset response expected at a rate of 100ms 

onset-offset (Drasdo et al., 1987). Drasdo et al. (1987) and Thompson and Drasdo (1987) 

also found that the RIR peaks were quite flat in the central visual field but increased greatly 

to be near equivalent to the PSR in the periphery. The amplitude of our RIR traces seems to 

be a midpoint between the RIR described at these eccentricities and are therefore 

consistent with previous results, considering that the current study stimulated 5.5 - 18° and 

Drasdo et al. (1987) report that their unshown 5.6 - 12.6° stimulation showed an 

intermediate amplitude.  Clear bandpass spatial tuning (i.e. both low and high spatial 

frequency amplitude attenuation) is found in our healthy controls (Figure 8.5), with a peak 

at approximately 0.3 log cpd (~2cpd on a linear scale). This is slightly lower than the 

peripheral responses described in Drasdo et al. (1987; see plot B in Figure 8.5 for curves at 

different regions of stimulation) and Thompson and Drasdo (1987), possibly due to the older 

age in our sample. Slightly higher amplitude is also reported in our sample, which may be 

due to defining the peak as peak-to-trough, as has been done by previous papers, rather 

than maximum amplitude.  

Glaucoma patients (Figure 8.4) also show clear spatial tuning. The RIR is similar to 

that in healthy controls across spatial frequencies, suggesting an unaffected illuminance 

response. The PSR however, shows a substantially diminished onset peak, though with a 

similar time-to-peak. These averaged responses were plotted as a spatial tuning curve and 

compared between glaucoma patients and healthy controls (Figure 8.6). A substantial 

shallowing of the tuning curve is seen. The peak spatial frequency appears to be slightly 

shifted towards lower frequencies in the glaucoma patients, but this change appears small. 

Curve metrics are statistically compared below. 

8.3.2. Spatial tuning analysis 

The above methodology was again used to extract the PSR traces, but this time on an 

individual basis to allow for individual metrics to be calculated and compared. The onset 

peak, defined as the peak-to-trough amplitude (with the peak occurring between 20-100ms 

post onset and with the trough occurring between 78-165ms post onset; this range was 

used to encompass all individual variation present in the data), was extracted for each  
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Figure 8.6 – Spatial tuning curves for glaucoma patients (circles) compared to healthy age-similar controls 

(squares). Spatial frequency shown in log cycles-per-degree (cpd). Red lines show the Gaussian curve fit. Peak 

amplitude plotted on y-axis, defined as the onset response peak-to-trough (in uV). 

spatial frequency. These peak amplitudes were then plotted as a function of log spatial 

frequency and a Gaussian curve fitted (as was done with the group averages in Figure 8.5 

and Figure 8.6). A Gaussian curve was determined to best represent the underlying 

physiological receptive field population. Peak spatial frequency and PERG amplitude were 

extracted from this curve fit. 

In order to quality check our data, the goodness-of-fit of the individual spatial tuning 

curves (defined as the R2 of the Gaussian curve fits) was examined. A histogram of all R2 

values is shown in Figure 8.7, with glaucoma patients represented as orange and healthy 

controls as blue. No notable difference is seen between groups, which is confirmed by an 
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independent, two-tailed t-test (t[52]= 0.721, p= 0.474). Reassuringly, most participants (15 

glaucoma patients and 17 controls) show a high level of Goodness-of-Fit (R2>0.95). Figure 

8.8 shows representative curves at different levels of Goodness-of-fit, from 0.99-0.39. In 

order to account for differing levels of fit in the data, which will impact the confidence one 

can have in the estimated curve metrics, the below statistics will be weighted by the 

associated R2 score. 

 

 
Figure 8.7 – Histogram of Goodness-of-fit (R2 values) for a Gaussian curve fit to participants’ spatial tuning 

data. Orange bars represent glaucoma patients, while blue bars represent healthy controls.  
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Figure 8.8 – Example of curve fitting for spatial tuning curves from individual participants. Gaussian curves are 

fit (shown as a red line) on the peak amplitude (shown in nV) extracted from each presented spatial frequency 

(shown in log cycles-per-degree [cpd]). The Goodness-of-fit is represented as the R2 of the curve fit. Plots A-F 

show example curves with descending Goodness-of-fit. 

The median peak spatial frequency (see Figure 8.9) was 1.80cpd for healthy controls 

(IQR= 1.46, 2.14) and 1.64cpd for glaucoma patients (IQR= 1.33, 1.84), suggesting a shift in 

peak spatial frequency (and so average RGC functional receptive field size) towards lower 

spatial frequencies, possibly reflecting a compensatory enlargement of functional receptive 

fields, despite the shrinkage of dendritic trees (Morgan, 2002). This is supported by a two-

way ANOVA, weighted by R2 value (F(1,52)= 4.84, p= 0.03). 

The median tuning amplitude (see Figure 8.10) for healthy controls was 2548.28nV 

(IQR= 1857.79nV, 4233.69nV) and 1711.77nV for glaucoma patients (IQR= 1371.10nV, 

2160.05nV). A Welch one-way ANOVA, weighted by the R2 value, was carried out and a 

significantly lower amplitude in the glaucoma group (F[1,39.30]= 17.25, p<0.001) was 

observed.  
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Figure 8.9 – Spatial frequency that caused the strongest amplitude response, extracted from the fitted 

Gaussian spatial tuning curves. Preferred spatial frequency given in cycles-per-degree (cpd). 
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Figure 8.10 – The peak amplitude (nV) of the spatial tuning curves, defined as the maximum minus the 

minimum amplitude of the Gaussian fit.  
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8.3.3. Comparison of luminance response 

It is assumed that the extracted luminance response is similar across groups and 

does not introduce bias in this process. It was therefore important to test this assumption. 

The Retinal Illuminance Response (RIR) for the 0.14cpd grating, which is the maximal 

luminance response, was compared between groups. From visual inspection of these 

responses in Figure 8.3 and Figure 8.4, these seem very similar, and are also comparable to 

the RIR reported by Drasdo et al., (1987). This is supported by a Fréchet Distance value 

between the two traces of 147.6nV (Ursell, 2013), which is relatively low considering the 

average amplitude of this response is 309.74nV in healthy controls and 423.23nV in 

glaucoma patients. 

To investigate the impact of luminance removal on the final results, spatial tuning 

curves were also generated without the removal of this component. A comparison of the 

resulting curves (on a group level) can be seen in Figure 8.11. The same direction of group 

differences can be seen (i.e. smaller amplitude and lower preferred cpd in the glaucoma 

group compared to the controls) even without isolating the pattern specific response. In 

terms of the peak spatial frequency, this is likely partially driven by the maintained 

luminance response (which is particularly present in lower cpd stimuli) in glaucoma patients 

compared the reduced spatially sensitive response pulling the curve to these lower cpds. 

There was also a much poorer fit of the Gaussian curve, presumably due to the larger 

response at the finer frequencies, suggesting that this curve fit is less appropriate for this 

data. Overall, this suggests that the removal of the luminance response did not bias the 

results.  
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Figure 8.11 – Spatial tuning curves without the luminance response removed for glaucoma patients (circles) 

compared to healthy age-similar controls (squares). Spatial frequency shown in log cycles-per-degree (cpd). Red 

lines show the Gaussian curve fit. Peak amplitude plotted on y-axis, defined as the onset response peak-to-

trough (in uV). 
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8.3.4. Associations with visual sensitivity 

The relationships between the PERG outcome measures and perimetric sensitivity 

was then investigated. In order to address aim 3, perimetric visual sensitivity scores from 

ZEISS Humphrey Field Analyser 3 perimetric testing 24-2 protocol (Carl-Zeiss Meditec, 

Dublin, CA, USA; used the SITA standard strategy) were averaged (i.e. unlogged, mean 

taken, re-logged) over the region of the visual field tested via PERG (see Figure 8.12 for an 

illustration of the test region on a visual field plot). The associations between the above 

outcome measures (logged) and perimetric visual sensitivity (decibels; dB) were addressed 

with a R2-weighted multiple linear regression. Using the Enter method, it was found that the 

overall model effect of PERG outcome measures against sensitivity scores was significant 

(F(2,51)= 5.666; p= 0.006; R2= 0.182; R2Adjusted= 0.150). As an individual coefficient, PERG 

amplitude did explain a significant amount of variance in perimetric sensitivity (standardised 

β= 0.420; t= 3.247; 95% confidence intervals [CIs]= 1.404, 5.950; p= 0.002), while peak 

spatial frequency did not explain a significant proportion of visual sensitivity variance 

(standardised β= 0.025; t= 0.193; 95% CIs= -3.824, 4.638; p= 0.848).  

A Passing-Bablok regression was ran to estimate the slope of this relationship 

(Bablok et al., 1988). An OLS-based CUSUM test reported non-significant deviations from 

linearity (therefore suggesting a linear relationship) in the combined (all participants) 

dataset (p= 0.379), glaucoma group alone (p= 0.905), and healthy control group alone (p= 

0.384). Passing-Bablok regressions also assume a positive relationship, which was suggested 

by a one-tailed Kendall’s Tau-b (combined: tau-b= 0.281; p= 0.001; glaucoma only: tau-b= 

0.327; p= 0.011; controls only: tau-b= 0.165; p= 0.104). Passing-Bablok regressions were run 

for the whole dataset, as well as the glaucoma and healthy control groups separately 

(regression lines shown in Figure 8.13). For the combined sample, the slope of the 

relationship between PERG amplitude and visual sensitivity was 6.741 (CIs= 4.587, 10.724), 

while the intercept was 8.360 (CIs= -4.847, 15.722). This suggests that, for this sample, for 

an increase of 1nV(log) in PERG amplitude, there is a corresponding increase of about 

6.741dB in visual sensitivity in the test region. When looking at the groups separately, the 

healthy controls show a slope of 5.202 (CIs= 2.323, 8.933) and an intercept of 13.708 (CIs= 

0.409, 24.076). The glaucoma group, however, shows a steeper slope of 11.707 (CIs= 4.810, 

22.783) and a lower intercept of -7.481 (CIs= -43.202, 14.877).  
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Figure 8.12 – PERG test area on a visual field plot (defined by visual angle [°]). PERG test area is shown by the 
shaded red region. The black cross indicates fixation, while the grey circles represent the locations of perimetric 
24-2 testing for reference. In order to compare the visual sensitivity of this region to the PERG response, visual 
sensitivity values of all those spots contained with the red region were averaged.  
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Figure 8.13 – PERG spatial tuning curve amplitude as a function of perimetric visual sensitivity. Amplitude of the 

PERG spatial tuning curve in given in logged nanovolts (nV), and visual sensitivity is given in decibels (dB). 

Regression lines are from Passing-Bablok regressions. Data from glaucoma patients are shown in orange, 

healthy controls are shown in blue and the regression line for the combined dataset in given in grey.  
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8.4. Discussion  

The aim of the current chapter was to use the methodology developed in Chapter 7 

to investigate spatial tuning curves in glaucoma patients compared to age-similar healthy 

controls, as a proxy for RGC receptive field sizes. There were three main hypotheses. Firstly, 

that the amplitude of spatial tuning curve would decrease in glaucoma, reflecting spatially-

sensitive RGC damage and death. The second hypothesis was that the preferred spatial 

frequency, as estimated by the fitted spatial tuning curve, would be shifted in glaucoma, 

reflecting a change in average retinal receptive field size of the stimulated area. A direction 

was not hypothesised, as it could shift to finer spatial frequencies, reflecting the shrinkage 

of RGC dendritic trees (Morgan, 2002), or coarser spatial frequencies, reflecting 

compensatory enlargement of receptive fields. The third hypothesis was that these outcome 

measures would show a relationship with the visual sensitivity of the same region of the 

visual field, as measured by a clinical perimeter.   

Regarding the first aim, evidence was found in favour of the initial hypothesis; 

specifically, that glaucoma patients would show a reduction in amplitude in their PSR spatial 

tuning curve compared to healthy controls (see Figure 8.10). Furthermore, this reduction in 

amplitude significantly predicted variation in visual sensitivity, suggesting that this is a 

functionally relevant effect. This is consistent with previous work finding reductions in PERG 

amplitude in glaucoma patients compared to controls (e.g. Almrcegui Lafita et al., 1997; 

Bach & Hoffmann, 2008; Bobak et al., 1983; Ganekal et al., 2013; Hiss & Fahl, 1991; Tiryaki 

Demir et al., 2015; Uclés et al., 1997; Viswanathan et al., 2000; Wanger & Persson, 1983), as 

well as associations with clinically-relevant measures (e.g. Bach et al., 2006; Cvenkel et al., 

2017; Garway-Heath et al., 2002; Hood et al., 2005; Papst et al., 1984; Wilsey et al., 2017). 

Considering this reduction of amplitude, but the relative preservation of the RIR in glaucoma 

(see section 8.3.3), it is likely that this reflects damage and death of spatially sensitive RGCs 

and their receptive fields. Additionally, the glaucoma patients showed a smaller range of 

amplitude values compared to healthy controls, despite a range of glaucoma severities 

being included (MD IQR= -11.190, -1.720; range= 22.180), suggesting that this decrease 

occurs early in glaucoma progression and is a common characteristic of the disease. To 

examine at which stage this effect originates, possible future work should examine this 

longitudinally and expand to those with ocular hypertension or family history of glaucoma, 
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both of which are significant risk factors for the condition (Sommer et al., 1991; Wiggs & 

Pasquale, 2017). Alternatively, there may be a floor effect in our measurement, with the 

response amplitude supported by other spatially sensitive retinal cells (e.g. bipolar cells). 

This would explain why neither group have amplitudes that go lower than ~900nV, which is 

the same across groups (rather than being lower in the glaucoma group).  

In terms of the second hypothesis, a statistically significant group difference was 

found in peak spatial frequency (i.e. the spatial frequency that elicited the highest 

amplitude response, as estimated via the spatial tuning curve; see Figure 8.9). A lower 

preferred spatial frequency was found in glaucoma patients (median= 1.636 cpd), compared 

to healthy controls (median= 1.806 cpd). This therefore suggests a larger size of RGC 

receptive fields, despite reports of the loss and reduction of RGC dendritic branches before 

cell death (Tribble et al., 2019), with cell soma size changes in both larger Magnocellular-

pathway (M-pathway) and finer Parvocellular (P-pathway) cells (Weber et al., 1998). Our 

result may reflect a compensatory enlarging of the functional receptive fields of 

neighbouring ‘healthy’ RGC or other retinal cells (e.g. bipolar). This may explain why 

histological studies can find a selective loss of larger RGCs (initially interpreted as a selective 

loss of M-pathway cells; Glovinsky et al., 1991; Morgan, 2002; Quigley et al., 1989), but this 

is not always reflected in the psychophysical results, which do not always demonstrate a 

deficit in response to M-pathway stimuli, despite reductions in the electrophysiological 

response to the same stimuli (Vaegan & Hollows, 2006). However, it should be noted that 

peak spatial frequency was not significantly predictive of visual sensitivity. The size of the 

difference in cpd was also relatively small. It may therefore be that an enlargement of the 

functional receptive field size is present in just a subset of patients, or in a subset of the 

retina; for example, enlargement of fMRI-derived estimates of cortical receptive fields have 

been found specifically along the edge of a visual field deficit (Papanikolaou et al., 2014). It 

may be that a similar effect is happening with these patients, but this is hard to delineate 

with such a global measure. Future studies that investigate more specific regions of the 

visual field will be able to assess relationships between patterns of visual field loss and shifts 

in peak spatial frequency.  

One of the motivations for looking at functional correlates of retinal receptive field 

sizes in this thesis was to investigate the neural basis of glaucomatous changes in Ricco’s 



Chapter 8. An investigation of receptive fields in the glaucomatous retina using pattern electrophysiology   

  176 

area. One of the suggested explanations for the size of Ricco’s area (i.e. complete 

perceptual spatial summation) is that it reflects the size of the underlying retinal receptive 

field sizes. The slightly larger estimates of receptive field sizes that were found in this cohort 

of glaucoma patients compared to healthy controls may reflect increased summation of 

spatial information at the retina and therefore be contributing to the increase in Ricco’s 

area in glaucoma (Redmond et al., 2010; further investigated in Chapter 11). However, there 

may be simultaneous changes along the visual neural pathway that are contributing to this 

psychophysical difference. Indeed, previous work has emphasised the importance of 

multiple neural pooling mechanisms in determining perimetric sensitivity (e.g. Pan & 

Swanson, 2006). Furthermore, this possible change in receptive field size may have 

consequences to neural processing further up the visual neural pathway, in terms of how 

spatial neural information is pooled; an important next step taken in this thesis is to 

examine how this estimate of receptive field size in the retina relates to estimates of cortical 

receptive field size. The following chapters will therefore examine these questions.  

The third aim of the current chapter was to investigate the relationship between 

clinical visual sensitivity and our PERG outcome measures. As mentioned above, visual 

perimetric sensitivity of the test region was significantly associated with the amplitude of 

the spatial tuning curve (though the relationship between visual sensitivity and preferred 

spatial frequency was not significant). A Passing-Bablok regression was used to quantify the 

slope between visual sensitivity and PERG amplitude (see Figure 8.13) and found that the 

slope of this relationship was steeper for glaucoma patients than for healthy controls. This 

suggests that the maximum amplitude of the spatially specific cells is associated with the 

overall functioning of the visual system, especially in glaucoma. While these results do not 

necessarily imply causality, they suggest that the functioning of these spatially specific RGCs 

are functionally relevant and may therefore contribute to overall visual sensitivity. While the 

CUSUM test suggested a linear relationship between our variables, the pattern of the 

relationship between visual sensitivity and logged PERG amplitude shows similarities to the 

curvilinear relationship that has been reported previously by other studies examining the 

relationship between sensitivity (dB) and logged electrophysiological measures, such as by 

Garway-Heath et al. (2002). This is also suggested by the increase in slope between healthy 

controls and glaucoma patients. However, due to most of our patients showing little defect 
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in the target region, there is not an even distribution of patents across severities. It is 

therefore difficult to make conclusions about how this relationship differs across all 

severities with this sample; it is possible that with a greater range of sensitivities, a clearer 

curvilinear relationship would have been found.  Overall, our data highlights a relationship 

between the peak amplitude of spatially sensitive RGCs and visual sensitivity in the mid-

periphery of healthy controls and glaucoma patients. 

There are limitations to the above study that should be considered. Firstly, following 

guidelines on retaining retinal image quality during PERG recordings, dilation was not used 

(Bach et al., 2013) so pupils sizes were relatively small due to the age of the participant 

sample (mean= 3.4mm), as well as showing some inter-subject variability (range= 2-5.8mm). 

The average pupil size in Drasdo et al. (1987) was ~5mm (due to the younger ages in their 

sample; 22-52 years, N= 4). While pupil size can have a sizeable effect on some ERG 

responses (e.g. Gagné et al., 2010; Gonzalez et al., 2004), there appears to be less of an 

impact on PERG (e.g. Anders et al., 2019; Bach et al., 2013), and smaller pupil sizes have 

been used in previous papers (e.g. Shorstein et al., 1999), so it is unlikely that our sample of 

pupil sizes would impact our PERG recordings. An area in which this varying pupil size may 

have an impact is the calculation of CAF (used to calculate the RIR at each spatial 

frequency), which was initially calculated based on the modulation transfer function (MTF) 

of pupil sizes of 4.9mm (Campbell & Gubisch, 1966; Thompson & Drasdo, 1987). It would be 

expected that this MTF would differ between pupil sizes (Campbell & Gubisch, 1966), which 

may lead to some eyes in our data being slightly over- or under-corrected. However, as pupil 

sizes were similar across groups, any effect of this should affect both groups equally and 

thus it is unlikely that this would have had an impact on group-level comparisons. This is 

supported by the fact that similar group differences are found with or without the removal 

of the luminance component based on CAF and MTF calculations (see section 8.3.3). In 

addition, pupil size showed no association with either of our PERG outcome measures, as 

assessed using Pearson’s r and logged values (Amplitude: r= -0.100; p= 0.477; preferred 

frequency: r= -0.214; p= 0.124). It could also be argued that by only using five spatial 

frequencies, more subtle shifts in the spatial tuning curves may be missed. Curves could also 

be more accurately delineated with more measurements. The five spatial frequencies used 

within this study were chosen from the seven initially investigated in methods development 
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in Chapter 7 as they were judged to sufficiently describe the spatial tuning function (i.e. with 

spatial frequencies delineating either side of the peak). The use of this slightly lower number 

of spatial frequencies also allowed for more recording repeats without unreasonably 

bloating the test time, which helped in limiting participant fatigue. However, it may be 

beneficial for future studies to refine this result with an increased number of tested 

frequencies.  

In summary, this chapter aimed to investigate electrophysiological spatial tuning 

curves in glaucoma compared to age-similar controls in order to assess the amplitude and 

peak spatial frequency of underlying spatially sensitive RGCs. It was found that the 

amplitude of these curves was significantly reduced in glaucoma compared to controls, 

which was also associated with visual sensitivity. The peak spatial frequency was also slightly 

lower in glaucoma compared to controls, suggesting larger retinal receptive field sizes. How 

these outcomes relate to cortical receptive fields and psychophysical measures of spatial 

summation will be further investigated in Chapter 11. 
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Chapter 9. The Haemodynamic Response Function across the occipital 

lobe and primary visual areas in glaucoma 

9.1 Introduction 

One of the overall aims of this thesis is to determine how receptive field sizes across 

the visual pathway contribute to the measured size of Ricco’s area in individuals with 

glaucoma and healthy controls. In order to assess the contribution of cortical receptive field 

sizes to Ricco’s area, functional Magnetic Resonance Imaging (fMRI) and a methodology 

termed population Receptive Field (pRF) mapping will be utilised. An important step in pRF 

analysis is the convolution of the predicted time course by a Haemodynamic Response 

Function (HRF), which accounts for the typical shape of the Blood Oxygenated-Level 

Dependant (BOLD) signal (an example of a canonical HRF can be seen in Figure 9.1). While 

the shape of an individual’s HRF can be expected to be similar across, for example, a healthy 

young adult group, there is still inter-individual variation in HRF parameters that can 

introduce noise into pRF estimates if not accounted for. To account for this variability, an 

individual’s HRF can be measured using fMRI and used for convolution. The influence of the 

HRF fit shape is demonstrated by considering how variations in the full-width-at-half-

maximum (FWHM; see Figure 9.1) of a HRF used in convolution impacts estimated pRF size. 

While HRF metrics and pRF size vary independently across the cortex (Fracasso et al., 2016), 

when used in convolution, the FWHM of the HRF fit appears to have a relationship with 

estimates of pRF size. Specially, larger FWHMs result in smaller pRF estimates in V1-3 in the 

same dataset, though the relative pRF sizes between visual areas was consistent across 

FWHM values (see Appendix C of Dumoulin & Wandell, 2008). Given this relationship 

between the HRF fit parameters and the final pRF estimates, more accurate pRF estimates 

would be expected if the HRF parameters more closely resemble the individual’s underlying 

HRF. A particular problem is introduced when considering group studies. If one group (e.g. a 

patient group) shows a difference in HRF when compared to the other (e.g. healthy control) 

group, this will introduce a systematic bias in pRF estimates if individual HRFs are not used 

in convolution. Therefore, it is important to examine whether there are differences in HRFs 

in glaucoma which should be controlled for. It is also useful to investigate possible 
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differences in HRF for reference in future studies, as convolving signals by an HRF is also a 

feature in other fMRI analysis pipelines. 

The upper panel of Figure 9.1 illustrates a typical HRF. Following a brief visual stimulus 

(e.g., a high-contrast reversal checkerboard shown for a couple of seconds), the BOLD signal 

will increase, reflecting the corresponding increase in blood oxygenation to meet the neural 

energy demand. This peaks at around 4-6 seconds post-stimulus before decreasing, 

undershooting, and then returning to baseline (Buxton et al., 2004). Some investigators 

have identified a small dip in activation before the initial positive-going peak (Ernst & 

Hennig, 1994; Hu et al., 1997; Menon et al., 1995), which may represent a local and rapid 

increase in oxygen metabolism before the energy demand can be met by an increase in 

Figure 9.1 – Illustration of a haemodynamic response function (HRF) and how it may be impacted by different vascular 

changes. The top plot shows a canonical HRF with the main metrics used to describe it within this chapter labelled. PA 

= Peak Amplitude. TTP = Time-To-Peak. FWHM= Full-Width-Half-Max. Time is shown in seconds. The shaded red area 

indicates stimulation triggering the HRF, such as a visual stimulus.  

The bottom plot illustrates how changes in cerebral blood flow, blood volume and vascular reactivity may theoretically 

impact the shape of the HRF. For example, slower blood flow means it takes longer for blood to get to target tissue, 

which then delays the HRF curve. 
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regional blood flow (Ernst & Hennig, 1994; Malonek & Grinvald, 1996). However, this dip is 

small and not always present (Buxton, 2001; Menon et al., 1995). Several methods may be 

used to describe the HRF shape, but three parameters (highlighted in Figure 9.1) will be 

examined in this study, following similar approaches in previous clinical research (e.g. 

Bonakdarpour et al., 2007; Mayer et al., 2014). These characteristics are the Peak Amplitude 

(PA), the Time-To-Peak (TTP), and the FWHM (of the positive peak); when used in 

convolution, the HRF PA is not defined and only TTP and FWHM would have an impact on 

the convolved BOLD signal and thus the pRF estimate, but PA is investigated here for 

completeness.  Several factors may influence these parameters (and hence the shape) of 

the HRF (Buxton et al., 2004). With reference to the schematics in the lower panel of Figure 

9.1, these factors include cerebral blood flow (CBF), cerebral blood volume (CBV), and 

cerebrovascular reactivity (CVR). CBF has an important influence on BOLD signal. CBF refers 

to the perfusion of blood in the brain and is broadly dependant on cerebral perfusion 

pressure and cerebrovascular resistance (Powers, 2016). If the level of CBF was, for 

example, reduced in a participant, it would take longer for the oxygenated blood to reach 

the target tissue following stimulation. This may be reflected in a delay in the HRF curve, 

extending the TTP. The HRF response is also dependant on CBV, which determines the 

amount of blood present in a voxel. For example, if CBV were reduced in a participant, 

assuming stable neural activity, the peak amplitude would be limited as there would be less 

blood per voxel. One may also expect the FWHM to be extended, allowing more time for the 

required oxygenated blood to reach the target tissue. Another important contributor to the 

BOLD response is CVR, which characterises the ability of the surrounding vessels to respond 

to, for example, increased energy demand from a neuron. If this changes, it may cause a lag 

in the HRF TTP compared to healthy controls. It may also cause insufficient increases in 

cerebral blood flow in response to an energy demand (such as an activated neuron), leading 

to a shallower but extended response to meet the energy demand. It should be noted that 

the BOLD response is a complex signal which is impacted by a multitude of factors and this is 

not an exhaustive discussion of what variables can underlie a shift in HRF. For example, 

resting GABA concentration (involved in neural inhibition) is associated with smaller and 

wider HRFs, independent of resting blood flow (Muthukumaraswamy et al., 2012). 
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Though changes in the HRF shape have not been explicitly tested in glaucoma, a 

change may be expected based on previous literature. For example, glaucoma patients 

demonstrating lower PA than healthy controls in response to a brief HRF-mapping stimulus 

is suggested by the finding of a reduced BOLD signal reported in glaucoma groups in 

response to various other stimuli (e.g. Duncan et al., 2007; Murphy et al., 2016). Whether 

this lower BOLD signal compared to controls is due to lower neural activity or changes in the 

vascular functions supporting BOLD fMRI is unclear from the BOLD response alone, 

especially as lower levels of neurotransmitter (Murphy et al., 2016) and vascular factors 

(e.g. CBF and CVR; Duncan et al., 2012; Harris et al., 2013; Sugiyama et al., 2006; Zhang et 

al., 2015, 2016) have been reported in brains of individuals with glaucoma, compared to 

those in healthy control. Indeed, these variables are not necessarily independent and can 

impact upon each other. Additionally, it is possible that the TTP and FWHM may also be 

altered in the glaucomatous brain. Specifically, they may be delayed and extended 

respectively in glaucoma, due to findings of decreased CVR following visual stimulation 

compared to healthy controls (Zhang et al., 2016). Importantly, CVR disruption previously 

found in glaucoma by Zhang et al. (2016) appeared functionally relevant, as it showed a 

significant relationship with pattern standard deviation in Standard Automated Perimetry, 

which is an indicator of a localised loss of visual field sensitivity. However, CVR in the study 

of Zhang et al was measured using transcranial Doppler sonography across only the 

posterior cerebral arteries, so cannot be spatially resolved to a particular cortical region. 

CBF, on the other hand, has been measured using more spatially resolved methodology (i.e. 

arterial spin labelling MRI). Using this methodology, lower rates of CBF have been found 

within V1 in glaucoma patients compared to controls (e.g. Duncan et al., 2012). This reduced 

CBF may be reflected in the HRF as a downward shift of PA and widening of the FWHM. 

However, it should also be noted that the HRF is a complex response, with many underlying 

contributing factors that are not completely understood, so precise changes in the HRF in 

glaucoma may be difficult to predict or interpret. 

The aim of the research described in this chapter is to investigate the shape of the 

HRF across the occipital lobe and primary visual areas in patients with glaucoma, compared 

with that in healthy controls. The effect of glaucoma on pRF size will be investigated in 

Chapter 10 and the temporal profile of the BOLD response will be used to infer pRF location 
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and width. As this is influenced by differences in the temporal characteristics of the HRF, 

such as FWHM and TTP (e.g. Dumoulin & Wandell, 2008), it is important to investigate 

whether or not there are any group differences in the HRF shape that need to be accounted 

for with individual HRF mapping. Specifically, surface-based 2D analysis will be used in the 

determination of the HRF, as opposed to 3D volume-based analysis, as it is most relevant to 

the surface-based pRF mapping used in the determination of pRF sizes described in Chapters 

6, 7, 10 and 11, but also because it brings advantages in the form of superior localisation 

and statistical power (Anticevic et al., 2008).  

9.1.1 Aims 

The research outlined here is an exploratory study into the impact of glaucoma of 

the HRF, ahead of future investigation into pRF sizes in glaucoma compared to age-similar 

controls (Chapter 10). There are three aims to the research described in this chapter: 

1. To estimate the HRF in the occipital lobe of people with glaucoma and age-similar 

healthy controls.  

2. To investigate generalisability of the results from the first aim to individual primary 

visual areas (i.e. V1 and V2). It may be that differences are only found, or are 

primarily driven by, disruption in these areas, as previous studies have reported 

BOLD disruption in the early visual cortices (e.g. Murphy et al., 2016). 

3. To investigate any differences in the HRF response with distance across V1. If there 

are indeed differences in the HRF in glaucoma compared to healthy controls, these 

might be more identifiable in regions of the cortex associated with the peripheral 

visual field, where glaucomatous damage primarily manifests. 

9.2. Methods 

In this cross-sectional study, HRFs were measured and possible group differences 

investigated using 7 Tesla (7T) fMRI in the visual cortices of a cohort of glaucoma patients 

and age-similar controls. This was an exploratory study to investigate whether HRF metrics 

(i.e. PA, TTP and FWHM) are different in glaucoma patients compared to healthy controls, 

ahead of investigating group differences in pRF size in a later study (see Chapter 10). 
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9.2.1 Participants   

Ethical approval for this study was obtained from NHS Wales research ethics 

committee (Cardiff and Vale and Cwm Taf NHS health boards), as well as the Cardiff 

University Schools of Psychology and Optometry and Vision Sciences. Participants were 

recruited via NHS glaucoma clinics (at the Royal Glamorgan Hospital and University Hospital 

of Wales, as well as the School of Psychology community panel and Cardiff University Eye 

clinic. Participants were offered travel reimbursement.  

fMRI imaging was carried out in 28 healthy controls (median age=66.6; IQR=59.6, 

70.6; 15 females) and 28 glaucoma patients (median age=67.6; IQR=59.4, 71.7; 13 females; 

8 normal-tension, 20 primary-open-angle). HRF mapping was carried out monocularly with 

either the glaucomatous or a randomly chosen eye (controls OS=15; glaucoma OS=16).  

A Mann-Whitney U independent t-test found no significant difference in age 

(W=382.00; p= 0.71) or intraocular pressure (glaucoma: median[IQR]= 14[12,15]; controls: 

median[IQR]= 15[13,16]; W= 470.50; p= 0.30). Glaucoma patients showed significantly 

worse Mean Deviation and Pattern Standard Deviation (PSD) than controls (MD [glaucoma]: 

median[IQR]= -4.61[-10.10, -2.10]; MD [controls]: median[IQR]= 0.08[-0.77, 0.50]; W= 

751.00; p<0.001; PSD [glaucoma]: median[IQR]= 5.57[3.07, 10.12]; PSD [controls]: 

median[IQR]= 1.47[1.31,1.85]; W= 49.50; p<0.001). 

9.2.2 MRI protocol  

fMRI images were acquired on a SEIMENS 7T MRI scanner. HRF mapping was 

undertaken with a 1.2mm3 resolution EPI (TR= 2s; TE= 25ms; flip angle= 76°; 33 slices; FOV= 

984 x 984mm), positioned manually over the occipital lobe. As this had a limited FOV over 

the area of interest, a whole brain single-shot EPI with same slice orientation was taken to 

aid with registration to structural images (TR= 5s, TE = 31s, 100 slices, 1.2mm3 isotropic). To 

aid in distortion correction, phase and magnitude B0 mapping images were also taken. 

Finally, a T1-weighted MPRAGE sagittal structural scan was completed at 1mm3 resolution 

(TR= 2.2s, TE= 2.82ms, TI= 1050ms).  
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Figure 9.2 – The stimulus used for Haemodynamic Response Function (HRF) mapping in the scanner. A: The radial 

checkerboard stimulation. B: Mean grey rest stimuli. C: diagram of the procedure of stimulation during the HRF mapping 

scan. Checkerboard stimulation is displayed for one Repetition Time (TR; 2 seconds), followed by ten TR of rest stimuli (20 

seconds). This is repeated ten times. 

Foam head padding was paced below and on each side of the head to limit head 

movements, and blackout lens was used to occlude the untested eye. MR-safe vision 

correction for the working distance was provided where required. All participants were 

asked to confirm that they could see the whole screen clearly (i.e. in focus) before scanning. 

9.2.3 fMRI stimuli  

The HRF was mapped with a 100% contrast black-and-white alternating radial checkerboard 

(see Figure 9.2). This was presented to participants for 2 seconds (monocular stimulation; 

screen size: 19.5°x11.0°), followed by a blank grey screen for 20 seconds. This sequence was 

repeated ten times while the participant was asked to maintain focus on a central fixation. 

20 seconds of mean luminance was also included at the start of the sequence to establish a 

baseline of no stimulation, then removed for further analysis.  
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In order to maintain fixation, a simple fixation task was used. The fixation dot changed from 

white to red at random irregular intervals throughout the run, and the participant was 

required to count in their head the number of times this happened. They were not required 

to make a response or remember this number. 

9.2.4 Pre-processing and structural analysis  

The majority of pre-processing took place within FSL and FEAT software packages 

(Jenkinson et al., 2012). EPI data underwent B0 distortion correction, motion correction 

(MCFLIRT; Jenkinson, Bannister, Brady, & Smith, 2002), brain extraction (BET; Smith, 2002), 

and high-pass filtering (100s). Following this, registration of the partial-volume HRF EPIs to 

structural data, using the whole brain EPI as an intermediate step, took place within the spm 

fMRI toolbox (http://www.fil.ion.ucl.ac.uk/spm/).  

The MPRAGE structural image was first intensity-normalised within FSL, then 

segmented with FreeSurfer (Dale et al., 1999; Fischl, 2012). This created two 3D meshes of 

the targeted hemisphere: one between the grey and white matter, and one at the outer pial 

boundary. The cortex was then split into vertexes (i.e. triangular grey matter voxels). These 

cortical surfaces could be inflated to aid visualisation of the data.  

Freesurfer software was also used to generate the following ROI labels for use in 

future analysis. These labels were generated using each individual’s structural scan, to allow 

for generation of the HRF in each participant’s local space. 

1. Occipital lobe – this was drawn manually on the inflated surface, using the anterior 

end of the calcarine sulcus and the parieto-occiptal junction as anatomical 

landmarks. (Aim 1) 

2. Structural probabilistic masks of V1 and V2. (Aim 2) 

3. V1 segments – The Freesurfer-generated probabilistic mask of V1 was split into five 

even length segments along its long axis. This produced five labels associated with 

increasing eccentricity. An example of V1 segment labels made in this way is shown 

in Figure 9.3. (Aim 3) 

9.2.5 Haemodynamic response function estimation  

HRF model fitting was completed within the SamSrf v.5 toolbox. This analysis was 

restricted to a specific Freesurfer-generated label, depending on the aim being investigated. 
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The BOLD signals generated by the ten checkerboard photic bursts were first averaged 

within each vertex, excluding any outliers (defined as a time series that demonstrated 

greater than ±1.5 standard deviation from mean). Analysis was also confined to only visually 

active regions to avoid noise. This was defined as a vertex with a signal (averaged over the 

first five scans) that had a clear response (>1 standard error from the mean) to the photic 

stimulation. A double-gamma function was then fitted to the averaged response to estimate 

the HRF fit, from which the metrics discussed above could be extracted.  

There were four free parameters involved in the fitting of the double-gamma 

function: 

1. The peak response latency (i.e. time-to-peak; TTP) 

2. The latency of the undershoot 

3. The peak amplitude (PA) 

4. The ratio of the peak and undershoot amplitudes 

This generated a modelled HRF fit. An associated Goodness-of-fit value (defined as 

the R2 of this curve fit) was also generated.  
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Figure 9.3 – Example of Freesurfer-generated V1 segments for a single participant (displayed on an inflated 

structural T1 scan). Segment labels are shown in blue and delineated in yellow.  
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To address all aims, three metrics were extracted from these fits to describe the final 

HRF shape and allow for quantitative comparisons between groups. These metrics were the 

Peak Amplitude (PA, defined as the peak z-score value), the Time-To-Peak (TTP, defined as 

the corresponding time [in seconds] to reach the PA), and the Full-Width-Half-Maximum 

(FWHM, measured across the initial positive Gaussian peak in seconds). See Figure 9.1 for an 

illustration.   

9.2.6 Analysis  

Analysis of this dataset was split into sections to reflect each of the three aims. Both 

frequentist and Bayesian t-tests and ANOVAs were carried out in Jasp v.011.1 (JASP Team, 

2019). Frequentist tests were used to statistically tests the aims. Bayesian tests were added 

to those measures demonstrating non-significant results in order to provide evidence for 

the null hypothesis. All linear and mixed linear models were computed in the freely available 

open-source statistical environment, R (R core team, 2020) with the ‘lme4’ package (Bates 

et al., 2015). 

9.2.6.1. Haemodynamic response function across the occipital lobe 

Before addressing the main analysis, the goodness-of-fit of the HRF curve fit (as 

defined by the R2 was first investigated for any group differences between the glaucoma 

patient cohort and healthy age-matched controls. If, for example, glaucoma patients 

demonstrated significantly lower HRF goodness-of-fit values compared to age-matched 

controls, this could be the driving force behind a group difference in a metric HRF, rather 

than a genuine difference in the HRF. Goodness-of-fit of the HRF curve fits in glaucoma 

patients and healthy controls was therefore investigated using an independent samples 

Mann-Whitney U t-test to investigate group differences between glaucoma patients and 

healthy controls (both frequentist and Bayesian). For non-significant results, evidence for 

the null hypothesis was supported by a Bayesian Mann-Whitney U t-test (1000 iterations; 

BF01; non-directional). 

Group differences in PA, TTP, and FWHM, extracted from the occipital lobe HRF, 

could then be investigated. To account for interdependence between PA, TTP, and FWHM, 

linear models were constructed. With all models, residual plots were first visually inspected 

to ensure they demonstrated no notable deviations from homoskedasticity or normality 
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(which is assumed by the model). Three models were created, so a singular HRF metric 

could be investigated at a time (e.g. PA), while the other metrics were controlled for (e.g. 

FWHM and TTP). In order to investigate whether there are group-level differences in HRF 

metrics in the occipital lobes of glaucoma patients and age matched controls therefore, 

three models in total were created: 

• The effects of group (i.e. glaucoma patient or control), TTP and FWHM on PA 

• The effects of group, PA and FWHM on TTP 

• The effects of group, PA and TTP on FWHM 

9.2.6.2. Haemodynamic response function in specific visual areas 

The HRF was then investigated in early visual areas (V1 and V2) in order to address 

the second aim. A repeated-measures ANOVA (between-subject variable= group; within-

subject variable= visual area) was used initially to investigate whether there was a 

difference in goodness-of-fit between groups and visual areas (or the interaction of these 

variables), that could lead to a bias in the results (i.e. if one group or visual area has a 

significantly difference level of goodness-of-fit than the other). For non-significant results, 

evidence for the null hypothesis was supported by a Bayesian repeated-measures ANOVA 

(BF01; compared against null model). 

A linear mixed model analysis was then completed for each metric of interest to 

investigate group differences. To investigate a particular HRF outcome variable (e.g. PA), the 

other metrics (e.g. TTP, FWHM), group, and visual area were added as fixed effects, in order 

to control for interdependence between these variables (i.e. shared variation). Participant 

intercept was used as a random effect, in order to control for participant variation across 

visual areas. Three models were therefore tested: 

1) To investigate changes in PA, group (i.e. glaucoma patient or control), visual area (i.e. 

V1 or V2), TTP, FWHM and a group by visual area interaction were added as fixed 

effects, while participant intercept was added as a random effect. The effect of 

group, visual area, and a group by visual area interaction on PA was statistically 

tested.  

2) To investigate changes in TTP, group, visual area, PA, FWHM and a group by visual 

area interaction were added as fixed effects, while participant intercept was added 



Chapter 9. The Haemodynamic Response Function across the occipital lobe and primary visual areas in 
glaucoma. 
 

  191 

as a random effect. The effect of group, visual area, and a group by visual area 

interaction on TTP was statistically tested. 

3) To investigate changes in FWHM, group, visual area, PA, TTP and a group by visual 

area interaction were added as fixed effects, while participant intercept was added 

as a random effect. The effect of group, visual area, and a group by visual area 

interaction on FWHM was statistically tested. 

Visual inspection of residual plots was carried out to ensure no notable deviations 

from homoskedasticity or normality, which are assumptions of the model. P-values were 

obtained by likelihood ratio tests of the full model against the model without the effect in 

question (e.g. to investigate the effect of group, a model with this as a fixed effect and 

without this as a fixed effect were compared using an ANOVA). If the interaction term was 

non-significant, it was removed to keep the model as simple as possible. 

9.2.6.3. Haemodynamic response function metrics as a function of V1 cortical distance 

Finally, the third aim was addressed by investigating differences in HRFs from 

glaucoma patients and healthy controls as a function of cortical V1 segments. A 

Greenhouse-Geisser-corrected repeated-measures ANOVA (between-subject variable= 

group; within-subject variable= V1 segment) was first used to investigate whether 

goodness-of-fit varied between groups or across V1 segments.  

As above, a linear mixed model analysis was completed for each metric of interest to 

investigate group differences. The structure of these models (in terms of fixed effects) was 

similar to those ran for the analysis for visual area (section 9.2.6.2), but with cortical 

segment as a fixed effect rather than visual area. The models created to address this aim 

were therefore as follows: 

1) To investigate changes in PA, group (i.e. glaucoma patient or control), cortical 

segment, TTP, FWHM and a group by cortical segment interaction were added as 

fixed effects, while participant intercept was added as a random effect. The effect of 

group, cortical segment, and a group by cortical segment interaction on PA was 

statistically tested.  

2) To investigate changes in TTP, group, cortical segment, PA, FWHM and a group by 

cortical segment interaction were added as fixed effects, while participant intercept 
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was added as a random effect. The effect of group, cortical segment, and a group by 

cortical segment interaction on TTP was statistically tested. 

3) To investigate changes in FWHM, group, cortical segment, PA, TTP and a group by 

cortical segment interaction were added as fixed effects, while participant intercept 

was added as a random effect. The effect of group, cortical segment, and a group by 

cortical segment interaction on FWHM was statistically tested. 

Visual inspection of residual plots ensured no deviations from homoscedasticity or 

normality. P-values were obtained by likelihood ratio tests of the full model against the 

model without the effect in question, as in Section 9.2.6.2. If the interaction term was non-

significant, it was removed to keep the model as simple as possible. 

9.3. Results 

9.3.1. Haemodynamic response function across the occipital lobe  

Results based on the preliminary analysis of this dataset were presented at the 

Association for Research in Vision and Ophthalmology (ARVO) 2019 meeting and published 

in abstract form (Wright et al., 2019). 

In order to address aim 1, the HRF across the whole occipital lobe was investigated in 

glaucoma patients and healthy controls using linear models. From a visual inspection of 

histograms of R2 values from the fit of the HRF curve fits (Figure 9.4), the majority of 

participants had an R2 > 0.7 and all participants had an R2 > 0.5 (Plot A). There was also no 

apparent group difference that could introduce bias to the results (i.e., if one group had 

significantly difference R2 values, this could confound group effects in the main analysis; see 

Plot B). This was confirmed with a Mann-Whitney U t-test (W=418.000; p=0.855). A lack of 

difference was also supported by a Bayesian Independent samples Mann-Whitney U t-test, 

which estimated a Bayes factor of 3.673 (W= 394.00). This suggests a moderate level of 

evidence in favour of the null hypothesis.  
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Figure 9.5 illustrates the average HRF response and associated double-gamma fit per 

group, with a shaded area showing the associated 95% confidence interval. PA, TTP, and 

FWHM were extracted from individual curves for each participant, which are plotted in 

Figure 9.6. Data for the healthy controls (PA: median [IQR] = 0.552 [0.472, 0.592] z-score; TTP: 

median [IQR] = 5.700 [4.900,6.200] secs; FWHM: median [IQR] = 7.000 [6.400, 7.500] secs) 

were similar to what has been reported in previously published literature (e.g. Kim et al., 

2019; Mayer et al., 2014). 

Linear models were used to investigate the effect of group on occipital lobe HRF 

metrics (i.e., PA, TTP, or FWHM). With all models, residual plots were visually inspected and 

showed no notable deviations from homoscedasticity or normality. 

For PA, a linear model of PA as a function of group (i.e. glaucoma patient or healthy 

control), FWHM and TTP was created. Overall, this model (i.e. the effect of group, TTP, and 

FWHM on PA) was significant (F(52,3)= 9.034; p<0.001), with the overall model accounting 

for 30.5% of the variance in PA (R2adj= 0.305). Looking at the parameters individually, the 

effect of both group (t= -1.721; p=0.091) and FWHM (t= -1.738; p=0.088) on PA showed a 

trend but did not reach p<0.05 statistical significance. TTP however, contributed significantly 

to the model (t = 4.269; p<0.001; estimate [±SE] = 0.061 [±0.0.14]). 

Figure 9.4 – Histograms of the Goodness-of-fit (shown in R2) of the occipital lobe Haemodynamic Response 

Functions (HRFs). A: The R2 values of the full sample. B: R2 values split by group. Glaucoma data= orange. 

Healthy control data= blue. 
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Figure 9.5 – Plot showing the mean Haemodynamic Response Functions (HRFs) fits for each group (averaged 

raw data shown as circles). The BOLD response is given as a z-score (which is calculated as follows: , = "#$
% ) , 

while time is in seconds. The coloured shaded segments indicate the 95% confidence intervals (CI) for the 

associated group. Stimulus presentation is shown with the labelled grey shaded section. Glaucoma data = 

orange. Control data = blue.   
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Figure 9.6 – Boxplots of the extracted metrics from the occipital lobe Haemodynamic Response Functions 

(HRFs). Time-to-peak and Full-Width-Half-Max values are given in seconds, and peak amplitude is shown in z-

score. Glaucoma data = orange. Control data = blue. Unfilled circles = individual data points. 

 
For TTP, a similar linear model was created with group, PA, and FWHM as fixed 

effects. This model was also significant overall (F(52,3) = 25.01; p<0.001), accounting for 

56.7% of the variance in TTP (R2adj= 0.567). Both FWHM (t = 6.358; p<0.001; estimate [±SE]= 

1.517 [±0.239]) and PA (t-value= 4.269; p<0.001; estimate[±SE]= 4.226[±0.990]) significantly 

contributed to TTP. The effect of group on TTP however, was non-significant (t-value= -

0.087; p= 0.931). 

Finally, a third linear model was constructed for FWHM as a function of group, PA, 

and TTP. This model was significant (F(52,3)= 15.05; p<0.001), explaining 43.4% of the 

variance in FWHM (R2adj= 0.434). Looking at the individual coefficients, neither group (t= -

0.501; p= 0.619), nor PA (t= -1.738; p= 0.088) were statistically significant. However, TTP did 

contribute to the model by a statistically significant amount (t= 6.358; p<0.001; estimate 

[±SE]= -0.288 [±0.045]). 
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9.3.2. Haemodynamic response function in specific visual areas  

To explore whether there are any differences in HRF between glaucoma patients and 

age-similar controls in specific visual areas (i.e. V1 and V2), HRF analysis was restricted to 

the structural probabilistic labels of V1 and V2 (separately) and the same metrics as above 

(i.e., PA, TTP, and FWHM of the HRF) extracted. The goodness-of-fit was compared between 

groups and a repeated-measures ANOVA reported no statistically significant difference in R2 

between groups (F(1,55) = 0.002; p = 0.964), visual areas (F(1,55) = 1.426; p = 0.238) The 

interaction term between group and visual area also showed no significant effect on R2 

(F(1,55) = 2.474; p = 0.121). This suggests that there is no groupwise difference in R2 that 

would confound the main analysis below. This was supported by a Bayesian repeated-

measures ANOVA (BF01; compared against null model), which found a Bayes factor of 4.727 

for the combined main effects (individual main effects: group = 1.810; visual area = 2.677) 

and a factor of 6.690 for a model with both main effects and interaction.  

  



Chapter 9. The Haemodynamic Response Function across the occipital lobe and primary visual areas in 
glaucoma. 
 

  197 

9.3.2.1. Peak amplitude 

 To investigate changes in peak amplitude (PA; see Figure 9.7), group (i.e. glaucoma 

patient or control), visual area (i.e. V1 or V2), TTP, and FWHM were added as fixed effects, 

and an interaction term between group and visual area was also included. Participant 

intercept was used as a random effect. Visual inspection of residual plots suggested no 

notable deviations from homoskedasticity or normality. The effect of group, visual area, and 

group*visual area interaction on PA was investigated.  

Group/visual area did not have a significant effect on PA (χ2(1) = 0.345; p = 0.557), so 

was therefore removed from the model to allow for inspection of the main effects. Visual 

area was found to have a significant effect on PA (χ2(1) = 29.986; p<0.001), increasing it by 

about 0.037 ±0.005 (SE) between V1 and V2. While PA values appear lower in glaucoma 

based on a visual inspection of the associated plot (see Figure 9.7), this effect was not 

statistically significant (χ2(1) = 3.802; p = 0.051).  

 

Figure 9.7 – Peak amplitude from the visual area (i.e. V1 and V2) Haemodynamic Response Functions (HRFs). 

Peak amplitude is shown in z-score. Glaucoma= orange. Control= blue. Unfilled circles = individual data points. 
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9.3.2.2. Time to peak 

Time-To-Peak (TTP) was investigated similarly (see Figure 9.8). Group, visual area, 

PA, and FWHM were added as fixed effects, as well as an interaction term between group 

and visual area. Participant intercept was used as a random effect. Visual inspection of 

residual plots suggested no notable deviations from homoscedasticity or normality. No 

significant effects were found for the interaction term (χ2(1)= 1.4315; p= 0.232), or, once the 

interaction term had been removed from the model, either main effect (group: χ2(1)= 0.527; 

p= 0.468; visual area: χ2(1)= 0.339; p= 0.561). 

 

 
Figure 9.8 – Time-to-peak from the visual area (i.e. V1 and V2) Haemodynamic Response Functions (HRFs). 

Time-to-peak is shown in seconds. Glaucoma= orange. Controls = blue. Unfilled circles = individual data points. 
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9.3.2.3. Full-width half-max 

Finally, Full-Width Half-Max (FWHM) of the HRFs were investigated using the same 

methodology (see Figure 9.9). Group, visual area, TTP, and FWHM were added as fixed 

effects. An interaction term between the main effects, group and visual area, was also 

initially added. Participant intercept was used as a random effect. Visual inspection of 

residual plots suggested no notable deviations from homoskedasticity or normality. No 

significant effects were found for the interaction term between visual area and group on 

FWHM (χ2(1)= 0.600; p= 0.4385), or, once the interaction term had been removed, either 

main effect (group: χ2(1) = 0.043; p = 0.836; visual area: χ2(1) = 1.767; p = 0.184). As with the 

analysis considering the whole occipital lobe, FWHM and TTP appear relatively unchanged in 

glaucoma across visual areas. 

 
Figure 9.9 – Full-width-half-max from the visual area (i.e. V1 and V2) Haemodynamic Response Functions 

(HRFs). Full-width-half-max is shown in seconds. Glaucoma= orange. Control= blue. Unfilled circles = individual 

data points.  
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Table 9.1 – Table of post hoc comparisons for Haemodynamic Response Function (HRF) Goodness-of-fit as it 

varies across V1 segments. Seg1 represents the segment at the occipital pole (and therefore reflects foveal 

vision), with increasing numbered segments (Seg2, Seg3 etc.) representing more anterior sections of the 

calcarine (and thus more peripheral regions of the visual field). 

Post Hoc Comparisons – V1 segments  
      Mean Difference  SE  t  p holm  

Seg1  
 

Seg2  
 

-0.052  
 

0.022  
 

-2.341  
 

0.075  
 

   
 

Seg3  
 

-0.055  
 

0.018  
 

-3.035  
 

0.018  
 

   
 

Seg4  
 

0.094  
 

0.028  
 

3.366  
 

0.009  
 

   
 

Seg5  
 

0.153  
 

0.034  
 

4.549  
 

< .001  
 

Seg2  
 

Seg3  
 

-0.003  
 

0.013  
 

-0.238  
 

0.813  
 

   
 

Seg4  
 

0.146  
 

0.024  
 

6.060  
 

< .001  
 

   
 

Seg5  
 

0.204  
 

0.031  
 

6.656  
 

< .001  
 

Seg3  
 

Seg4  
 

0.149  
 

0.025  
 

6.018  
 

< .001  
 

   
 

Seg5  
 

0.207  
 

0.027  
 

7.640  
 

< .001  
 

Seg4  
 

Seg5  
 

0.058  
 

0.030  
 

1.913  
 

0.127  
 

 
 
9.3.3. Haemodynamic response function metrics as a function of V1 cortical distance  

The V1 HRF was then examined in more detail by investigating how it varied with 

cortical distance in V1 between glaucoma patients and healthy controls. A HRF was 

generated within each V1 segment label. The goodness-of-fit (R2) of the HRF within each 

segment was investigated using a Greenhouse-Geisser-corrected repeated-measures 

ANOVA, in order to establish whether R2 was significantly affected by either group or 

cortical segment. There was no statistically significant effect of group (F(1,35) = 0.186; p = 

0.669) or group-segment interaction (F(2.830,99.036) = 0.786; p = 0.498) on R2. The effect of 

segment on R2 however, was significant (F(2.830,99.036) = 25.602; p<0.001). This was 

investigated further with post-hoc testing, the results of which can be seen in Table 9.1. Of 

note, there was a small but significant increase in R2 between segment 1 and segment 3 (t = 

-3.035; p = 0.018). Both segment 4 and 5 demonstrated a significantly lower R2 compared to 

the other segments (all P<0.01), though segments 4 and 5 did not significantly differ from 

each other (t= 1.913; p=0.127). This makes sense when considering the size of stimulation 

screen available (screen size: 19.5°x11.0°) and the fact that segments 4 and 5 relate to the 

peripheral visual field. Though this will differ depending on the cortical magnification factor 

of each participant, previous estimates (Horton, 1991) would suggest that while segments 1-

3 will be fully stimulated by a stimulation screen of this size, the edge of the screen will fall 
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within segment 4 (which covers roughly 10 to 25° of the visual field). HRF responses in 

segments 4 and 5 therefore, may be mostly driven by stray light and stimulation from the 

inside of the MRI core (which would be uniform luminance and low contrast). Because of 

this difference in stimulation across the segments, only segments 1-3 were included for 

further analysis.  

In order to investigate group differences, a linear mixed effects model analysis of the 

relationship between group and our HRF parameters across V1 segments (for an example of 

V1 segments, see Figure 9.3) was undertaken. 
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9.3.3.1. Peak amplitude 

PA values across V1 segment for each group are presented in Figure 9.10. From a 

visual inspection, PA in V1 segments, similar to the PA results above, appears to be lower in 

glaucoma compared t0 heathy controls. Residual plots were visually inspected to ensure no 

assumption violations. An interaction term between group and V1 segment was initially 

included, which was found to have a non-significant (χ2(1) = 0.019; p = 0.892) effect on PA. 

The main effects were then examined, which suggested that neither group (χ2(1) = 2.000; p 

= 0.157) nor V1 segment (χ2(1) = 2.670; p = 0.102) explained a significant amount of PA 

variance (i.e. there was no significant difference in PA between V1 segments or group). 

 
Figure 9.10 – Peak amplitude across V1 segments. Seg= segment; Glaucoma = orange. Controls = blue. Unfilled 

circles = individual data points. Seg1 represents the segment at the occipital pole (and therefore reflects foveal 

vision), with increasing numbered segments representing more anterior sections of the calcarine (and thus 

more peripheral regions of the visual field). 
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9.3.3.2. Time to peak 

It was then investigated whether TTP of HRFs differs by group (i.e. glaucoma patients 

or healthy controls) or V1 segment. TTP values across V1 segments for each group can be 

seen in Figure 9.11. As before, a visual inspection of the residual plots ensured no obvious 

deviations from homoscedasticity or normality. This analysis suggested that neither the 

interaction effect (χ2(1) = 2.000; p = 0.157) nor the group main effect (χ2(1) = 0.040; p = 

0.841) were significant. However, V1 segment did significantly explain some of the variance 

in TTP (χ2(1) = 5.385; p = 0.020), with TTP shortening by ~ -0.164 seconds ± 0.070 (SE) across 

V1 segments.  

 

 
Figure 9.11 – Time-to-peak across V1 segments (seg= segment). Glaucoma = orange. Control = blue. Unfilled 

circles = individual data points. Seg1 represents the segment at the occipital pole (and therefore reflects foveal 

vision), with increasing numbered segments representing more anterior sections of the calcarine (and thus 

more peripheral regions of the visual field).  
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9.3.3.3. Full-width half-max 

Finally, FWHM of HRFs across V1 segments was investigated for differences between 

group (i.e. glaucoma patients or controls) or V1 segment. No obvious effects were apparent 

from a visual inspection of the associated plot (see Figure 9.12). This was then investigated 

statistically using the linear mixed model approach described in section 9.2.6.3. The linear 

mixed model found no significant contribution of an interaction term between group and V1 

segment (χ2(1)= 0.168; p = 0.682), group (χ2(1) = 0.4217; p = 0.516), or V1 segments (χ2(1) = 

0.2302; p = 0.6314) on the FWHM of the HRF. 

 

 
Figure 9.12 – Full-width-half-max across V1 segments (seg= segment). Glaucoma = orange. Controls = blue. 

Unfilled circles = individual data points. Seg1 represents the segment at the occipital pole (and therefore 

reflects foveal vision), with increasing numbered segments representing more anterior sections of the calcarine 

(and thus more peripheral regions of the visual field).  
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9.4. Discussion  

This chapter aimed to investigate the impact of glaucoma on HRF characteristics at 

various scales across the cortical surface. As pRF mapping involves HRF signal convolution of 

the BOLD time course, it is important to firstly investigate whether the HRF differs between 

groups; if there is a systematic shift in HRF, this should be considered in the interpretation 

of any differences in pRF size that may be found between groups. FWHM is particularly 

impactful for pRF size estimates, as demonstrated by Dumoulin and Wandell (2008).  

The first aim of this chapter aimed to investigate whether there was any shift in the 

occipital lobe surface-based HRF between glaucoma patients and age-similar controls, which 

could then be used for individual HRF convolution in Chapter 10. It was found that TTP, PA, 

and FWHM were similar across groups. While lower PA in the glaucoma group compared to 

age-similar controls was implied by visual inspection of the plot (Figure 9.6), PA only 

demonstrated a trend (p=0.091) towards being lower in glaucoma patients, and this did not 

reach statistical significance. The initial hypothesis follows predictions from previous 

literature, which found a decrease in BOLD amplitude in response to various other visual 

stimuli in glaucoma patients compared to healthy controls (e.g. Duncan et al., 2007; Murphy 

et al., 2016; Song et al., 2014, 2014; Zhou et al., 2017). The fact that this study did not reach 

statistical significance at the p<0.05 level may be due to the fact that the glaucoma patients 

included in this sample were at a relatively mild stage of the disease. It may be that a more 

pronounced effect would be seen if patients with more extensive retinal and/or visual field 

damage were included, especially as previous work has reported larger differences at more 

severe stages of disease progression compared to controls (Murphy et al., 2016). 

Alternatively, it may be that the brief HRF mapping stimulus used in this experiment doesn’t 

produce a strong enough BOLD signal (i.e. with sufficient SNR) for the differences between 

glaucoma patients and controls that have been previously reported (e.g. Murphy et al., 

2016; Zhou et al., 2017).  

In terms of pRF modelling, the FWHM and TTP characteristics of the HRF would be 

expected to influence the final pRF size estimates. Though no group differences were found 

in the FWHM and TTP occipital lobe models, there was notable inter-individual variation in 

HRF TTP and FWHM (as can be seen in Figure 9.6). This highlights the importance of mapping 

individual HRFs for convolution, as substantial noise would otherwise be introduced.  
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The interaction between HRF parameters in the occipital lobe is also highlighted; for 

example, FWHM explained a significant amount of variance of TTP, with later TTP also 

demonstrating larger FWHM. This positive relationship between FWHM and TTP has also 

been demonstrated by previous work (Taylor et al., 2018), potentially reflecting variation in 

cerebrovascular reactivity (CVR). As illustrated in Figure 9.1, lowered CVR would lead to 

smaller or slower amounts of vasodilation following neural activity (and associated 

metabolic demand), which would in turn lead to later TTP and wider FWHM. In addition, a 

decrease in CVR is hypothesised to lead to decreased PA (Figure 9.1), which would explain the 

link between PA and TTP in our occipital-lobe findings. The link between these HRF metrics 

may therefore reflect underlying variation in the cerebrovascular system that supports the 

BOLD response, notably CVR.  

The second and third aims of the research described here investigated whether the 

HRF in individuals with glaucoma is different to that in controls in the primary visual areas or 

across the cortical length of V1 respectively. In both cases, lower PA in the glaucoma group 

compared to controls was implied by visual inspection of the plot. Similar to the wider 

occipital lobe, it was not statistically significant at the p<0.05 level (visual areas: p=0.051; V1 

segments: p= 0.157). As mentioned, it is possible that the differences in vascular and neural 

factors in glaucoma reported previously (e.g. Duncan et al., 2012; Murphy et al., 2016; 

Zhang et al., 2015) are not evident when using such a brief stimulus. Additionally, the fact 

that this analysis is surface-based means that the contribution of non-cortical blood vessels 

will be minimalised, which may have had a larger influence in previous BOLD fMRI studies. 

This is particularly true when using 7T MRI, which is less biased towards large non-cortical 

vessels than lower magnet strengths (Uludağ & Blinder, 2018). It is possible that larger 

differences between glaucoma patients and controls are found when considering BOLD 

signals with a larger contribution from these larger draining veins. Therefore, while these 

results suggest minimal difference between surface-based HRFs in individuals with 

glaucoma and healthy controls, the same may not be true in volume-based analysis or at 

lower field strengths. This would be important to assess therefore, before investigating the 

brain in glaucoma patients compared to healthy controls using these alternative 

methodologies.  
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The finding of similar HRF metrics across V1 and V2 reported by this study follows 

previous findings, which suggests that HRF metrics are similar for these early visual areas, 

and then begin to diverge for extra-striate visual areas, reflecting underlying variation in 

metabolism and vasculature (Puckett et al., 2014). The current study also found that TTP 

shortened with increasing cortical distance along V1, suggesting that the most rapid HRF 

peaks occurred in more peripheral cortical representations. Similar findings of decreasing 

latency with increasing eccentricity has been reported previously in V1 (Lin et al., 2018). This 

possibly reflects reducing metabolic demand in more peripheral regions of the visual field 

cortical representation. Reduced metabolic demand would lead to a lowered rate of oxygen 

removal from the vessels and thus it would be faster to reach a peak in BOLD signal (which 

depends on the ratio of oxygenated to deoxygenated blood). It has been found that cerebral 

metabolism in V1 shows greater increases with directed attention than the BOLD signal 

(Moradi et al., 2012). As attention was diverted towards central vision in this study (by 

asking the participant to fixate on the fixation spot and count whenever it randomly 

changed colour), this may have led to an increase in metabolism in central V1 segments 

compared to more peripheral V1 segments, which is not necessarily present in the BOLD 

signal PA. Alternatively, many metabolic, neuronal, and vascular factors underlie the HRF, 

which may vary across the cortical surface and lead to this effect. For example, as illustrated 

in Figure 9.1, shortened TTP can occur due to increased cerebral blood flow or increased 

cerebrovascular reactivity.  

One of the limitations of this investigation was the available stimulus screen size, 

which was limited by the 7T MRI environment. The whole of the visual field, and thus the 

cortex, was therefore not equally stimulated. This was particularly a problem when 

investigating V1 segments, as only the central three out of five segments were similarly 

stimulated by the mapping checkerboard and could therefore be fairly compared. Though 

the exact location along the cortex will differ depending on the cortical magnification factor 

of each participant, previous estimates (Horton, 1991) would suggest that the edge of the 

screen will fall within segment 4 (which covers roughly 10 to 25° of the visual field). HRF 

responses in segments 4 and 5 therefore, may be mostly driven by stray light and 

stimulation from the inside of the MRI core (which would be uniform luminance and low 

contrast), while segments 1-3 will be fully stimulated by the checkerboard stimuli. This is 
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evident in the drop-off in goodness-of-fit when moving from the foveal three segments to 

the more peripheral two segments. To fully investigate how HRF differs across the entire 

length of V1, either stimulation with a much larger field-of-view or stimulation that targets 

particular areas of the visual field should be used in future.  

A factor that should be taken into consideration when generalising these results to 

other work is the use of monocular stimulation. On one hand, this allows better inferences 

to be made between the health of an eye and the associated cortical response, and thus 

provide an appropriate baseline for future work investigating the effects of monocular eye 

disease. However, there is also the possibility that these results may not hold when 

compared to the same experiment completed with binocular vision. For example, visual 

attention may be differently employed when attending through only one eye, which can 

impact neural responses (Luck et al., 1997). 

In conclusion, the research in this chapter has investigated the impact of glaucoma 

on surface-based HRF estimates across the occipital lobe and visual cortices. Lower HRF PA 

in glaucoma patients compared to healthy controls was suggested by visual plots but this 

did not meet P<0.05 statistical significance. Regarding future chapters within this thesis, the 

inter-participant variability in this study has highlighted the importance of controlling for 

HRF differences, which will be done for future pRF convolution modelling. 
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Chapter 10. An exploration of receptive field properties in the 

glaucomatous visual cortex 

10.1. Introduction  

Classic literature on normal spatial summation has suggested that the physiological 

basis for Ricco’s area lies in the receptive fields of retinal ganglion cells (Glezer, 1965). 

However, the finding of an enlarged Ricco’s area in glaucoma challenges this notion for the 

following reasons: a) evidence from histological studies points to shrinkage of retinal 

ganglion cells in early glaucoma and a shrinkage of the dendritic tree should lead to a 

shrinkage (rather than enlargement) of receptive fields (Morgan, 2000, 2002; Weber et al., 

1998); b) differences in Ricco’s area between eyes in amblyopia (a condition with no retinal 

involvement; Je et al., 2018), and in comparison of normally-sighted individuals suggests a 

cortical basis; c) Ricco’s area is enlarged in the S-cone pathway in glaucoma (Redmond et al., 

2010) and is smaller with increased blue background luminance in healthy individuals in the 

S-cone pathway (Redmond et al., 2013) – given that centre-surround antagonism is required 

for these effects and that they are first encountered in the visual cortex (e.g. double-

opponent cells of S+/S- form; Conway, 2001; Conway & Livingstone, 2006), this points to a 

cortical basis; d) Pan & Swanson (2006) found that perimetric spatial summation could be 

accounted for by cortical pooling by multiple spatial mechanisms. Thus, taken together, 

recent evidence suggests that Ricco’s area is likely not confined to the retina, but may 

actually have a sizeable cortical component, that it is shaped by the combination and 

interaction of receptive fields at multiple hierarchies in the visual pathway, and that it is 

affected by damage and adaptation at different stages of the visual pathway. The primary 

aim of the research described in this thesis is to investigate the contribution of receptive 

field size, at multiple neural hierarchies, to Ricco’s area in glaucoma patients and age-similar 

controls. A critical first step, however, is to independently investigate and characterise the 

size of receptive fields in glaucoma patients compared to those in healthy controls. 

In Chapter 8, the peak of spatial tuning functions (estimated with the pattern onset-

offset electroretinography response to multiple spatial frequencies) was used to determine 

a surrogate estimate of (global) receptive field size at the retinal level. These estimates were 
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then compared between glaucoma patients and healthy controls. It was found that the 

spatial tuning function was shifted to lower spatial frequencies in glaucoma patients 

compared to controls, suggesting statistically significantly larger retinal receptive field sizes 

in glaucoma patients, though this was not associated with perimetric visual sensitivity (i.e. 

visual sensitivity measured across the visual field using a clinical perimeter and set stimulus 

size). The association with Ricco’s area will be investigated in Chapter 11.  

In this chapter, cortical receptive field size is measured and compared between 

glaucoma patients and healthy controls with fMRI. Cortical function has previously been 

measured in glaucoma with fMRI by measuring responses to stimuli or resting state. For 

example, Murphy et al. (2016) presented flickering checkerboards to the upper or lower 

hemifield of glaucoma patients (13 early stage and 13 advanced) and nine age-similar 

controls during an fMRI scan. The researchers found that the Blood Oxygen Level 

Dependent (BOLD) responses to both hemifield stimulations were lower in patients 

compared to controls, with the greatest difference in more advanced glaucoma. The BOLD 

signal was also significantly associated with clinically-relevant measures (retinal thickness 

and perimetric sensitivity). This difference in BOLD signal may not necessarily represent 

damage or dysfunction in the visual cortex in glaucoma; it is also possible that such 

differences are a result of normal cortical processing of altered neuro-visual input resulting 

from glaucomatous damage at the retina. This lower BOLD response in glaucoma patients 

compared to that in controls has been replicated in other research, especially in regions of 

the cortex retinotopically localised to regions of visual field loss in glaucoma patients (e.g. 

Qing et al., 2010; Zhou et al., 2017). However, such studies commonly make such 

comparisons by methods such as comparing percentage increases in the BOLD signal (e.g. 

Murphy et al., 2016). This is problematic as it limits the number of specific conclusions and 

questions that can be addressed. For example, BOLD itself cannot delineate between neural 

activity or cerebrovascular functioning as both contribute to the signal (as discussed in 

Chapter 9). A lower BOLD response in a particular group may therefore be driven by a 

difference in neural activity, cerebro-vasculature, or both. Without using modelling 

techniques, such investigations also cannot make inferences about the underlying pattern of 

neural responsivity (e.g. receptive fields), which is particularly relevant to the current thesis. 

Furthermore, previous studies of cortical function in glaucoma with fMRI tend to identify 
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gross changes that relate to large geographical areas of moderate-advanced visual field loss. 

While interesting, these methods cannot inform how altered visual input in early glaucoma 

is dealt with by the visual cortex and, by extension, the consequences for perimetric 

sensitivity and perception of natural scenes. Given that Ricco’s area, hypothesised to be a 

‘net’ measure of receptive field size along the visual pathway is enlarged in glaucoma such 

that it completely accounts for changes in perimetric sensitivity loss, it would be prudent to 

investigate whether or not there is any difference in the size of cortical receptive fields in 

glaucoma, relative to those in healthy controls. This can be done quantitatively and non-

invasively with population Receptive Field (pRF) mapping in fMRI, which models the size of 

the sum of receptive fields within a voxel (as discussed in previous chapters). While cortical 

pRF mapping has not been performed in glaucoma, it has been successfully applied to other 

primarily retinal conditions, such as Stargardt disease (Ritter et al., 2019), retinitis 

pigmentosa (Ritter et al., 2019), and choroideremia (Silson et al., 2018a). In addition, pRF 

mapping has been used to demonstrate that, in a sample of five patients with visual field 

deficits, pRFs centred on the edge of the scotoma were enlarged compared to controls with 

artificial scotomas (Papanikolaou et al., 2014). 

A small number of previous studies have investigated cortical receptive field size in 

glaucoma. This was first done by King et al., (2006), who investigated superior colliculus 

receptive fields in a rat model of glaucoma, using electrophysiological recordings. 

Experimental glaucoma was induced by artificially increasing intraocular pressure (IOP) via 

ocular surgery. They found an increase in receptive field size, which was proportional to the 

percentage increase of IOP and the amount of time IOP had been elevated. However, the 

data also suggested that increases in receptive field size didn’t occur until IOP had been 

increased by 50-60%. Additionally, as this was based in experimental glaucoma, the results 

may not be representative of the mechanisms underlying glaucoma in humans. For 

example, it involved the rapid increase of IOP, whereas open-angle glaucoma is a chronic 

condition and may not involve a significant increase in IOP at all (i.e. normal-tension 

glaucoma; NTG). In terms of assessing cortical receptive field changes in human cases of 

glaucoma, only one study to date has investigated this directly, which was described in a 

conference abstract by Liu et al. (2007). fMRI retinotopy was carried out on two 70-year-old 

primary-open angle glaucoma (POAG) patients and three age-similar controls to map out 
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the central 12° of the visual field (in which the glaucoma patients showed ‘normal’ visual 

function). When fitting reference functions to the resulting BOLD response profiles, they 

found that more voxels within the occipital lobe in the glaucoma patients correlated with a 

‘wider width’ model (28% of voxels) than a ‘narrower width’ model (11% of voxels), while 

controls demonstrated a more even distribution (percentage of voxels not provided). 

However, it is difficult to make firm conclusions with such a small sample, and there was no 

mention of correction for possible cerebrovascular differences; for example, this difference 

in the width of response profiles may reflect differences in the haemodynamic response 

function (HRF; a property of the fMRI signal reflecting neural and vascular contributions) 

between these participants. As Liu et al. (2007) is a conference abstract, there is also no 

information given on several methodological details such as the exact method of modelling, 

the exact definition of a ‘wider width’ model or clinical characteristics of the glaucoma 

patients, which limits a full interpretation of their results. Nevertheless, these results are 

supportive of the hypothesis of a difference in cortical receptive field sizes within the 

occipital lobe in human glaucoma compared to healthy controls; specifically, these studies 

suggest an enlargement of receptive field sizes in glaucoma, similar to the enlargement of 

psychophysical area of complete spatial summation (i.e. Ricco’s area), reported in glaucoma 

(Redmond et al., 2010).   

This chapter will describe research investigating pRF size in central and mid-

peripheral regions of the visual field of glaucoma patients and healthy controls. The size of 

pRFs will be estimated with a single Gaussian modelling approach that has been 

demonstrated previously (e.g. Dumoulin & Wandell, 2008; Schwarzkopf et al., 2014). As the 

first point of entry of visual information to the cortex, V1 is of particular interest, especially 

as reduced activity in this region in glaucoma is more strongly associated with retinal 

structural changes compared to higher-order cortices (Murphy et al., 2016).  

10.1.1. Aim 

The following are specific aims of the research in this Chapter: 

4. To test for a difference in pRF size between glaucoma patients and healthy controls 

at different locations in the central and mid-peripheral visual field in V1 - V3. Given 

the enlargement of Ricco’s area in glaucoma, it is hypothesised that pRFs will be 
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larger in glaucoma relative to those in healthy controls, especially in the mid-

peripheral visual field. 

5. To investigate if pRF size is associated with perimetric sensitivity in our glaucoma 

patients and healthy controls in V1-3. 

10.2. Methods 

In this cross-sectional study, 7T fMRI was used to complete pRF mapping in the visual 

cortices of a sample of glaucoma patients and age-similar healthy controls. pRF sizes were 

compared between glaucoma patients and controls. In addition, visual sensitivity was 

measured using a clinical perimeter. An association between visual sensitivity and pRF size 

was tested in order to investigate whether glaucomatous loss of visual field sensitivity was 

related to pRF size in the same visual field region. 

10.2.1. Participants   

Ethical approval for this study was obtained from NHS Wales Research Ethics Committee 

(Cardiff and Vale and Cwm Taf NHS health boards), as well as the Research Ethics 

Committees within the Cardiff University Schools of Psychology and Optometry and Vision 

Sciences. Participants were recruited via NHS glaucoma clinics (at the Royal Glamorgan 

Hospital and University Hospital of Wales), as well as the School of Psychology community 

panel and Cardiff University Eye Clinic. The participants described in Chapter 9 also took part 

in this experiment (HRF and pRF mapping took place within the same scanning session). 

Twenty-eight glaucoma patients (8 normal-tension [NTG], 20 primary-open-angle [POAG]) 

and twenty-eight healthy age-similar controls were recruited and tested. All experimental 

tests were carried out monocularly (controls OS [left eye]= 15; glaucoma OS= 16). The same 

procedure of selecting the experimental eye was used for all chapters. For healthy controls, 

whether the right or left eye was tested was chosen randomly by the PhD student. For 

glaucoma patients, either the glaucomatous eye or, if the glaucoma was bilateral, a 

randomly chosen eye was chosen for experimental testing. In cases of bilateral glaucoma 

where complete visual field loss in one eye included the mid-peripheral region targeted in 

pRF mapping, the eye without this visual field loss was tested. When comparing across eyes 

throughout the thesis, the nasal and temporal sides of the visual fields were matched. 
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There was no statistically significant difference in age or intra-ocular pressure (all p>0.05; 

see chapter 9 for statistical comparison). As part of the eligibility testing procedure 

discussed in Chapter 7, perimetric sensitivity was measured using a ZEISS Humphrey Field 

Analyser 3 perimeter (Carl-Zeiss Meditec, Dublin, CA, USA; SITA-Standard, central 24-2).  

10.2.2. MRI protocol  

Images were acquired on a SIEMENS 7 tesla (7T) MRI scanner (Siemens Medical Systems, 

Erlangen, Germany). Retinotopy scans were 1.5mm3 isotropic EPIs (Echo-Planar Images; TR= 

1s, TE=25ms, Flip angle=55°, 35 slices, 192x192 matrix, multiband=5), manually positioned 

over the occipital lobe and dynamically motion-corrected by the scanner. The use of 

multiband imaging allowed for a shorter scan time to be used, to aid in minimising 

participant fatigue. By reducing the TR from 3s (as used previously in Chapter 6) to 1s, the 

time of a single retinotopic fMRI run reduced from 7.5 minutes to 2.5 minutes. This meant 

that the minimum time required to map both the central and peripheral regions (with a 

single repeat of each and not counting set up time), was reduced from 15 minutes to 5 

minutes. As this had a limited FOV over the area of interest, a whole brain single-volume EPI 

with same slice orientation was taken to aid with registration to structural images (TR= 5s, 

TE= 31s, 100 slices, 1.2mm3 isotropic). To aid in distortion correction, a phase and 

magnitude image were also taken. Finally, a T1-weighted MPRAGE structural scan was also 

completed at 1mm3 resolution (TR= 2.2s, TE= 2.82ms, TI= 1050ms). HRF mapping was 

undertaken with a 1.2mm3 resolution EPI (TR= 2s; TE= 25ms; flip angle= 76°; 33 slices; FOV= 

984x984), which was positioned manually over the occipital lobe.  

Foam head padding was used to limit head movements and either an eye patch or blackout 

lens was used to occlude the untested eye. MR-safe vision correction was provided if 

needed. All participants were asked to confirm that they could see the screen clearly (i.e. 

confirming that none of the screen was occluded by and the screen was in sharp focus) 

before scanning (the fixation mark and ‘Get ready’ text was on the screen while this was 

asked). 

10.2.3. fMRI stimuli  

The same pRF mapping stimulus used in Chapter 6 was used again here, with adjusted 

timings to account for a TR of 1 second, rather than 3 seconds as previously used. For an  
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Figure 10.1 – fMRI pRF mapping stimulation areas on a visual field plot (defined by visual angle degrees [°]). 

pRF mapping regions are illustrated by black circles. The black cross indicates fixation, while the grey circles 

represent the locations of perimetric 24-2 testing for reference. In order to compare the visual sensitivity of this 

region to the estimated pRF size for the central and peripheral regions, the averaged centre pRF size is 

compared to the perimetric sensitivity sampled at the red filled circles, while the averaged peripheral pRF size is 

compared the perimetric sensitivity sampled at the locations indicated by the blue filled circles (averaged). 

illustration of the stimuli and the region of visual field stimulated, see Figure 6.1, Figure 6.3 

and Figure 6.4, in Chapter 6. Briefly, the stimulus was a moving bar aperture filled with a 

complex natural scene that changed five times per TR (0.2 seconds each). The bar moved to 

18 consecutive positions to cover a circular area of 11° diameter. Each bar was 1.16° wide, 

and the step size was half the bar width. The stimulus crossed the screen in the following 

order: left to right, bottom-right to top-left, top to bottom, bottom-left to top-right, and 

then the reverse. The central region (-5.5° to 5.5°) and peripheral region (7.7 to 18.7°) were 

mapped individually by placing the fixation dot to the centre or the corner of the screen, 
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respectively. The regions of the visual field scanned are illustrated as black circles on a 

perimetric 24-2 testing grid in Figure 10.1. Each participant underwent 1-3 runs (averaged 

during analysis).  

The HRF was mapped using stimuli described in Chapter 9. Briefly, this was a high-contrast 

reversing radial checkerboard, which filled the entire screen (screen size: 19.5° x 11.0°) and 

was presented to participants for 2 seconds. This stimulation period was followed by 20 

seconds of a blank grey screen. 

In order to maintain fixation, a simple fixation task was used for both HRF and pRF mapping. 

The fixation dot changed from white to red at random irregular intervals throughout the 

run, and the participant was required to count in their head the number of times this 

happened. They were not required to make a response or remember this number.  

10.2.4. Pre-processing and structural analysis  

FMRIB Software Library (FSL) toolkit (http://www.fmrib.ox.ac.uk/fsl/) and FEAT software 

packages (Jenkinson et al., 2012; Woolrich et al., 2001) were used for the majority of pre-

processing. Both retinotopy and HRF EPI data underwent B0 distortion correction, motion 

correction (MCFLIRT; Jenkinson, Bannister, Brady, & Smith, 2002), brain extraction (BET; 

Smith, 2002), and high-pass filtering (100s). Following this, registration of the partial-volume 

EPIs (both retinotopy and HRF runs) to structural data, using the whole brain EPI as an 

intermediate step, took place in spm fMRI toolbox (http://www.fil.ion.ucl.ac.uk/spm/).  

As described previously, the MPRAGE structural image was first intensity normalised within 

FSL, then segmented with FreeSurfer (Dale et al., 1999; Fischl, 2012). This process divided 

the structural data into vertices (i.e. triangular 3-D pixels), which could be ‘inflated’ to 

provide a smoothed projection of the cortical surface for use in functional data projection 

and visualisation. FreeSurfer software was also used to generate an occipital lobe label to 

constrain pRF mapping analysis, which was generated based on manually located landmarks 

on the inflated brain surface (i.e. at the anterior end of the calcarine sulcus and the parieto-

occipital function). 

10.2.5. Haemodynamic response function estimation 

HRF model fitting was completed within SamSrf v.7 software and was restricted to the 

occipital lobe (using the label described above). The BOLD signals generated by the ten 
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checkerboard photic bursts were first averaged within each vertex, excluding any outliers 

(defined as a time series that demonstrated greater than ±1.5 standard deviation from 

mean). Analysis was also constrained to only visually active regions to avoid noise. This was 

defined as a vertex with a signal (averaged over the first five scans) that had a clear 

response (>1 standard error from the mean) to the photic stimulation. A double-gamma 

function could then be fitted to the averaged response to estimate the HRF fit, from which 

the metrics discussed above could be extracted. There were four free parameters involved 

in the fitting of the double-gamma function: 

5. The peak response latency (i.e. time-to-peak; TTP) 

6. The latency of the undershoot 

7. The peak amplitude (PA) 

8. The ratio of the peak and undershoot amplitudes 

The modelled HRF fit could then be used for an individual participants’ pRF convolution, as 

described in the next section. 

10.2.6. Population receptive field (pRF) mapping  

Following methods development and the comparison of different software packages carried 

out in Chapter 7 (section 7.6), population receptive field (pRF) mapping was undertaken 

within the SamSrf Matlab toolbox v.7 (available at https://osf.io/2rgsm/).  The functional 

data (averaged over runs) were first projected onto the structural surface. As discussed in 

Chapter 7, the functional timeseries for the voxels at 0 at three points defined as a 

proportion of the cortical thickness (0.25, 0.5 and 0.75) were sampled and averaged into 

each vertex. The time series for each run were then z-score-normalized and linear 

detrending was applied. 

To calculate the pRF for each vertex, a forward-modelling approach was used with a 2D 

Gaussian model. This has been previously discussed in detail in this thesis (see Chapter 4, 

section 4.3.3). The final best-model fitting parameters provides estimates of the retinotopic 

location (X and Y coordinates), the spatial spread or size (σ; the standard deviation of the 

model Gaussian) and amplitude (β) of the pRF model. This also provides an R2 value of 

model fit for each vertex, which can be used for thresholding.  
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10.2.7. Visual area delineation  

As discussed previously (see Chapter 7), it was desirable to use an objective method for 

delineating visual areas. This would be beneficial as it would allow for the delineation of the 

early visual areas despite the issues with smoothing and general noise found during 

methods development with SamSrf v.7. and it would also aid in the clarification of the 

boundary between the area of peripheral stimulation in V2d and V3d, which is relatively 

ambiguous due to the relatively small amount of cortex stimulated (see Chapter 6). 

Therefore, a set of probabilistic labels for V1d, V2d, and V3d were generated based on each 

individual’s structural data. These surface-based labels were based on the atlas described by 

Wang et al. (2015), based on traditional retinotopic fMRI maps (which extended to an 

eccentricity of 30°). These labels were ‘probabilistic’ in that they are defined by the 

likelihood of a given coordinate being associated with a given visual area. Specifically, the 

labels used were generated by a maximum probability topographic map. This is calculated 

by classifying each coordinate on the structural surface as the visual area it has the highest 

probability to be. As demonstrated in Figure 10.2, there is a fairly good agreement between 

manually drawn V1 (green outline) and probabilistic estimates of V1d (yellow outline) and 

V1v (black outline).  

 

Figure 10.2 – Comparison of manually drawn V1 (green outline) and probabilistic estimates of V1d (yellow 

outline) and V1v (black outline) on an inflated brain.   
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10.2.8. Retinotopic map quality check 

To ensure the inclusion of only maps in which delineation would theoretically be possible, 

all central retinotopic maps were visually inspected for evidence of a fovea in the 

eccentricity map and polar angle reversals in the polar angle map, which are standard 

markers for manual retinotopic delineation (e.g. Sereno et al., 1995). Polar angle reversals 

indicate the locations of vertical meridians and so can be used to highlight the borders of 

visual areas. Each target dorsal region (V1d, V2d, V3d) will contain a quarter-field 

representation of the lower (dorsal ROIs) contralateral visual field. The difference between a 

map which does meet this criterion and one which fails to demonstrate these visual features 

is illustrated on Figure 10.3. After this process, one healthy control participant and ten 

glaucoma patients were excluded.  

 

Figure 10.3 - Example of a map which would (maps A and C) and would not (maps B and D) pass manual 

inspection. In order to be deemed a retinotopic map of acceptable quality, the fovea must be visible in the 

eccentricity maps (maps C and D) and polar angle reversals must be present in the polar angle maps (maps A 

and B). Examples of these features are highlighted by arrows on maps A and C. In terms of the phase reversal 

maps (e.g. map A) the green polar angle reversal (the green stripe indicated by the arrow) refers to the lower 

vertical meridian, while the red polar angle reversal refers to the upper vertical meridian. The middle of the 

blue stripes therefore refers to the horizontal meridian.    
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It is notable that there were substantially more glaucoma patients excluded after this 

quality check than healthy controls. This may reflect increased movement in the glaucoma 

patients compared to the healthy controls, leading to poorer quality retinotopic maps. 

However, it seems unlikely that there would be systematically more movement in the 

glaucoma group, as it is not a motor or cognitive condition and the groups also included 

similar ages. The larger exclusion rate in the glaucoma group compared to the healthy 

controls may also suggest an increased difficulty in modelling the visual cortical response in 

the glaucoma patients, potentially due to altered input from the retina following 

glaucomatous damage. 

10.2.9. Population receptive field data quality filters 

To ensure that only good quality pRF data were used in the final analysis, several data 

quality filters were employed.  

Firstly, methods development discussed in Chapter 7 revealed edge effects in the pRF data, 

whereby the size of pRFs centred on eccentricities at the edge of the stimulus were smaller 

than would be expected from a linear trend (i.e. show a ‘dip’ away from linearity) and from 

previous literature. For the central stimulus, this is evident for pRFs at eccentricities above 

~4.5°, whereas for the central stimulus, this is evident for pRFs at eccentricities below ~8.7° 

and those above ~17°. Based on previous pRF size estimates in V1, these eccentricities also 

represent points at which the amount of the pRF covered by the stimulus goes below ~50%, 

so measures may be less reliable. Such edge effects are common in pRF studies (e.g. Harvey 

& Dumoulin, 2011; Schwarzkopf et al., 2014; Smittenaar et al., 2016) Therefore, only data 

centred on 0 - 4.5° for the central scan and 8.7 - 17° for the peripheral scan were included.  

Secondly, it became evident in the methods development chapter that an irregularity with 

SamSrf v.7 was the inclusion of extremely small pRF sizes (i.e. near zero). Considering the 

unrealistically small size of these pRFs, it is most likely that these values are not real pRF 

sizes and reflect spurious fitting of noisy data. Therefore, a high-pass filter was used to filter 

out these points. When choosing a size to be used as a lower limit in this high-pass filter, we 

had to consider what would be an unreasonably small size, and therefore immeasurable 

using this fMRI protocol. One possible influencing factor be fixation stability. Though a 

fixation task was used to encourage stable fixation, micro-saccades (i.e. small involuntary 
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eye movements of about 0.3-1°; Martinez-Conde et al., 2009) may still be a source of noise. 

Micro-saccades measured during a simple fixation task in the course of an MRI scan were 

found to be ~0.7° (Smith et al., 2001). Fixation within static tasks also appears to be similar 

between glaucoma patients and healthy controls (Longhin et al., 2013). Therefore, if these 

small eye movements do represent a lower limit of the pRF sizes estimated, we would at 

least expect this to be similar between groups. A number of studies have investigated 

whether eye movements have an impact on pRF mapping results. Levin et al., (2010) 

compared retinotopic maps a patient who demonstrated eye movements around fixation 

(around 2 - 3°) to healthy controls. They found that even with large eye movements, the V1 

map could still be estimated. When running a simulation that amplified the healthy controls’ 

natural eye movements during pRF mapping, they also found no statistically significant 

difference in the retinotopic maps (in terms of the spatial cortical representation of the 

visual field). Estimated pRF sizes only increased once simulated eye movements were 

exaggerated to 4 times the patient’s eye movements (simulated up to 10 - 15°). Similar 

results were also found in later simulation work (Klein et al., 2014). Together, this work 

suggests that the fixational eye movements we would expect in our sample are unlikely to 

have a substantial impact on pRF size estimates and therefore are unlikely to provide a 

lower limit for this filter. Another factor which is likely to impact what the lower limit of this 

filter is the pRF stimulus itself. The pRF mapping stimulus used was a drifting bar with a 

width of 1.16° and a step size of 0.58°. It might therefore be expected that ~0.5° represents 

the smallest pRF that can be accurately estimated, as it is the smallest difference between 

the bar stimuli when changing positions on the screen. This was therefore examined with 

our dataset. All estimated healthy control pRF sizes (that met the rest of the criteria/filters 

described in this section) within each visual area were plotted as histograms and are 

presented in Figure 10.4. As can be seen from these plots, there are two clear peaks in the 

sizes estimated. The peak corresponding to the smallest sizes has a peak at very close to 

zero, suggesting it likely represents the very small pRF estimates identified in the small sub-

sample (three healthy controls) described in Chapter 7. Between this 'noisy' peak and what 

can be assumed to be the 'signal' peak (which is entered around larger pRF sizes), there is a 

clear dip at around 0.5°, supporting the conclusion that this would be a reasonable point at 
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which to threshold these small pRF sizes. We chose a lower threshold of 0.5, rather than 

0.58 exactly, in order to avoid cutting out any ‘real’ data. 

 

Figure 10.4 – Frequency of different pRFs sizes, separated by visual area. All participants are included. Data 

presented here has been threshold at R2= 0.1 but has not undergone any of the other filtering steps detailed in 

this section. 
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Thirdly, an issue discussed in the methods development chapter (Chapter 7) was that there 

was a small number of vertices that demonstrated a goodness-of-fit of R2=1 in the SamSrf 

v.7 analysis. Encountering such a high value is highly unlikely, considering the generally 

noisy nature of fMRI data. Upon closer inspection, it was found that all of these had a Beta 

value of 0, suggesting that the pRF model fits had no amplitude. For the final dataset 

therefore, all vertices with a Beta value of 0 or less were also excluded.  

Next, only pRF estimates within the lower nasal quadrant were included for further analysis. 

As the peripheral stimulation was only within this quadrant, the analysis was constrained to 

the dorsal regions of the early visual areas, which process this portion of the visual field. As 

only pRFs within the lower nasal quadrant should be processed by these early visual areas 

(i.e. V1d, V2d, V3d), pRFs estimated outside of this region were assumed to be unreliable 

and were not included in the analysis. To keep this consistent, this was done for both the 

peripheral and central stimulation runs. 

Finally, all pRF data were also filtered with an R2 threshold. This is a standard filtering 

technique when completing pRF mapping and ensures that only data demonstrating a 

reasonable agreement with the Gaussian pRF model are included. The SamSrf v.7. software 

generated an R2 threshold of 0.1 based on the TR and amount of datapoints in the current 

dataset and this value was used in the current study. Basing the R2 threshold on the TR in 

this way accounts for the finding that shorter TR sequences tend to have lower R2 values 

due to the addition of higher frequency noise (Morgan & Schwarzkopf, 2020).  

In summary, the filters used were as follows: 

• Eccentricities were restricted to avoid edge effects 

• Unrealistic pRF sizes below 0.5° were removed 

• Modelled pRFs with a Beta of 0 or less were removed 

• All results were thresholded so only fits with an R2 of 0.1 or above were included 

• Only data corresponding to the lower nasal quadrant of the visual field (which should 

be represented within the dorsal visual areas) are included. 

While this is a more thorough set of criteria than would be typically used, it ensures that the 

highest quality data are being brought forward to final analysis and addresses the issues 

that occurred in our data after SamSrf v.7 analysis (see Chapter 7).   
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10.2.10. Perimetric visual field assessment 

Participants completed standard clinical visual field assessment with a ZEISS 

Humphrey Field Analyser 3 perimeter (Carl-Zeiss Meditec, Dublin, CA, USA; SITA-standard, 

central 24-2). White-on-white perimetry was utilised, with a working distance of 33cm. The 

test procedure involved the participant resting on a chin-and-forehead rest, with 

appropriate spectacle correction calculated by the instrument, based on participant age and 

refractive error prescription. The eye was manually centred with the aid of a live eye 

monitor camera. The participant was required to fixate on a central fixation mark and 

indicate when they saw a circular stimulus anywhere in their visual field using a patient 

response button. Goldman size III stimuli were presented for 200ms at locations within the 

24-2 test pattern, at sub- and supra-threshold levels. Each eye was tested separately (with 

the untested eye occluded with an eyepatch). Visual sensitivity thresholds were calculated 

and printed out by the device. The following quality check criteria were used based on 

metrics calculated by the instrument during testing to ensure the quality of the assessment 

(e.g. that the participant was paying sufficient attention): 

• Blind spot errors: <25% 

• False positive rate: <15% 

• False negative rate: <15% 

If one of these exclusion criteria were met, the visual field assessment was repeated on that 

eye. 

10.2.11. Post-processing analysis  

The first aim test for a difference in pRF size between glaucoma patients and healthy 

controls at different locations in the central and mid-peripheral visual field in V1 - V3. In 

order to quantify the relationship between pRF size and eccentricity, a linear least squares 

fit was used to quantify the relationship between pRF size and eccentricity for each 

individual participant (using MATLAB software; MATLAB, 2018). The slope values and 

associated confidence interval (CI) widths from these fits were then extracted. A one-way 

ANOVA, weighted by the CI width, was used to test whether there was a significant 

difference between the individual slopes of the pRF size-eccentricity relationship for each 

visual area and between groups.  
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The second aim was to investigate if pRF size is associated with perimetric sensitivity in our 

glaucoma patients and healthy controls in V1 - V3. A Spearman’s Rho was therefore carried 

out to test for an association between pRF size and perimetric sensitivity (due to non-

normality in the data, as determined by a Shapiro-Wilk test). Central and peripheral values 

were investigated separately. For the central and peripheral investigations therefore, pRF 

size values from the central and peripheral retinotopic run were averaged over all 

eccentricities (median) within each run and logged, in order to give a single median ‘central’ 

pRF size value and a median ‘peripheral’ pRF size value. Perimetric sensitivity (dB) was 

extracted from the corresponding visual field locations (tested with the ZEISS Humphrey 

Field Analyser 3 perimeter; Carl-Zeiss Meditec, Dublin, CA, USA; used the SITA-Standard, 

central24-2 strategy). For the central stimulation, this was just one location, but for the 

peripheral stimulation, the area sampled during pRF testing subtended four perimetric 

locations. In order to compare sensitivity in this region to the peripheral pRF size, sensitivity 

thresholds in these four visual field locations were unlogged, averaged (mean), then 

relogged. See Figure 10.1 for an illustration of the visual field locations extracted for this 

analysis.   
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10.3. Results 

10.3.1. Data quality filters  

All pRF mapping data underwent the data quality filters discussed above. In order to 

illustrate the influence of these filters on the data, Figure 10.5 demonstrates the pRF size as 

a function of eccentricity for all healthy control participants in V1d. As can be seen from the 

comparison between the red (filtered) and blue (unfiltered) points, the relationship appears 

a lot more reasonable and in line with previous work after these filtering steps have been 

undergone.  

 

 

Figure 10.5 – V1d pRF sizes as a function of eccentricity for both the central and peripheral scans. Data are 

pooled from all healthy control participants and thresholded at R2>0.1. Datapoints in blue represent data 

which has undergone no additional filtering, while the datapoints in red represent data after undergoing all 

filtering procedures detailed in this section. pRF size is the sigma of the final fit. Both pRF size and eccentricity 

are given in visual degrees (°). 

  

Healthy control V1d pRF sizes as a func]on of eccentricity –
Comparing with and without filtering
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10.3.2. Population receptive field size  

pRF estimates were extracted from each visual area region of interest and then plotted as a 

function of the estimated eccentricity (Figure 10.6). The data was not binned by eccentricity, 

for two reasons: 1) to utilise all of the data rather than a summary statistic, 2) it has been 

suggested that binning in pRF experiments can lead to certain biases, such as regression to 

the mean (Stoll et al., 2020). While the relationship in healthy controls is not as steep as 

might be expected from previous work, the plots in Figure 10.6 demonstrate the expected 

positive relationship between estimated pRF size and eccentricity in all visual areas. 

Furthermore, the slope of the relationship between pRF size and eccentricity appears to 

increase systematically from V1d to V3d, as predicted from previous work.  

The slope values from linear Bisquare fits were then extracted and compared between 

glaucoma patients and healthy controls (see Figure 10.7). As a number of possible outliers 

can be seen from a visual inspection of these figures, these were removed from all analysis 

within this section in order to prevent these values having a disproportionate influence on 

the statistical tests. In addition, these potential outliers demonstrated negative slopes of 

around -0.25 between pRF size and eccentricity, which would be implausible considering the 

underlying physiology and previous work (Cavanaugh et al., 2002; Dumoulin & Wandell, 

2008). Outliers were defined as data points with values more than 1.5 IQR away from the 

mean in either direction (Howitt, 2013). This excluded one glaucoma patient from V1 

analysis, two glaucoma patients from V2 analysis, and one glaucoma patient from V3 

analysis. A one-way two-tailed ANOVA, weighted by the confidence interval (CI) width, was 

used to compare the individual slopes of the pRF size-eccentricity relationship for between 

groups. This was completed for each visual area. For V1, a statistically significant difference 

was found (F(1,42)= 5.687; p= 0.022), with glaucoma patients demonstrating steeper slopes 

(controls: weighted mean[weighted standard deviation; SD]= 0.048[0.048]; glaucoma: 

weighted mean[weighted SD]= 0.012[0.049]).  For V2, no statistically significant difference 

was found (F(1,41)= 0.280; p= 0.600) between healthy controls (weighted mean[weighted 

SD]= 0.063[0.039]) or glaucoma patients (weighted mean[weighted SD]= 0.039[0.040]). 

Finally, for V3, there was also no statistically significant difference (F(1,42)= 2.032; p= 0.161) 

between healthy controls (weighted mean[weighted SD]= 0.049[0.046]) or glaucoma 

patients (weighted mean[weighted SD]= 0.021[0.038]).    
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Figure 10.6 – pRF sigma size plotted as a function of eccentricity for both glaucoma patients (orange datapoints) 

and healthy controls (blue datapoints) in V1-3 (only dorsal regions). Both pRF size and eccentricity are given in 

degrees (°). All datapoints that pass the data quality filtering (section 10.2.7) and R2 threshold of 0.1 are 

displayed.   
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Figure 10.7 – Estimated slopes for the linear least squared fits (with Bisquare weighting) on the 

individual datasets for V1-3 (dorsal regions only). Glaucoma patients are displayed in orange, 

while healthy controls are displayed in blue. Opacity of the datapoints refers to the associated 

confidence interval width.  
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As a statistically significant difference between glaucoma patients and healthy controls in 

the steepness of the relationship between V1d pRF size and eccentricity was found, a linear 

least square fit (with Bisquare weighting) was rerun on the group data and the relationship 

plotted (see Figure 10.8). As can be seen from this figure, the steepness of the relationship 

in the glaucoma group (slope [95% CIs]= 0.054 [0.045, 0.062]; interval= 1.179) compared to 

the healthy control group (slope [95% CIs]= 0.038 [0.032, 0.044]; interval= 1.381)  seems to 

be due to a depression in pRF size for more central eccentricities (i.e. 0-10°), and a possible 

increase at the furthest eccentricities (i.e. 16-18°). 

 

Figure 10.8 – A linear least square fit (with Bisquare weighting) completed on the group level data for dorsal 

V1. Orange line = Glaucoma patients; Blue line = healthy controls. 
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It is possible that there are isolated alterations in pRF size in individual locations in 

glaucoma patients relating to areas of damage in the retina, the location of which may vary 

between patients. The slope of the relationship between pRF size and eccentricity 

investigated above may mask individual local and subtle irregularities to the relationship. An 

approach to investigating such individual irregularities would be to perform a LOESS (locally 

estimated scatterplot smoothing) regression analysis. However, this analysis is heavily 

dependent on user input and potentially biased by the weighting the user applies to 

outlying data. Another approach is to investigate local departures from a linear relationship 

how levels of goodness-of-fit of a polynomial regression curve differs as the number of 

orders is systematically increased. As the relationship between pRF size and eccentricity is 

expected to be linear in healthy controls, there should be a minimal increase in goodness-

of-fit as the number of orders are increased. By investigating if this pattern also holds in 

glaucoma patients, the nature of the relationship can be better interrogated. For example, if 

glaucoma patients show less of a smooth relationship (i.e. deviations from linearity) 

between pRF size and eccentricity than healthy controls (e.g. possibly due to a deviation in 

pRF size at specific eccentricities corresponding to areas of retinal damage), it is possible 

that they will demonstrate a greater increase in goodness-of-fit when the orders in a 

polynomial fit are increased compared to healthy controls. It is important to note that this is 

not being done as a way to model the data, but to further investigate the relationship 

between pRF size and eccentricity in glaucoma and how it may differ from the same 

relationship in healthy controls. Goodness-of-fit is defined as the adjusted R2 of the 

corresponding polynomial fit. Orders from 1 to 6 were investigated. Bisquare weighting was 

used in all cases to reduce the influence of outliers. The individual data are shown in the 

upper panel of Figure 10.9, and the averaged (median) data are shown in the lower panel. 

These data show a similar trend as to what was hypothesised, with healthy controls 

demonstrating similar R2 values across the number of orders, while glaucoma patients 

demonstrating an overall increase in R2 with increasing number of polynomial orders. This is 

evident in both the individual data and the averaged data. A Greenhouse-Geiser repeated 

measures ANOVA (between-subject variable = group; within subject variable = number of 

orders) did not find the interaction between group and number of orders to have a 

statistically significant effect on R2 (F(5,1.757)= 1.637; p= 0.204). The main effects were also 

statistically non-significant (Number of orders: F(5,1.757)= 2.960; p= 0.064; Group: F(1,43)= 
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0.116; p= 0.753). When examining the averaged relationship in the other tested visual areas 

(V2d and V3d), similar trends in the data are seen (more so in V2; see Figure 10.10), in which 

the relationship between R2 and the number of orders in healthy controls is relatively flat, 

while an increase in R2 values is seen in glaucoma patients. These trends in the data may 

suggest that some glaucoma patients are demonstrating localised changes, which is leading 

to a better fit with a larger number of polynomial orders. Healthy controls, however, show 

the expected linear response, and therefore goodness-of-fit values are similar despite 

increasing the number of orders. 
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Figure 10.9 – Level of goodness-of-fit as a function of number of orders in a polynomial fit (with Bisquare 

weighting) for V1 (dorsal only). Goodness-of-fit is represented by the adjusted R2 of the polynomial fit against 

the actual data (i.e. the pRF size as a function of eccentricity relationship). The individual data points are shown 

in the upper plot, while the average values (median) are shown in the lower plot. Orange datapoints = 

glaucoma patients. Blue datapoints = Healthy controls.   
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Figure 10.10 – Averaged (median) goodness-of-fit values for different number of orders in polynomial fits (with 

Bisquare weighting) on the pRF size as a function of eccentricity relationship for V2 and V3 (dorsal regions only). 

Orange datapoints = glaucoma patients. Blue datapoints = Healthy controls. 
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10.3.3. Relationship between population receptive field size and perimetric sensitivity  

In order to address the second aim of the research discussed in this chapter, pRF size in the 

centre and periphery were correlated as a function of the perimetric visual sensitivity 

(decibels; dB) in the corresponding region of the visual field (see Figure 10.1) in V1 - V3. 

Scatterplots are shown in Figure 10.11. A Spearman regression test was performed on the 

data. For V1, the relationship between perimetric sensitivity and average pRF size was found 

to be statistically non-significant in both central (rho= -0.023; p= 0.883) and peripheral 

regions (rho= 0.012; p= 0.939). This relationship was also statistically non-significant in V2 

for the central (rho= 0.042; p= 0.748) and peripheral regions (rho= 0.028; p= 0.853). Finally, 

in V3 this relationship was also statistically non-significant for the central (rho= 0.137; p= 

0.370) and peripheral regions (rho= 0.054; p= 0.726).   
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Figure 10.11 – pRF size plotted as a function of perimetric sensitivity in V1 (top row), V2 (middle row), and V3 

(bottom row). The first column shows data sampled from the central visual field (0-5.5°, lower nasal quadrant), 

and the second column shows data sampled from a region in the mid-peripheral visual field (8.7-17°, lower 

nasal quadrant). pRF size is given in degrees (°) logged. Perimetric sensitivity is given in decibels (dB). Orange 

datapoints = glaucoma patients. Blue datapoints = Healthy controls.  
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10.3.4. Comparison of visual area size 

As discussed in section 6.4.4 in Chapter 6, it is possible that, as receptive field 

properties being reported are averages within a single voxel rather than individual receptive 

fields, individual variation in visual area surface size will influence results. For example, a 

voxel of a fixed size in a participant with a large V1 will constitute a smaller percentage of V1 

and thus cover a smaller amount of the visual field than a voxel of the same size in a 

participant with a very small V1, despite possibly having similar receptive field sizes. In order 

to investigate whether there was a group difference in visual area size that may influence 

the results, the surface area of V1d, V2d, and V3d were compared between groups, using a 

repeated measures ANOVA (between-subject factor= group; within-subject factor= visual 

area). Mauchly’s test indicated that the assumption of sphericity had been violated (χ2(2)= 

9.810, p= 0.047), therefore degrees of freedom were corrected using Huynh-Feldt estimates 

of sphericity (ε= 0.857). No significant differences between groups were found (F(1,43)= 

0.001; p= 0.981), and there was also no evidence for a group-visual area interaction 

(F(1.713,73.665)= 0.321; p= 0.692). There was however, a significant effect of visual area, as 

might be expected from previous literature (F((1.713,73.665)= 51.757; p<0.001). Three 

paired samples t-tests were used to make post hoc comparisons between conditions. A first 

paired samples t-test indicated that there was a significant difference in the surface area of 

V1d (M= 822mm2; SD= 138mm2) and V2d (M= 705mm2; SD= 123mm2; t(44)= -5.817; 

p<0.001). A second paired samples t-test indicated that there was also a significant 

difference in area between V1d (M= 822mm2; SD= 138mm2) and V3d (M= 616mm2; SD= 

123mm2) surface area (t(44)= 10.138; p<0.001). Finally, a third paired samples t-test 

indicated that there was also a significant difference between V2d (M= 705mm2; SD= 

123mm2) and V3d (M= 616mm2; SD= 123mm2) surface area (t(44)= 4.321; p<0.001). Surface 

area therefore appears to shrink with higher visual areas, which can be seen in the 

retinotopic maps presented. However, importantly for the pRF analysis discussed elsewhere 

in this chapter, there is no difference in surface area size between groups, suggesting that 

this is unlikely to lead to any systematic bias that would impact group pRF comparisons. 

10.4. Low contrast population receptive field mapping 

One of the main aims of this chapter was to investigate how pRF sizes in glaucoma 

patients compare to those of healthy controls in dorsal V1-3. Following previous findings of 
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a larger Ricco’s area in glaucoma patients compared to controls at similar eccentricities 

(Redmond et al., 2010),  it was hypothesised that evidence of larger pRF sizes in this sample 

of glaucoma patients compared to healthy controls would be found in the peripheral visual 

field. However, as illustrated in Figure 10.8, the difference in pRF size as a function of 

eccentricity slopes between the glaucoma sample and age-similar controls appears to be 

driven by smaller pRF sizes at more central locations.  

A possible reason for this apparent discrepancy between psychophysical and pRF 

results could lie with the stimulus used during the fMRI retinotopic mapping. The 

retinotopic stimulus used by this experiment was a moving bar filled with a high-contrast 

alternating scene, as has been previously used by pRF mapping studies (e.g. Silson et al., 

2018b). One of the reasons that this stimulus is used is that it drives a wide range of 

neurons, thus resulting in a high signal-to-noise (SNR) BOLD signal (Yildirim et al., 2018). 

However, a high-contrast stimulus could perhaps also have the effect of over-saturating 

larger receptive field sizes that usually have a higher sensitivity than smaller receptive fields 

(at the expense of resolution). If it is the case that certain ‘compensatory’ receptive fields 

are enlarging in glaucoma (as is suggested by the enlarged Ricco’s area), it could be that 

they become saturated by the high-contrast stimulus and don’t contribute to the stimulus 

response. The effect of this would be that only smaller pRFs would be measurable by our 

routine. Furthermore, estimating Ricco’s area involves measures of luminance thresholds to 

spot stimuli of different area. Thus, if the abovementioned hypothesis is true, it could be 

that pathologically larger receptive fields contribute to the measurement of Ricco’s area, 

but not to the pRF measurement.  

There is some suggestion from the animal electrophysiology literature of increased 

spatial pooling in V1 when presented with low contrast stimuli (e.g. Nauhaus et al., 2009; 

Victor et al., 1994), which may be reflective of increased contribution of larger receptive 

field sizes. Use of low contrast stimuli during pRF mapping might therefore enable larger 

receptive fields to contribute to the response in patients and controls. To investigate this 

possible explanation for our findings therefore, a small exploratory study was completed 

using a sub-sample of participants from the larger study described above. pRF sizes 

measured during low contrast pRF mapping could be compared to pRF sizes measured with 

the same stimuli at high contrast (larger study). 
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10.4.1. Aims 

The exploratory study had two main aims: 

1) To investigate whether the use of low contrast pRF mapping stimuli leads to larger 

pRFs in healthy controls being measurable. 

2) To investigate if the hypothesised larger peripheral pRFs in glaucoma compared to 

healthy controls discussed previously (section 10.1) are revealed when using low 

contrast stimuli instead of traditional high contrast stimuli.  

10.4.2. Methods 

10.4.2.1. Participants  

Ethical approval for this study was obtained from NHS Wales Research Ethics 

Committee (Cardiff and Vale and Cwm Taf NHS health boards), as well as the Research 

Ethics Committees within the Cardiff University Schools of Psychology and Optometry and 

Vision Sciences. A small subset of participants from the main pRF mapping study described 

in this chapter was invited back to complete an additional MRI session. These participants 

were randomly chosen out of those who demonstrated a clear retinotopic map (i.e. with a 

observable fovea and polar angle reversals, determined manually) after the initial analysis of 

the dataset with SamSrf v.5. This sample consisted of four glaucoma patients (1 NTG, 3 

POAG; median age [IQR]= 58.1 years [52.6, 62.6]) and six healthy controls (median age 

[IQR]= 62.4 years [55.6, 69.0]). All pRF mapping was completed monocularly (glaucoma = 1 

OS; healthy controls = 3 OS). Intraocular pressure (IOP) was similar between glaucoma 

patients (median IOP [IQR]= 11.5 mmHg [10.5, 12.5]) and healthy controls (median IOP 

[IQR]= 14.0 mmHg[13.0, 15.75]). As expected, (as it is a measure of general visual field 

sensitivity) Mean Deviation (MD) was worse for glaucoma patients (median MD [IQR]= -5.9 

dB [-9.2, -4.0]) compared to that of controls (median MD [IQR]= 0.32 dB [0.0, 0.5]). Pattern 

Standard Deviation (PSD) was higher in glaucoma patients (median PSD [IQR]= 7.4 dB [4.8, 

10.5]) compared to that in the age-similar controls (median PSD [IQR]=1.3 dB [1.2, 1.3]). 

10.4.2.2. MRI protocol 

Scanning took place in a 7T SEIMENS MRI at Cardiff University Brain Research 

Imaging Centre (CUBRIC), using foam head and neck padding for participant comfort and to 

limit head movements. Retinotopic EPI scans were 1.5mm resolution images (TR= 1s, TE= 
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26ms, 46 slices, 192x192mm matrix size), using a multiband of 5. Each participant 

completed 1-3 central retinotopic runs and 2-4 peripheral retinotopic runs. In addition, a 

single volume whole brain EPI with the same orientation (TR= 5s, TE= 31ms) and field 

mapping images (phase and magnitude scans) were also taken in order to aid with 

registration and distortion correction respectively. HRF mapping was undertaken with a 

1.2mm3 resolution EPI (TR= 2s; TE= 25ms; flip angle= 76°; 33 slices; FOV= 984x984), which 

was positioned manually over the occipital lobe. Finally, a T1 MPRAGE sagittal structural 

scan was also completed at 0.7mm resolution (TR=2.2s, TE=2.98ms, TI=1050ms). 

10.4.2.3. fMRI stimuli 

To carry out low-contrast pRF mapping, the retinotopic stimulus described elsewhere 

in this thesis (e.g. section 10.2.3) was edited so that the naturalistic scene was 20% of its 

original contrast (for a comparison of the natural scene stimuli used in each version of the 

pRF mapping sequence, please see Figure 10.12). Other parameters of the stimulus were 

identical.  HRF mapping was also completed at 20% contrast.  

 

 
Figure 10.12 – Comparison of natural scene stimuli used in A) traditional high-contrast pRF mapping, and B) 

20% contrast pRF mapping. 
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10.4.2.4. MRI pre-processing and modelling 

As previously, the majority of pre-processing took place within FSL and FEAT 

(Jenkinson et al., 2012). EPI data underwent B0 distortion correction, motion correction 

(MCFLIRT; Jenkinson, Bannister, Brady, & Smith, 2002), brain extraction (BET; Smith, 2002), 

and high-pass filtering (100s). The structural data were intensity normalised using FSL, then 

processed using FreeSurfer (Dale et al., 1999; Fischl, 2012). Following this, registration of 

the partial-volume EPI to structural data, using the whole brain EPI as an intermediate step, 

took place in SPM fMRI toolbox (http://www.fil.ion.ucl.ac.uk/spm/).  

Structural probabilistic labels for V1d, V2d, and V3d were generated based on the 

atlas described by Wang et al., (2015) to allow pRF size estimates in separate visual areas to 

be investigated. The generation of these is described more fully in section 10.2.7. 

Both HRF and pRF modelling were carried out in SamSrf v.7 (described in sections 

10.2.5. and 10.2.6). A 2D Gaussian pRF was used. The pRF modelling process provides 

estimates of the retinotopic location (X and Y coordinates), the spatial spread/size (σ) and 

amplitude (β) of the pRF model. This also provides an R2 value of model fit for each vertex, 

which can be used for thresholding.  

Once again, all retinotopic maps underwent a visual check to ensure that features 

such as clear polar angle reversals and a fovea (which are traditionally used to delineate 

visual areas; Sereno et al., 1995). This stage excluded one glaucoma patient and one healthy 

control, leaving three glaucoma patients and five healthy controls. All pRF data then 

underwent the same filtering steps as discussed in section 10.2.8. As an overview, these 

filters were as follows: 

• Eccentricities samples were restricted to avoid edge effects. 

• Unrealistic pRF sizes below 0.5° were determined to be noise and removed. 

• Modelled pRFs with a β of 0 or less were also removed. 

• All results were thresholded so only fits with an R2 of 0.1 or above were included. 

• Only data corresponding to the lower nasal quadrant of the visual field (which should 

be represented within the dorsal visual areas) were included. 
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10.4.2.5. Analysis 

In order to address the two aims of this small exploratory study, the data were 

plotted in two ways; firstly, low-contrast pRF size was plotted as a function of eccentricity 

(as was done in Figure 10.6) for the glaucoma patients and age-similar controls. This allows 

for the relationship between pRF size and eccentricity to be visualised and investigated in 

comparison to the data collected during the larger study using traditional high-contrast pRF 

mapping. Secondly, as the slope of the relationship between V1 pRF size and eccentricity 

was found to the significantly steeper in glaucoma patients compared to that in age-

matched controls during the larger study (see Figure 10.8), the group-level slopes of this 

relationship were plotted for this low-contrast data and compared between high- and low-

contrast pRF mapping runs. As this was an exploratory study with a small sample, 

quantitative statistics were not used. 

10.4.3. Results and discussion 

Plots of pRF size as a function of eccentricity are shown in Figure 10.13 and Figure 

10.14.  
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Figure 10.13 – pRF sigma size following low-contrast pRF mapping plotted as a function of eccentricity for both 

glaucoma patients (orange datapoints) and healthy controls (blue datapoints) in V1-3 (only dorsal regions). 

Both pRF size and eccentricity are given in degrees (°). All datapoints that pass the data quality filtering 

(section 10.2.7) and R2 threshold of 0.1 are displayed.  
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Figure 10.14 – A linear least square fit (with Bisquare weighting) completed on the group level data for 

dorsal V1 for low-contrast pRF mapping (top plot) and the original high-contrast pRF mapping (bottom 

plot). Orange line = Glaucoma patients; Blue line = healthy controls. 
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Comparing the low-contrast pRF size as a function of eccentricity data in Figure 10.13 to the 

same from traditional retinotopic stimuli in Figure 10.5, a similar pattern to the data can be 

seen, in terms of average pRF size and slope. The use of low-contrast stimuli does not 

appear to have made a substantial difference to the reported pRF sizes in any visual area. In 

reference to the first aim therefore, it appears that the use of low contrast pRF stimuli does 

not recruit substantially larger receptive fields within the healthy population, despite 

evidence to the contrary from electrophysiology studies (e.g. Nauhaus et al., 2009; Victor et 

al., 1994). However, it is possible that a difference in pRF size would be found if lower 

contrast levels were used. A contrast level of 20% was employed within the current study to 

ensure that high enough SNR BOLD signal could be elicited for the limited number of central 

and peripheral runs possible within a single session. In order to fully address this question in 

future research therefore, pRF mapping to a range of stimulus contrasts, especially lower 

contrasts, should be completed, with enough runs to ensure sufficient SNR at each contrast 

level. 

In terms of the second aim of the research described here, the slopes of the relationship 

between low-contrast pRF size and eccentricity in V1d of individuals with glaucoma and 

healthy controls and between the original pRF size and eccentricity in V1d of individuals 

with glaucoma and healthy controls are shown in Figure 10.14. As can be seen from these 

plots, a similar trend is apparent in both sets of data; namely, a steeper slope in glaucoma 

patients than controls, possibly driven by a decrease in foveal pRF sizes. Very similar pRF 

sizes are reported for both contrast levels, across groups. This follows the finding to aim 1; if 

both contrast levels are targeting the same neurones, rather than lower contrast stimuli 

allowing for a greater contribution of larger receptive field sizes to be measured, then 

similar results would be expected. In this way, this work provides a replication of the larger 

result using low contrast pRF mapping stimuli.   
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10.5. Overall discussion and conclusion 

The research described in this chapter was an investigation into pRF sizes in the 

visual cortices of glaucoma patients compared to those in healthy controls, using high-

resolution 7T MRI. A difference in pRF size between these groups was hypothesised, due in 

part to an enlargement of Ricco’s area in glaucoma (Redmond et al., 2010). The research 

described in this chapter aimed to quantitatively investigating whether pRF sizes differ in 

glaucoma compared to that in healthy controls and how pRF size relates to perimetric 

sensitivity. 

The first aim of the research was to investigate whether pRF sizes in glaucoma 

patients differ to those in healthy age-similar controls in V1-3. It was found that glaucoma 

patients demonstrated a steeper relationship between pRF size and eccentricity compared 

to controls, mainly due to smaller pRF sizes in central vision in glaucoma patients compared 

to healthy controls (see Figure 10.8). These group slopes also suggest that pRF sizes may be 

larger in the far periphery (16+°), but this is at the edge of our peripheral stimulus and so 

some of this is extrapolation from the slope found for the actual data (assuming that this 

relationship continues linearly into the far periphery with the same slope). Regarding the 

second aim of the research described in this chapter, we also did not find a significant 

association between pRF size and perimetric sensitivity, in either central or peripheral 

regions. 

These results are inconsistent with our initial hypothesis, which was that larger pRF 

sizes would be estimated in the visual cortices of glaucoma patients compared to healthy 

age-similar controls, reflecting an increase in spatial summation across altered retinal inputs 

(due to cell death in glaucoma). While pRF sizes have not previously been investigated in 

glaucoma, the question of cortical receptive field sizes in human glaucoma was addressed 

by an early conference abstract, which compared BOLD responses across the occipital lobe 

to retinotopic stimuli between two early glaucoma patients and three age-matched controls 

(Liu et al., 2007). BOLD responses were cross-corelated with 7 functions, representing a 

range of receptive field widths. They reported that more voxels in glaucoma patients 

correlated to wider width models compared to narrower models, especially at the posterior 

pole of the occipital cortex, though data from individual visual areas and direct comparisons 

between the pRF size as a function of eccentricity relationships in glaucoma patients and 
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controls are unavailable. Additionally, information regarding the exact eccentricities 

showing ‘wider’ response profiles is also not available, as was clinical information regarding 

the two glaucoma patients. It is possible that only eccentricities beyond (i.e. more 

peripheral than) what was tested in the current study demonstrated wider response 

profiles. These issues limit possible interpretation and comparison with this research. The 

current study is the first to describe and quantitatively investigate pRF sizes in a cohort of 

glaucoma patients and age-similar controls, using the pRF modelling approach first 

described by Dumoulin and Wandell (2008). 

One possible reason for these results is a reorganisation of the retinotopic map, 

specifically an enlargement of central representation. Though differences weren’t found 

when comparing overall visual area size, it is possible that due to decreased input from the 

peripheral retina, the cortical representation of central vision, which tends to be impacted 

later in the course of the disease, enlarges. A larger portion of V1 would therefore, be 

dedicated to central vision. Voxels centred in this region would have less of the visual field 

to cover (i.e. each voxel would represent a smaller percentage of the visual field if the 

central representation is spread over a larger amount of cortex), thus leading to smaller pRF 

estimates. This suggestion is supported by Zhou et al., (2017) who found that, in a sample of 

9 glaucoma patients and 9 age-matched controls, glaucoma patients demonstrated greater 

cortical magnification than controls in the central visual field (7°), but not the peripheral 

visual field. Glaucoma patients therefore demonstrated an enlarged foveal cortical 

representation. This effect could explain the decrease in pRF size at the fovea in this cohort 

of glaucoma patients compared to controls within the current study, and may suggest that 

the receptive fields themselves are not shrinking but are instead shifting towards a more 

central representation.  

A possible mechanism by which this effect may occur is a difference in attentional 

allocation between glaucoma patients and healthy controls. It has been found that 

attentional allocation to a particular location within the visual field leads to a shift of 

receptive field position preference to the attended stimulus. This attention modulation of 

cortical receptive fields was first described in animal studies (e.g. Luck et al., 1997; 

Womelsdorf et al., 2008) and later in human fMRI pRF mapping work (Klein et al., 2014, 

2018) across cortical layers (Klein et al., 2018). The effect of this modulation appears 
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greatest in higher visual areas, particularly extra-striate areas, but has also been observed in 

V1 using fMRI (Klein et al., 2014, 2018). It is possible that, following a decrease in visual 

sensitivity in the periphery, patients with glaucoma start to reallocate attentional resources 

to areas of preserved vision, namely central vision, leading to a shift in pRF position 

preference and thus enlargement of central cortical representation. While this has not been 

tested in glaucoma, it has been found that attention modulation of BOLD responses in 

central vision is increased in a different peripheral retinal condition (inherited peripheral 

retinal degeneration) compared to healthy controls (Ferreira et al., 2019). While the onset 

for this condition is at an earlier age than in glaucoma (the age range of patients in Ferreira 

et al., 2019, was 20-66 years), different compensatory mechanisms may be involved (as the 

brain is more plastic in younger life), a similar effect of enhanced attention modulation may 

be present in glaucoma compared to controls. This may also explain the greater effect of 

attention on pRF position preference in glaucoma patients compared to controls (i.e., 

though groups were fixating at the fixation point, enhanced attentional modulation of 

neuronal responses in glaucoma compared to healthy controls may lead to pRF position 

preference to shift to greater magnitude and thus enlarge central representation). If the 

impact of an enlarged central representation is a less linear relationship between pRF size 

and eccentricity, this may also explain why the current study found that glaucoma patients 

showed a greater gain in goodness-of-fit with increasing order of polynomial fit over 

controls (who demonstrated minimal increases, see Figure 10.9 and Figure 10.10). An 

expansion of central cortical representation due to attentional bias would therefore be a 

possible explanation for the findings discussed in this chapter. Future research should 

investigate whether cortical attention modulation of cortical responses in various regions of 

the visual field differs in a cohort of glaucoma patients versus age-matched controls (by 

investigating the effect of attentional demands on BOLD fMRI visual responses).  

Previous research has investigated the impact of less peripheral stimulation on pRF 

size. Prabhakaran et al., (2020) found that the extent of the visual field stimulated (i.e. 

mapping either the central 14°, 7°, or 4°) impacted pRF size. Specifically, larger peripheral 

scotomas (i.e. less peripheral stimulation, such as in the 4° radius condition rather than the 

14° radius condition) led to larger foveal pRF sizes in a sample of healthy adults. The authors 

caution that this effect should be taken into account when investigating patients with actual 
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peripheral scotomas, as findings of larger pRFs sizes may reflect this effect (i.e. of a reduced 

area of stimulation) rather than actual cortical reorganisation. The fact that the opposite 

effect was reported here, with smaller pRF sizes found in the fovea of glaucoma patients 

compared to healthy controls, suggests that this phenomenon is not the cause of our 

results.  

As mentioned previously, an advantage of the traditional high-luminance contrast 

used in the main study described in this chapter is that, by stimulating a broad range of 

neurones due to the high contrast and range of spatial frequencies involved in the natural 

scenes, the BOLD signal has a higher SNR than would otherwise be elicited. However, this 

also means that if there any differences in glaucoma patients compared to controls in 

specific neural sub-populations, they may be overshadowed by the majority and difficult to 

discern (i.e. there may by high ‘redundancy’). While a similar pattern of results was found 

even when using low-contrast pRF mapping stimuli (section 10.4), future studies may aim to 

address the question of pRF size changes in glaucoma compared to controls using a range of 

stimuli in order to target specific neuronal populations. For example, Welbourne et al., 

(2018) mapped pRF sizes using either achromatic or chromatic (L-M or S-cone pathways) 

stimuli, in order to isolate these specific neural populations. Similarly, pRF mapping has 

been completed using stimuli defined by orientation contrast (Yildirim et al., 2018) or 

contour properties (Dumoulin et al., 2014) in order to target neuron populations sensitive to 

these properties, especially in extra-striate visual areas. 

The second aim of the current study was to investigate the relationship between pRF 

size and visual field sensitivity at the corresponding location in a combined sample of 

glaucoma patients and controls (which allowed for a range of sensitivities to be included). A 

relationship was hypothesised by modelling work carried out by Pan and Swanson (2006), 

who demonstrate that spatial summation with perimetric stimuli can be accounted for by 

cortical pooling by multiple orientation-sensitive mechanisms. However, a statistically 

significant relationship between pRF size and visual perimetric sensitivity in corresponding 

regions of the visual field was not found in this cohort. Positive relationships between pRF 

size and perimetric sensitivity were reported by Silson et al., (2018a) in a sample of four 

patients with choroideremia and four healthy controls. However, this was not demonstrated 

in healthy controls, and was only apparent when considering choroideremia patients with a 
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large range of severities. It is possible that a relationship was not observed in our data due 

to most patients demonstrating relatively mild visual field loss, as a relationship in either 

group is not apparent in Figure 10.11. Additionally, choroideremia is an inherited disease, 

with visual loss occurring much younger than in glaucoma (i.e. within childhood and 

adolescence) so may respond differently to reduced retinal input. Regarding the relationship 

suggested by the data described in Pan and Swanson (2006), it is possible that by utilising 

stimuli that better target orientation-sensitive neurones, a stronger relationship between 

cortical responses and perimetric sensitivity would be found. For example, previous work 

modelling elongated pRF functions have found a relationships between pRF elongation and 

orientation selectivity (Merkel et al., 2020). Population spatial frequency tuning can also be 

mapped across the cortex (Aghajari et al., 2020), which may better target these spatially 

sensitive mechanisms. The relationship between pRF size and perimetric spatial summation 

is addressed more fully in the next chapter (Chapter 11). 

A limitation of the current study is the limited amount of visual field sampled. Due to 

the restrictions of the 7T MRI environment (i.e. restrictive head coil, small field-of-view of 

stimulation screen), only a stimulus with a radius of 5.5° could be employed. In order to 

sample the periphery, therefore, the central and peripheral regions had to be scanned 

separately (see Chapter 6 for further discussion of this methodology). This leads to a 

number of potential limitations. Firstly, only a relatively small portion of the peripheral 

visual field was sampled (rather than the whole visual field at a certain peripheral 

eccentricity). As only a small amount of the cortex will be responsible for this region (due to 

cortical magnification favouring central vision), this also leads to lower SNR in this peripheral 

region than if the entire visual field up to the maximum peripheral eccentricity were 

stimulated. It would be prudent therefore to replicate these results in a 3T MRI, with the 

possibility of extending the stimulus field-of-view to more peripheral eccentricities than was 

possible in this study. Replication of this work with a larger field of view would also be 

beneficial considering that differences in pRF size are found depending on size of area of 

stimulation (Prabhakaran et al., 2020). Furthermore, as only the lower visual field was 

sampled, only data within the dorsal visual areas could be analysed. This raises the 

possibility that these results will not generalise to pRFs estimated in ventral visual field 

areas. This may explain the smaller pRF sizes reported in this work compared to some 
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previously discussed work, as pRF sizes have been found to be smaller in the dorsal regions 

(Silson et al., 2018b). By replicating this study at 3T with a larger field-of-view both ventral 

and dorsal regions could be sampled simultaneously (as for example, the larger inner bore 

used at 3T allows for a larger stimulation screen to be used). 

The main limitation of this research is the unexpected level of noise in the data 

which, although reduced following re-analysis with SamSrf v.7, still remains a limiting factor 

(as discussed during methods development in Chapter 7). This led to the use of probabilistic 

labels of the early visual areas rather than manually drawn labels based on the retinotopic 

maps, which opens the possibility of inaccuracies in visual area borders. This noise in the 

data led to a relatively high rate of exclusion due to poor quality retinotopic maps (10 

glaucoma patients and 1 healthy control). The use of strict data filtering criteria however, 

aided in ensuring the inclusion of the best quality data available.  

An advantage of the research described here is the use of individual HRF mapping in 

pRF modelling. As shown in Chapter 9, though there was no group difference in HRF, the 

shape of the HRF can vary substantially between individuals. This in turn can influence the 

estimated pRF size due to the HRF convolution involved in the modelling process. By 

mapping each individual participants’ HRF and using that for convolution, this potential 

additional source of noise in the pRF estimates is minimised, helping to account for vascular 

differences (e.g. in cerebral blood flow) that may underlie HRF individual differences. 

The use of 7T fMRI in the research described here also brings certain advantages 

over 3T. For example, due to the increased magnet strength, high-field 7T scanners provide 

higher signal-to-noise ratios (SNR) and thus scans can use smaller voxels while keeping 

sufficient SNR (Stucht et al., 2015). Additionally, 7T fMRI studies are less biased by large 

draining veins, meaning that the signal can be more accurately localised to the target tissue 

(Uludağ & Blinder, 2018), in this case, within the early dorsal visual areas. 

Overall, the research described in this chapter aimed to investigate whether pRF sizes differ 

in the visual cortices of individuals with glaucoma compared to age-similar controls. We 

found that glaucoma patients show a steeper pRF size as a function of eccentricity 

relationship than healthy controls, primarily driven by a decrease in foveal receptive field 

size. This result was repeated in a sub-sample of participants using low-contrast pRF 

mapping. One of the main motivations of this thesis was to investigate the contribution of 
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cortical receptive field sizes to the finding of an enlarged Ricco’s area in glaucoma patients 

relative to that in healthy controls (Redmond et al., 2010).The following chapter will 

therefore investigate how these observed pRF sizes contribute to measurements of Ricco’s 

area in the mid-periphery of the same sample of glaucoma patients and age-similar controls. 
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Chapter 11. Modelling the contribution of retina and cortex structure 
and function to Ricco’s area changes in glaucoma 

11.1. Introduction 

In Chapters 8 and 10, pattern electroretinography (PERG) and functional magnetic 

resonance imaging (fMRI) were utilised to estimate retinal and cortical receptive field sizes, 

respectively, and investigate whether these receptive field sizes differed between glaucoma 

patients and healthy controls. In Chapter 8, evidence was found to suggest larger global 

retinal receptive field sizes in the mid peripheral visual field of glaucoma patients compared 

to those in healthy controls. In Chapter 10, it was found that, compared to controls, 

glaucoma patients demonstrated a steeper relationship between pRF size and eccentricity, 

possibly driven by relatively smaller pRF sizes found within central vision (0 to 10°). 

Additionally, a polynomial function was fitted to the data (i.e. the pRF size as a function of 

eccentricity relationship) with an increasing number of polynomial orders (1-6), in order to 

investigate the effect that this had on the goodness-of-fit of the function and therefore have 

an initial insight into the likelihood of group differences. For healthy controls, increasing the 

number of orders made little to no difference to the goodness-of-fit (defined by the R2), 

which would be expected from a monotone linear relationship. For glaucoma patients 

however, the goodness-of-fit increased with increasing number of orders used in the 

polynomial fit, a trend that was evident in all visual areas. One of the possible reasons for 

this is that the pRF size as a function of eccentricity relationship was deviating from linearity 

at certain eccentricities in the glaucoma patients, possibly relating to areas of glaucomatous 

damage in the retina or, as discussed in Chapter 10, a compensatory expansion of the 

cortical representation of the central visual field. In the current chapter, the main aim of this 

thesis will be addressed; namely, to investigate how receptive field sizes at the retina and 

cortex contribute to Ricco’s area in a sample of glaucoma patients and age-similar controls.  

Initially, research discussed in this chapter will investigate whether Ricco’s area 

measured within the target region in the mid-peripheral visual field (see Figure 11.1) differs 

between glaucoma patients and age-similar controls. Ricco’s area is the maximum size at  
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Figure 11.1 – Visual field locations sampled by experimental procedures used in this chapter. PERG test area is 

shown by the shaded red region. The black cross indicates fixation, while the grey circles represent the 

locations of perimetric 24-2 testing for reference. Visual field locations at which Ricco’s area was measured are 

indicated by a black outline. Blue-filled circles with black outlines are those Ricco’s area measurements that are 

analysed within this chapter. The green filled circle represents the area of the visual sampled by the ganglion 

cell- inner plexiform layer (GCIPL) thickness measurement (at the corresponding retinal location) and peripheral 

population receptive field (pRF) run. 

 
which Ricco’s law (which states that, at threshold, area and intensity are inversely 
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stimulus is larger than Ricco’s area, threshold is determined by partial summation (discussed 

further in Chapter 3). Multiple early studies suggested the possibility of spatial summation 

changes in glaucoma. For example, Fellman et al., (1989) demonstrated that, for glaucoma 

patients, increasing stimulus size provided a greater benefit to retinal sensitivity than did 

increasing contrast. Healthy controls however, demonstrated the opposite pattern. They 

also found that lower background adaptation levels (which leads to an increase in Ricco’s 

area; Barlow, 1958; Glezer, 1965) led to disproportionate improvements in contrast 

sensitivity for different retinal eccentricities for glaucoma patients compared to healthy 

controls. It was suggested that both of these results reflect altered spatial summation 

mechanisms (specifically an enlarged Ricco’s area) in glaucoma (Anderson, 2006). Spatial 

summation of a range of perimetric stimuli (both chromatic and achromatic) was therefore 

investigated by Redmond et al. (2010). Sensitivity thresholds to multiple perimetric stimulus 

areas were measured at 10° retinal eccentricity in four diagonal visual field meridian. It was 

found that glaucoma patients demonstrated a larger Ricco’s area than healthy controls in 

both achromatic and chromatic (S-cone) pathways, and in both inferior and superior 

hemifields. Furthermore, this difference in Ricco’s area completely accounted for sensitivity 

loss in the patient group. When individual stimulus areas were scaled to match the size of 

the change in Ricco’s area, sensitivity in patients and healthy controls completely 

overlapped (described further in Chapter 3). Due to these spatial summation changes in 

glaucoma, when a fixed stimulus size is used for assessing visual sensitivity, such as the use 

of Goldman size III stimuli in standard automated perimetry (SAP; a commonly-used clinical 

tool for glaucoma detection and monitoring that relies on spatial summation mechanisms), 

the rate at which sensitivity declines as a function of RGC loss can be predicted on the basis 

of the relative area of the stimulus and Ricco’s area. Before investigating the possible neural 

underpinnings of this change, the first aim of the research described in this chapter was to 

replicate the finding of a larger Ricco’s area in glaucoma patients compared to that in age-

similar controls. 

It was traditionally thought that the size of Ricco’s area was determined by retinal 

receptive field size, particularly those of retinal ganglion cells (RGC; e.g. Brindley, 1954; 

Volbrecht et al., 2000). However, as discussed previously (Chapter 3), multiple lines of 

evidence suggest a cortical contribution to Ricco’s area. For example, while Ricco’s area 
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enlarges in glaucoma (Redmond et al., 2010), histological studies of experimental glaucoma 

have found that RGC dendritic trees shrink before cell death in glaucoma, which would 

assumably lead to shrinkage of the associated receptive field (Morgan, 2000, 2002; Peichl & 

Wässle, 1983; Weber et al., 1998). In addition, Ricco’s area decreases as the blue-

background luminance increases (Redmond et al., 2013). The same phenomenon, observed 

with achromatic stimuli, is attributed to increased contribution from the antagonistic retinal 

receptive field surround. However, concentric centre-surround receptive field 

configurations are not found within the retina; RGCs mediating the blue/yellow response 

(small and large bistratified cells) have receptive fields that are co-extensive (Dacey & Lee, 

1994). Spatial antagonism in receptive fields of the form S+/S- associated with the 

blue/yellow pathway (required for such changes with blue background luminance) are first 

encountered in the visual cortex (the double-opponent cells; Conway, 2001; Conway & 

Livingstone, 2006). A cortical contribution to Ricco’s area is also suggested by the finding 

that, in individuals with amblyopia (characterised by poorer vision in one eye compared to 

the other in the absence of ocular disease), Ricco’s area is larger than normal when 

measured with the amblyopic eye but smaller than normal when measured with the fellow 

eye (Je et al., 2015). Furthermore, binocularly-measured Ricco’s area in amblyopes is closer 

in size to that in non-amblyopic controls. Considering that there is no evidence of thinning 

of the RGC layers in amblyopia (Chen et al., 2013; Ersan et al., 2012; Szigeti et al., 2014; Xu 

et al., 2013) but there is evidence of cortical changes in visual responsiveness (Conner et al., 

2007; Li et al., 2007), it seems possible that this change in spatial summation has a cortical 

origin. Clavagnier, Dumoulin, and Hess (2015) found that fMRI-based estimates of cortical 

receptive field sizes in V1 were indeed enlarged when presenting stimuli to the amblyopic 

eye. Furthermore, Pan & Swanson (2006) demonstrate that spatial summation with 

perimetric stimuli can be accounted for by cortical pooling by multiple spatial mechanisms. 

With all of this evidence in mind, it is entirely plausible, likely in fact, that Ricco’s area has a 

sizeable cortical component.  

The research in this chapter therefore aims to investigate the question of how retinal 

and cortical receptive field sizes contribute to the Ricco’s area in a sample of glaucoma 

patients and age-similar controls, using a combination of psychophysics, electrophysiology, 

and fMRI. Specifically, it is hypothesised that larger receptive field sizes (at all neural 
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locations) would be associated with larger estimates of Ricco’s area, particularly in the 

glaucoma cohort. In addition to investigating retinal and cortical receptive field size 

contributions to Ricco’s area, the association between Ricco’s area and neural structure at 

the retina and cortex will also form a secondary investigation. Specifically, the contribution 

of retinal ganglion cell complex - inner plexiform layer (GCIPL) thickness, as well as cortical 

thickness and surface area of the early visual area cortices (i.e. V1-3), to the size of Ricco’s 

area will be investigated in both glaucoma patients and healthy controls. It is expected that 

GCIPL thickness will show a negative association with Ricco’s area. Firstly, as mentioned, 

both RGC shrinkage and degeneration, as well as Ricco’s area enlargement, have been 

found in glaucoma (Morgan, 2000, 2002; Redmond et al., 2010). In addition, there is a 

statistically significant, albeit weak, relationship between Ricco’s area and peripheral grating 

resolution acuity (a surrogate measure of RGC density) in a combined sample of glaucoma 

patients and age-similar controls (Redmond et al., 2010). In terms of cortical structure, 

smaller V1 surface area has been reported to be associated with greater illusion strength 

(suggesting larger contextual effects and more lateral connections; Schwarzkopf et al., 

2011), lower visual acuity (Song et al., 2013, 2015) and stronger, but less precise mental 

imagery (Bergmann et al., 2016). Furthermore, surface area and cortical thickness appear to 

have opposed associations with perceptual functions. For example, Song et al., (2015) found 

that while smaller V1 sizes were associated with lower visual acuity and coarser neural 

population tuning than larger V1 surface area, thinner V1 cortical thickness was statistically 

significantly associated with higher visual acuity and finer neural population tuning. This 

may reflect differences in levels of interconnectivity (Song et al., 2013), which decreases 

with expanding surface area in order to maintain neural computational speed (Kaas, 2000; 

Ringo, 1991). The result from Song et al., (2015) not only highlights the importance of 

examining these measurements of cortical structure separately (rather than with a 

composite measure, such as volume), but also suggests a direction in which one would 

expect an association between these variables (i.e. cortical surface area and thickness) and 

Ricco’s area. With this in mind, though the relationship between Ricco’s area and cortical 

structure has not been investigated directly, the hypothesis is that cortical surface area has 

a negative association with Ricco’s area (i.e. smaller surface areas associated with a larger 

Ricco’s area) and that cortical thickness has a positive association with Ricco’s area (i.e. 

thicker cortices will be associated with larger Ricco’s area). As the evidence outlined here 



Chapter 11. Modelling the contribution of retina and cortex structure and function to Ricco’s area  

  258 

suggests a clear direction for the relationship between Ricco’s area and the above variables, 

one-tailed statistical analyses will be undertaken. 

11.1.1. Aims 

There were two aims of the research described in this chapter: 

1) To investigate the size of Ricco’s area in glaucoma patients compared to healthy 

controls in a mid-peripheral region of the visual field. Specifically, it is hypothesised 

that Ricco’s area is larger in glaucoma patients compared to that in controls, similar 

to what has been previous reported by Redmond et al. (2010; tested in different 

visual field locations).  

2) To investigate the contributions of retinal and cortical receptive field size and neural 

structure to the size of Ricco’s area in a cohort of glaucoma patients and age-similar 

controls using linear modelling.  

11.2. Methods 

In this cross-sectional study, estimates of receptive field size (at multiple neural 

locations) and Ricco’s area were investigated in a cohort of 34 glaucoma patients and 38 

healthy age-similar controls. The aims of the research described here were addressed using 

a multi-disciplinary approach. Firstly, Ricco’s area was estimated at multiple visual field 

locations using the psychophysical thresholding methodology discussed in previous chapters 

(e.g., Chapter 7; section 7.4.). Receptive field size in retinal and cortical regions 

corresponding to the mid-peripheral visual field are estimated via onset-offset PERG 

(described in Chapter 8) and fMRI pRF mapping (described in Chapter 10;) respectively. OCT 

was used to calculate ganglion cell – inner plexiform layer thickness (GCIPL; consisting of the 

ganglion cell layer and the inner plexiform layers) at the retina and structural MRI was used 

to image grey matter thickness at V1-3d in the cortex. Figure 11.1 illustrates the regions of 

the visual field sampled by each methodology, superimposed on a standard 24-2 visual field 

plot. All methodologies were designed to overlap and sample a region in the mid-periphery, 

which will be focused on for the majority of the analysis and comparisons in this chapter. 

This region was selected as glaucoma primarily impacts peripheral vision and it also is 

accessible within the constraints of all imaging technologies. 
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The PERG and MRI methodology and data described below have been previously 

described and investigated in Chapters 8 and 10 respectively. 

11.2.1. Participants 

Ethical approval for this study was obtained from NHS Wales research ethics 

committee (Cardiff and Vale and Cwm Taf NHS health boards), as well as the Research Ethics 

Committees within the Cardiff University Schools of Psychology and Optometry and Vision 

Sciences. Participants were recruited via NHS glaucoma clinics at the Royal Glamorgan 

Hospital and University Hospital of Wales, as well as via the School of Psychology 

community panel and Cardiff University Eye clinic. Thirty-four glaucoma patients (median 

age [IQR]= 67.6 years [59.6,72.5]; 25 primary open angle and 9 normal tension glaucoma) 

and 38 healthy controls (median age [IQR]= 67.6 years [60.4, 71.9]) were tested. All 

experimental procedures were carried out monocularly (glaucoma patients left eye [OS]= 

20; controls OS= 19).  

Due to factors such as drop out (for reasons including discomfort with the MRI 

environment or PERG procedure), the MRI screening criteria, and incomplete participation 

due to the COVID-19 pandemic near the end of the study, there were some experimental 

procedures for which data were unavailable. Table 11.1 provides a list of the number of 

participants contributing to each measure, as well as the number of participants who have a 

full dataset. Demographical characteristics are also present in Table 11.1. 
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Table 11.1 – Participant demographics split via methodology. The ‘total sample’ refers to every participant 
recruited for the study, while the ‘full dataset’ refers to participants with data from every methodology (i.e. 
MRI, OCT, Ricco’s area, PERG). 

  
Total 

participant 
number 

Age 
(years) 

MD 
(dB) 

IOP 
(mmHg) 

   
Median 
(IQR) 

Median (IQR) Median (IQR) 

Total sample Glaucoma 34 67.6  
(59.6, 72.5) 

-4.60  
(-8.75, -1.85) 

14.50  
(12.00, 17.75) 

Healthy Controls 38 67.4  
(60.5, 71.9) 

0.00  
(-0.80, 0.44) 

15.00  
(13.00, 16.00) 

MRI sample Glaucoma 28 67.6  
(59.4, 71.7) 

-4.60  
(-10.10, -1.10) 

14.00  
(12.00, 15.50) 

Healthy Controls 28 66.6  
(59.6, 70.6) 

0.08  
(-0.77, 0.48) 

15.00  
(13.00, 16.25) 

OCT sample Glaucoma 26 68.0  
(58.5, 72.0) 

-4.60  
(-9.50, -2.44) 

13.50  
(12.00, 16.50) 

Healthy Controls 33 67.6  
(60.8, 72.0) 

0.04  
(-0.58, 0.47) 

15.00  
(13.00, 16.00) 

Ricco’s area 
sample 

Glaucoma 32 68.0  
(59.1, 73.0) 

-4.60  
(-8.62, -2.10) 

14.00  
(12.00, 16.25) 

Healthy Controls 34 66.6  
(59.8, 70.6) 

0.06  
(-0.71, 0.48) 

15.00  
(13.00, 16.00) 

PERG sample Glaucoma 25 67.7  
(59.8, 71.5) 

-3.42  
(-11.19, -1.72) 

14.00  
(12.00, 15.00) 

Healthy Controls 29 67.7  
(63.0, 72.8) 

0.04  
(-0.58, 0.47) 

15.00  
(13.00, 16.00) 

Full dataset Glaucoma 20 70.5  
(64.7, 72.3) 

-3.89  
(-11.44, -2.10) 

13.50  
(11.75, 15.00) 

Healthy Controls 20 67.4  
(62.4, 70.9) 

0.08  
(-0.64, 0.49) 

15.00  
(13.00, 16.00) 
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11.2.2. Psychophysical estimation of Ricco’s area 

Measurements of Ricco’s area were the same as has been previously described 

during methods development (see Chapter 7). 

Briefly, contrast thresholds were measured with an Octopus 900 perimeter (Haag 

Streit AG, Koeniz, Switzerland) and the Open Perimetry Interface (OPI; v.1.6.2; Turpin et al., 

2012). The OPI is specified in R (v.3.0.2; R core team, 2013) Circular achromatic stimuli were 

presented at nine visual field locations (see Figure 11.1). Stimuli were presented on an 

achromatic background of 10 cd/m2. A chin-and-forehead rest was used to aid in fixation.  

A 1-up:1-down staircase and Yes/No response criterion were used to determine 

individual thresholds (for more detail of these procedures, see chapter 4). Stimuli were 

consecutively presented to the nine visual field locations. At each location, luminance 

contrast thresholds were measured for the five Goldmann stimuli (I-V; areas: 0.01, 0.04, 

0.15, 0.58, and 2.27 deg2). Stimuli were presented for 200ms, with a square-wave temporal 

profile. After each visual field location had been tested, the entire procedure was repeated, 

with three repetitions in total. The sensitivity threshold could then be averaged across 

repetitions. The order that the Goldman stimulus areas were presented was randomised for 

each repetition.  

Ricco’s area was estimated for each visual field location, using an iterative two-phase 

regression analysis (using MATLAB software). This two-phase regression methodology for 

fitting spatial summation data and estimating Ricco’s area was discussed in Chapter 4 

(section 4.2.2) and has been used in previous literature (e.g. Je et al., 2018; Redmond et al., 

2010; Schefrin et al., 1998). This fitting procedure constrains the slope of the first line to -1 

(following Ricco’s law), but allows the intercept of the first line, slope of the second line, and 

the breakpoint value to vary. The final estimated breakpoint value is used to represent 

Ricco’s area. Ricco’s area was estimated for each visual field location per participant, along 

with an associated R2 value in order to determine the goodness-of-fit of the two-phase 

regression line. 

11.2.3. OCT measurement 

OCT scans were acquired using a Zeiss Cirrus HD-OCT (Carl Zeiss Meditec, Dublin, 

CA). As measures of axial eye length (AEL) were required for correct scaling of the OCT 
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images, AEL was measured using an average of 5 readings from an IOLMaster (Carl Zeiss, 

Jena, Germany). Macula cube volume scans were taken from the target eye, comprising of 

200 x 200 A-scans. The scan angle was 20° x 20° degrees. Two images were taken, with at 

least a 7/10 quality rating (given by the instrument). The first scan was centred on the fovea 

(for reference only), and the second scan imaged the upper temporal quadrant of the 

retina, in order to ensure that the area of retina corresponding to the target region of visual 

field (in the lower nasal visual field; see Figure 11.1) was included. To do this, the scan was 

positioned on the retina so that the fovea was in the lower nasal corner of the OCT scan 

area. Eye-tracking was enabled to minimise the contribution of eye movements. Natural 

pupils were used, but all images were obtained with minimal room lighting to ensure 

maximum pupil size (which would thus allow the retina to be more easily imaged).  

11.2.3.1. OCT pre-processing 

The following processing steps were carried out in the Java-based image processing 

package Fiji, an open source distribution of ImageJ (Rasband; National Institute of Health, 

USA; Schindelin et al., 2012; Schneider et al., 2012). As images are initially inverted (i.e. with 

the foveal pit facing downwards), they are first vertically transformed. Vertical cropping was 

also completed to remove reflection artefacts that may occur due to stray light within the 

imaging system. By cropping the images so just the relevant structures remained (i.e. 

removing excess vitreous and post-choroid, so only the retina and choroid remained), the 

file size and thus processing times for subsequent steps are reduced.  

The image is then converted into TIFF format and loaded into OCT explorer software 

(The Iowa Reference Algorithms, Retinal Image Analysis Lab, Iowa Institute for Biomedical 

Imaging, Iowa City, IA; freely available for non-commercial research; e.g. Bogunovi et al., 

2015; Guo et al., 2017; Kang Li et al., 2006) for further analysis. Due to optics of both the 

instrument and participant’s eye, magnification effects influence the transverse plane of the 

OCT scans. In order to ensure accurate structural measurements from these scans, a 

correction for the individual’s AEL was performed (inaccuracy errors associated with not 

correcting for AEL are outlined by Odell et al., 2011). Lateral scaling for this was calculated 

as follows:  
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Whereby R is the ‘retina to nodal point’ distance, or vitreous chamber depth, A is the 

scan angle (in this case, 20°), and Np is the number of pixels in the scan. R can be calculated 

using the AEL as follows: 

; = 	 H#I= − 1.61.34 M 

Whereby AEL is the axial eye length in mm. By using these calculations, the image 

size in pixels can be converted to feature size in microns. 

This software was also used to complete automated segmentation of ten retinal 

layers (11 boundaries). For an illustration of these layers see Figure 11.2. In order to assess 

retinal layer thickness from just the area of the retina corresponding to the target 

peripheral region (see Figure 11.1), a circular mask was used. The radius of this mask was 

calculated as follows, in order to match the area stimulated by the pRF mapping stimulus: 

;>NAO7 = H=#M ∗ P; 

Whereby L is the image width in mm (which was scaled by the AEL above), A is the 

scan angle (in this case, 20°), and PR is the radius of the pRF stimulation area to be matched. 

This mask was centred to be 5.5° superior and 12.5° nasally from the centre coordinate of 

the fovea. Average GCIPL thickness was extracted from this region and taken forward for 

future analysis.  
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Figure 11.2 – Retinal layers segmented by OCT explorer software, reproduced from Terry et al., (2016). RNFL= 

retinal nerve fibre layer; GCL= ganglion cell layer; IPL= inner plexiform layer; INL= inner nuclear layer; OPL = 

outer plexiform layer; HFL/ONL= Henle’s fibre layer and outer nuclear layer; IS/OS= photoreceptor inner/outer 

segments; IS/OSJ= inner/outer segment junction; OPR= outer segment photoreceptor/retinal pigment 

epithelium complex; RPE= retinal pigment epithelium.   

 
11.2.4. MRI measurement  

11.2.4.1. MRI protocol 

The MRI data and associated protocol were discussed in detail in chapter 10. 

Briefly, fMRI retinotopy scans were acquired on a SIEMENS 7 tesla (7T) MRI scanner 

(1.5mm3 isotropic EPIs; TR= 1s, TE= 25ms, Flip angle= 55°, 35 slices, 192 x 192 matrix, 

multiband= 5). HRF mapping was undertaken with a 1.2mm3 resolution EPI (TR= 2s; TE= 

25ms; flip angle= 76°; 33 slices; FOV= 984 x 984). 

11.2.4.2. fMRI stimuli  

The stimulus used during the retinotopic mapping fMRI scans was been described 

previously (see Chapter 6, Chapter 7, and Chapter 10; for an illustration of the stimuli, see 

Figure 6.4).  

The haemodynamic response function (HRF) was mapped using stimuli described in 

Chapters 9 and 10.  
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11.2.4.3. Pre-processing and population receptive field mapping  

The pre-processing and structural analysis steps are outlined in Chapter 10. FMRIB 

Software Library (FSL) toolkit (http://www.fmrib.ox.ac.uk/fsl/), FEAT software packages 

(Jenkinson et al., 2012; Woolrich et al., 2001) and spm fMRI toolbox 

(http://www.fil.ion.ucl.ac.uk/spm/) was used for pre-processing.  

Segmentation and creation of an occipital lobe region-of interest was carried out in 

FreeSurfer software (Dale et al., 1999; Fischl, 2012).  

11.2.4.4. Population receptive field mapping  

Following methods development and the comparison of different software packages 

carried out in chapter 7 (section 7.6), population receptive field (pRF) mapping was 

undertaken within the SamSrf Matlab toolbox v.7 (available at https://osf.io/2rgsm/). The 

choice of software package for pRF mapping was discussed during methods development 

(Chapter 7). The pRF modelling process was the same has been described in Chapter 7 and 

10.   

11.2.4.5. Retinotopic map quality check and data filtering  

As discussed in more detail in Chapter 10 (section 10.2.8), to ensure the inclusion of 

only maps in which delineation would theoretically be possible, all central retinotopic maps 

were visually inspected for evidence of a fovea in the eccentricity map and polar angle 

reversals in the polar angle map, which are standard markers for manual retinotopic 

delineation (e.g. Sereno et al., 1995). After this process, one healthy control participant and 

ten glaucoma patients were excluded. Due to the data quality issues with the fMRI data, all 

pRF data then underwent the same filtering steps as discussed in section 10.2.8. As an 

overview, these filters were as follows: 

• Eccentricities samples were restricted to avoid edge effects. As only the peripheral 

region is being sampled for this analysis, these eccentricities were 8.7-17°. 

• Unrealistic pRF sizes below 0.5° were determined to be noise and removed. 

• Modelled pRFs with a β of 0 or less were also removed. 

• All results were thresholded so only fits with an R2 of 0.1 or above were included. 

• Only data corresponding to the lower nasal quadrant of the visual field (which 

should be represented within the dorsal visual areas) were included. 
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The final pRF sizes were averaged over peripheral eccentricities (8.7-17°) for V1-3d 

to produce a single peripheral pRF size value for each visual area.  

11.2.4.6. Visual area delineation  

As discussed previously, it was beneficial for this dataset to utilise an objective basis 

of delineating visual areas. This was due to inherent noise in the fMRI data leading to 

difficulties with manual delineation of the retinotopic maps with SamSrf v.7. (see Chapter 

7). It also aids in the clarification of the boundary between the area of peripheral 

stimulation in V2d and V3d, which is relatively ambiguous due to the relatively small 

amount of cortex stimulated (see Chapter 6). Therefore, a set of probabilistic surface-based 

labels for V1d, V2d, and V3d were generated on each individual’s structural data, modelled 

on an atlas described by Wang et al. (2015). This atlas was constructed using traditional 

retinotopic fMRI maps (which extended to an eccentricity of 30°). These labels were 

‘probabilistic’ in that they are defined by the likelihood of a given coordinate being 

associated with a given visual area. Specifically, the labels used were generated by a 

maximum probability topographic map. This is calculated by classifying each coordinate on 

the structural surface as the visual area it has the highest probability to be. Due to the atlas 

being based on retinotopic maps with a maximum eccentricity of 30°, these visual area 

labels are therefore expected to both include the area of peripheral stimulation used in the 

current study. To ensure that only cortex corresponding to peripheral vision was included, 

the visual areas (i.e. V1d, V2d and V3d) were divided into two even length segments along 

their long axis. This created a ‘central representation’ segment and a ‘peripheral 

representation’ segment. The peripheral segment corresponds to a visual field eccentricity 

of ~7°-30° of the lower nasal quadrant of the visual field, so will encompass the target 

region and was taken forward for further analysis. More precise estimation would require 

cortical magnification or clear peripheral retinotopic maps from all participants and manual 

estimation; using the current data, the boundary of the visual area may be ambiguous in 

some participants. By utilising structural estimates of the early dorsal visual areas, structural 

data could be extracted for all participants, even if, for example, the retinotopic map was 

excluded. 

Using these peripheral labels, FreeSurfer-generated statistics for grey matter cortical 

thickness (mm) and surface area (mm2) were extracted for each of the visual areas. 



Chapter 11. Modelling the contribution of retina and cortex structure and function to Ricco’s area  

  267 

11.2.5. PERG measurement 

The PERG protocol and associated data have been described in detail in Chapter 8. 

To summarise the key points here, onset-offset PERG responses were recorded for a range 

of spatial frequencies chosen during methods development (see Chapter 7). In order to 

produce a more spatially specific response, the luminance component of the response was 

subtracted from the PERG response for each spatial frequency (based on the PERG response 

to the 1.4 c/deg grating, which is assumed to be only driven by luminance, and the contrast 

attenuation factor; CAF; based on the methodology outlined by Drasdo et al., 1987), leaving 

the pattern-specific response (PSR). Using the onset peaks from the recorded PSRs plotted 

as a function of spatial frequency, a spatial tuning curve can be created. The preferred 

spatial frequency (i.e. the spatial frequency corresponding to the predicted peak response) 

of the spatial tuning curve is taken as an estimate of retinal receptive field size. 

11.2.6. Analysis  

Frequentist tests were carried out in Jasp v.011.1 (JASP Team, 2019). Multiple 

imputation was completed within the freely available open-source statistical environment, R 

(R core team, 2020), using the ‘mice’ package (v.3.12.0; Buuren & Groothuis-Oudshoorn, 

2011). Linear models were also computed in R, with the ‘lme4’ package v1.1 (Bates et al., 

2015).  

11.2.6.1. Ricco’s area in patients with glaucoma and healthy controls 

The first aim of the research was to test for a difference in Ricco’s area in glaucoma 

patients compared to that in healthy controls, as reported by Redmond et al., (2010) This 

was done as a way of validating the methods employed here. The four visual field locations 

in the region of interest in the inferior nasal field (Figure 11.1) were taken forward for all 

subsequent analysis. Firstly, the goodness-of-fit of the spatial summation functions was 

investigated. As each spatial summation function has an associated R2 value describing the 

strength of the relationship between DI and stimuli area, a repeated-measures ANOVA 

(Greenhouse-Geisser sphericity correction applied) was used to test if the level of goodness-

of-fit differed between visual field location or group. Then, in order to ensure that only 

spatial summation functions with good quality fits between the actual data and the two-
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phase regression lines were included in all analysis, the same criteria as discussed previously 

(Chapter 7) were employed. Thus, Ricco’s area values were only included if:  

1) The R2 goodness-of-fit value of the summation curves was above or equal to 0.9, 

which is a threshold that was been previously used to ensure good quality fit of 

spatial summation curves (e.g. Je et al., 2018; Redmond et al., 2010). 

2) The estimated Ricco’s area value was within the range actually presented (i.e. within 

of the range 0.01 - 2.27 deg2) to avoid including any spurious estimates. 

In order to address the first main aim, the surviving Ricco’s area estimates were then 

compared between glaucoma patients and healthy controls using a repeated-measures 

ANOVA (between-subject factor: group; within-subject factor: visual field location). The 

surviving data points were then averaged (i.e. unlogged, the mean taken, then re-logged) 

for future analysis. As this averaged metric was going to be taken forward, it was also tested 

for differences between glaucoma patients and healthy controls using a one-tailed 

independent samples Student’s t-test. A one-tailed, directional t-test were used as we had a 

clear hypothesis of the direction we expected the results to go (i.e. a larger estimate of 

Ricco’s area in glaucoma patients compared to controls) based on previous literature 

(Redmond et al., 2010).  

11.2.6.2. The contribution of retinal and cortical structure and function to Ricco’s area 

The second aim of the research described within this chapter was to investigate to 

investigate the contributions of retinal and cortical structure and function to the size of 

Ricco’s area in this cohort of glaucoma patients and age-similar controls. All variables were 

expressed as log(variable in linear terms) for subsequent analysis. 

As a first pass, relationships between all variables were investigated using Pearson’s 

r correlations in a cross-correlation matrix. The purpose of this initial investigation was to 

identify any possible interdependencies between variables that might be important for 

subsequent linear modelling. Specifically, relationships between the following variables 

were investigated: 

• Ricco’s area 

• The spatial frequency corresponding to the peak of the PERG spatial tuning curve 

• fMRI-derived measurements of pRF size in V1d, V2d and V3d 
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• OCT-derived measurements of GCIPL thickness 

• MRI-derived measurements of V1d, V2d and V3d surface area 

• MRI-derived measurements of V1d, V2d and V3d grey matter thickness 

As mentioned previously, an issue with the current dataset is that not all participants 

completed every experimental procedure. This missing data would lead to pairwise deletion 

of the whole participant during linear model analysis, leading to only those with a full 

dataset being analysed. In order to maximise the power obtainable from this dataset and 

fully utilise the data available, multiple imputation using chain equations (MICE; White et 

al., 2011) was used to impute missing data. This uses a distribution of observed variables 

(i.e. the non-missing data) to estimate a set of plausible values for the missing data (plus a 

random component). MICE generated these data imputations based on a set of imputation 

models, which can differ per variable; in this case, a linear regression model was used. This 

process starts with the variable missing the least data (in this case, OCT GCIPL thickness; 

11.7% missing), and ends with the variable with the most missing data (in this case, fMRI 

pRF sizes; 28.9% missing). Multiple imputation cycles were run for all variables in order to 

stabilise the result and create the final dataset. Following previous guidelines (White et al., 

2011), a general rule-of-thumb is to run the least the same about of imputation cycles as 

there are missing data for the variable with highest amount of missing data, which in this 

case in 28.9%. Thirty imputation cycles were therefore completed. To avoid bias, all 

variables were included in imputation. As Ricco’s area was the planned output variable of 

the following linear model (i.e. the variable to be predicted), no imputed data were used for 

this variable. Therefore, only participants who had Ricco’s area data, which had survived the 

data quality steps described above in at least one of the four visual field locations, were 

included in MICE and further analysis (34 healthy controls and 28 glaucoma patients).   

After an imputed dataset had been generated, the main aim could be addressed; 

namely, how receptive field size estimates at multiple neural locations contribute to Ricco’s 

area in this cohort of glaucoma patients and age-similar controls. To do this, two sets of 

models were created. As there were strong predictions for the direction of these effects, 

one-tailed analyses were performed. 

1. Firstly, the effects of the functional variables (fixed effects) on the size of Ricco’s 

area were investigated. Namely, the effect of peak spatial frequency of the PERG 
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spatial tuning curve, V1d pRF size, V2d pRF size, and V3d pRF size on Ricco’s area was 

investigated. It was hypothesised that all receptive field size variables would show a 

positive relationship with Ricco’s area (H1: beta>0). 

2. Secondly, the effect of structural measurements at these neural locations (fixed 

effects) on Ricco’s area was investigated. Specifically, the effect of OCT-derived 

measurements of GCIPL thickness, V1-3d surface area, and V1-3d grey matter 

thickness on Ricco’s area was investigated. It was hypothesised that both GCIPL 

thickness and cortical surface area would demonstrate a negative relationship with 

Ricco’s area (H1: beta<0), whereas cortical thickness would show a positive 

relationship with Ricco’s area (H1: beta>0). 

In both cases, visual inspection of residual plots was carried out to ensure no notable 

deviations from homoskedasticity or normality, which are assumptions of the model. 

Separate models were generated for glaucoma patients and controls in order to investigate 

whether any significant associations that may be found in healthy individuals may change in 

disease. Alternatively, relationships may not be apparent in healthy control data, which 

then become more apparent when the measurement range is extended in glaucoma. To 

ensure that use of imputed data introduced no bias to the models (as may occur if that data 

are not missing at random; White et al., 2011), models were rerun with only the complete 

dataset (i.e. participants who have data for each variables, with no imputed data). These 

models were examined to ensure that, in all cases, the estimate of each coefficient was 

similar in both dataset (e.g. went in the same direction) and similar shapes in the residual 

plots were seen.  

The code used for MICE and linear modelling is included in Appendix C. 

11.3. Results 

11.3.1 Ricco’s area between glaucoma patients and healthy controls 

11.3.1.1. Spatial summation curves 

No significant differences in R2 were found between group (F(1,64)= 3.240; p= 

0.077), visual field location (F(2.187, 139.960)= 1.276; p= 0.284), or the interaction term 

between group and visual field location (F(2.187, 139.960)= 0.217; p= 0.824). 
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In order to ensure that only those spatial summation functions with an acceptable fit 

were taken forward for future analysis, the criteria described above (section 11.2.6.1) were 

employed. In total (including all 66 participants who underwent psychophysical testing and 

all four visual field locations), there were 264 spatial summation functions. Out of these, 35 

had an R2<0.9, while 23 estimated a Ricco’s area value outside of the presented range of 

stimulus areas. There was a large overlap between these functions (i.e. a spatial summation 

functions that demonstrated a poor fit defined by one criterion also tended to have a poor 

fit as defined by the other criterion). Forty-three spatial summation functions were removed 

due to these criteria, leaving 221 spatial summation functions from 62 participants (28 

glaucoma patients and 34 healthy controls). 

Figure 11.3 illustrates a representative ‘good’ (i.e. with an associated R2>0.9) and 

‘bad’ (i.e. with an associated R2<0.9) fitting spatial summation curve for a glaucoma patient 

and healthy control to demonstrate the difference between a spatial summation function 

that would and would not be included based on the R2 criterion.  
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Figure 11.3 – Example spatial summation curves taken from individual participants, illustrating fits that would 

be above and below the R2 inclusion criteria for glaucoma patients and healthy controls. The top two plots are 

from healthy controls, while the bottom two plots are from glaucoma patients. The left two plots are 

representative spatial summation curves that would be above the 0.9 R2 goodness-of-fit cut off, whereas the 

right two plots are representative plots that would be excluded by this criterion. Exact goodness-of-fit values 

are given above each plot. All curves estimate a Ricco’s area (indicated by a red horizontal line) that is within 

the range of presented stimulus sizes, and so these spatial summation curves would not be excluded for this 

reason. All curves are from the same visual field location (12.73° eccentricity). 
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11.3.1.2. Estimates of Ricco’s area 

The relationship between eccentricity and Ricco’s area for the four target locations is 

illustrated in Figure 11.4 (panel A shows the individual level data while panel B shows the 

average data for glaucoma patients and healthy controls). As can be seen from these plots, 

there is a clear positive relationship between eccentricity and Ricco’s area estimate, which 

would be expected from previous literature under photopic conditions (e.g. Je et al., 2018). 

Also as expected from previous work (Redmond et al., 2010), the glaucoma group 

demonstrates larger Ricco’s area estimates compared to healthy controls across visual field 

locations. This was tested statistically using a repeated-measures ANOVA (between-subject 

factor: group; within-subject factor: visual field location). This found the effect of visual field 

location (i.e. eccentricity) on Ricco’s area to be statistically significant (F(3,135)= 5.528; p= 

0.001). However, statistical significance at the p= 0.05 level was not reached for group 

(F(1,45)= 0.790; p= 0.379) or the interaction term between group and visual field location 

(F(3,135)= 0.399; p= 0.754).  

The Ricco’s area estimates were then averaged across visual field locations (i.e. 

unlogged, the mean taken, and then relogged) to produce a single peripheral Ricco’s area 

value. To examine whether Ricco’s area was significantly enlarged in glaucoma patients 

compared to healthy controls, a one-tailed Student’s t-test was completed. It was found 

that glaucoma patients (Ricco’s area mean= -0.605; Standard Deviation [SD]= 0.306) had a 

statistically significant larger Ricco’s area compared to healthy controls (Ricco’s area mean= 

-0.736; SD= 0.255) in the mid-periphery (t(60)= -1.843; p= 0.035). 
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Figure 11.4 – Ricco’s area estimated (log stimulus area) as a function of eccentricity of the visual field location 

at which it was measured, split by group. Orange= Glaucoma. Blue= Controls. A) individual datapoints for each 

participant. B) group averages.  
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11.3.2. Cross-correlation matrix  

A cross-correlation matrix (Pearson’s r correlation coefficient) between experimental 
variables. The statistical values from this correlation matrix are detailed in  

Table 11.2 and also presented a heatmap in Figure 11.5. As expected, several 

relationships between structural cortical variables are seen, which may be driven in part by 

overall brain size. Specifically, V1d surface area was significantly and positively related to 

V2d surface area (r(56)= 0.471; p<0.001) and V3d surface area (r(56)= 0.366; p= 0.006). 

Additionally, V2d cortical thickness is positively associated with V3d cortical thickness 

(r(56)= 0.370; p= 0.005), as well as with V2d pRF sizes (r(45)= 0.310; p= 0.038). pRF sizes 

from V1d and V2d also demonstrated a significant positive correlation (r(45)= 0.302; p= 

0.043), possibly reflecting the relationship between surface area measurements in V1d and 

V2d.  

Interestingly, GCIPL thickness showed a significant relationship with several cortical 

measurements. GCIPL thickness was significantly and positively associated with V1d cortical 

thickness (r(50)= 0.358; p= 0.011) and also V3 pRF size (r(40)= 0.405; p= 0.009).  

Ricco’s area did not show a statistically significant correlation with any variable. 
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Table 11.2 – Pearson’s r correlation matrix. Significant correlations are bolded and underlined. PERG= pattern electroretinography; pRF= population receptive field; GCIPL= ganglion cell- inner 

plexiform layer. The dorsal regions of all visual areas (V1-3) sampled. *= p<0.05, **= p<0.01, ***= p<0.001 

Variable     Ricco’s area  PERG peak  V1 pRF  V2 pRF  V3 pRF  V1 surface  V1 thickness  V2 surface  V2 thickness  V3 surface  V3 thickness  GCIPL thickness  
1. Ricco’s area  

 
n 

 
— 

                       
  

Pearson's r  
 

— 
                       

  
p-value 

 
— 

                       

2. PERG peak  
 

n 
 

48 
 

— 
                     

  
Pearson's r 

 
-0.178 

 
— 

                     
  

p-value 
 

0.226 
 

— 
                     

3. V1 pRF  
 

n 
 

43 
 

37 
 

— 
                   

  
Pearson's r 

 
-0.133 

 
-0.016 

 
— 

                   
  

p-value 
 

0.395 
 

0.925 
 

— 
                   

4. V2 pRF  
 

n 
 

43 
 

37 
 

45 
 

— 
                 

  
Pearson's r 

 
-0.133 

 
0.101 

 
0.302 * — 

                 
  

p-value 
 

0.394 
 

0.553 
 

0.043 
 

— 
                 

5. V3 pRF  
 

n 
 

43 
 

37 
 

45 
 

45 
 

— 
               

  
Pearson's r 

 
0.042 

 
7.433e -4 

 
0.253 

 
0.134 

 
— 

               
  

p-value 
 

0.791 
 

0.997 
 

0.094 
 

0.382 
 

— 
               

6. V1 surface  
 

n 
 

52 
 

45 
 

45 
 

45 
 

45 
 

— 
             

  
Pearson's r 

 
-0.017 

 
0.084 

 
-0.193 

 
0.053 

 
-0.086 

 
— 

             
  

p-value 
 

0.906 
 

0.584 
 

0.205 
 

0.731 
 

0.574 
 

— 
             

7. V1 thickness  
 

n 
 

52 
 

45 
 

45 
 

45 
 

45 
 

56 
 

— 
           

  
Pearson's r 

 
-0.169 

 
0.163 

 
0.023 

 
0.108 

 
0.084 

 
0.011 

 
— 

           
  

p-value 
 

0.231 
 

0.284 
 

0.879 
 

0.479 
 

0.584 
 

0.934 
 

— 
           

8. V2 surface  
 

n 
 

52 
 

45 
 

45 
 

45 
 

45 
 

56 
 

56 
 

— 
         

  
Pearson's r 

 
-0.137 

 
0.170 

 
0.019 

 
0.310 * 0.136 

 
0.471 *** 0.012 

 
— 

         
  

p-value 
 

0.333 
 

0.264 
 

0.900 
 

0.038 
 

0.373 
 

< .001 
 

0.931 
 

— 
         

9. V2 thickness  
 

n 
 

52 
 

45 
 

45 
 

45 
 

45 
 

56 
 

56 
 

56 
 

— 
       

  
Pearson's r 

 
-0.132 

 
0.183 

 
-0.165 

 
-0.130 

 
0.041 

 
0.179 

 
0.226 

 
0.093 

 
— 

       
  

p-value 
 

0.352 
 

0.230 
 

0.278 
 

0.394 
 

0.788 
 

0.187 
 

0.094 
 

0.497 
 

— 
       

10. V3 surface  
 

n 
 

52 
 

45 
 

45 
 

45 
 

45 
 

56 
 

56 
 

56 
 

56 
 

— 
     

  
Pearson's r 

 
0.130 

 
0.268 

 
-0.131 

 
-0.217 

 
-0.205 

 
0.366 ** -0.037 

 
0.216 

 
0.146 

 
— 

     
  

p-value 
 

0.357 
 

0.075 
 

0.393 
 

0.153 
 

0.176 
 

0.006 
 

0.785 
 

0.110 
 

0.284 
 

— 
     

11. V3 thickness  
 

n 
 

52 
 

45 
 

45 
 

45 
 

45 
 

56 
 

56 
 

56 
 

56 
 

56 
 

— 
   

  
Pearson's r 

 
-0.050 

 
0.255 

 
-0.111 

 
0.169 

 
0.027 

 
0.018 

 
-0.007 

 
-0.026 

 
0.370 ** -0.065 

 
— 

   
  

p-value 
 

0.727 
 

0.090 
 

0.469 
 

0.268 
 

0.859 
 

0.895 
 

0.961 
 

0.851 
 

0.005 
 

0.635 
 

— 
   

12. GCIPL thickness  
 

n 
 

51 
 

48 
 

40 
 

40 
 

40 
 

50 
 

50 
 

50 
 

50 
 

50 
 

50 
 

— 
 

  
Pearson's r 

 
-0.137 

 
-0.047 

 
0.122 

 
0.037 

 
0.405 ** -0.136 

 
0.358 * -0.063 

 
0.238 

 
-0.179 

 
0.187 

 
— 

 
  

p-value 
 

0.339 
 

0.750 
 

0.453 
 

0.821 
 

0.009 
 

0.346 
 

0.011 
 

0.666 
 

0.097 
 

0.214 
 

0.194 
 

— 
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Figure 11.5 – Heatmap of Pearson’s r correlation matrix. Cool colours= more positive Pearson’s r; Warm 

colours= more negative Pearson’s r. PERG= pattern electroretinography; pRF= population receptive field; 

GCIPL= ganglion cell- inner plexiform layer. 

*= p<0.05, **= p<0.01, ***= p<0.001 

 
 
11.3.3. Modelling of retinal and cortical receptive field size contributions to Ricco’s area  

11.3.3.1. Functional model 

In order to investigate the contribution of receptive field sizes at the retina and V1-

3d to Ricco’s area, linear models were computed for both glaucoma patients and healthy 
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controls separately. With all models, residual plots were visually inspected and showed no 

notable deviations from homoscedasticity or normality. 

For healthy controls, this model was not statistically significant (F(4,29)= 1.34; p= 

0.279; R2= 0.156; R2Adj = 0.040). From the individual parameters, PERG peak spatial 

frequency did not significantly predict Ricco’s area in healthy controls (estimate = -0.289; 

95% confidence intervals [CIs]= -1.120, 0.537; p= 0.760). The effect of pRF size in V1d on 

Ricco’s area was also not statistically significant (estimate = -0.0003; 95% CIs= -1.095, 1.095; 

p= 0.500), nor was the effect of pRF size in V2d (estimate = -0.915; 95% CIs= -2.105, 0.275; 

p= 0.937), or V3d (estimate= 0.757; 95% CIs= -0.330, 1.845; p= 0.083). 

For glaucoma patients, the overall model was also not statistically significant (F(4,23) 

= 0.569; p = 0.688; R2= 0.090; R2Adj= -0.069). Looking at the individual parameters, PERG 

peak spatial frequency did not significantly predict Ricco’s area in glaucoma patients 

(estimate= -0.382; 95% CIs= -1.789, 1.025; p= 0.710). The effect of pRF size on Ricco’s area 

in V1d was also not statistically significant (estimate= -1.232; 95% CIs= -3.277, 0.812; p= 

0.888), nor was the effect of pRF size in V2d (estimate= -0.385; 95% CIs= -1.668, 0.899; p= 

0.729) or V3d (estimate= 0.523; 95% CIs= -1.305, 2.350; p= 0.280). 

All models were repeated with non-imputed data and a manual inspection found no 

marked changes in coefficient estimates or residual plots compared to models run with 

imputed data, suggesting that no bias was introduced with the use of imputed data. 

11.3.3.2. Structural models 

In order to investigate the contribution of retinal and cortical structure to Ricco’s 

area, linear models were computed separately for both glaucoma patients and healthy 

controls. With all models, residual plots were visually inspected and showed no notable 

deviations from homoscedasticity or normality. 

For healthy controls, the overall structural model did explain a significant amount of 

variance in Ricco’s area (F(7,26)= 3.048; p= 0.0176; R2= 0.451; R2Adj= 0.303). This suggests 

that this model explained 30.3% of variance in Ricco’s area values in this cohort of healthy 

controls. Looking at the individual one-tailed parameters, GCIPL thickness did not have a 

significant effect on Ricco’s area in healthy controls (estimate= 2.509; 95% CIs= 0.708, 4.309; 

p= 0.996). In terms of surface area measurements, no statistically significant contribution to 
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Ricco’s area was found in V1d (estimate= 0.350; 95% CIs= -1.336, 2.063; p= 0.663), V2d 

(estimate= -0.893; 95% CIs= -2.128, 0.342; p= 0.075), or V3d (estimate= 1.448; 95% CIs= 

0.593, 2.303; p= 0.999). In terms of average grey matter thickness between the different 

visual areas, no statistically significant contribution to Ricco’s area was found in V1d 

(estimate= -3.064; 95% CIs= -5.369, -0.759; p= 0.994), V2d (estimate= -1.499; 95% CIs= -

3.321, 0.324; p= 0.948) or V3d (estimate= 0.908; 95% CIs= -1.758, 3.574; p= 0.245). 

For glaucoma patients, the overall structural model did not explain a significant 

amount of variance in Ricco’s area (F(7,20)= 0.6172; p= 0.7356; R2= 0.178; R2Adj= -0.110). 

Looking at the individual one-tailed parameters, GCIPL thickness did not have a significant 

effect on Ricco’s area in glaucoma patients (estimate= -3.705; 95% CIs= -8.566, 1.156; p= 

0.064). In terms of cortical surface area, no statistically significant effect on Ricco’s area was 

found in V1d (estimate= 0.509; 95% CIs= -2.101, 3.119; p= 0.656), V2d (estimate= -0.342; 

95% CIs= -2.122, 1.439; p= 0.347), or V3d (estimate= -0.466; 95% CIs= -2.277, 1.345; p= 

0.299). In terms of cortical grey matter thickness, no statistically significant effect on Ricco’s 

area was not found in V1d (estimate= 0.6963; 95% CIs= -2.357, 3.749; p= 0.320), V2d 

(estimate= -1.635; 95% CIs= -5.096, 1.825; p= 0.832), or V3d (estimate= 1.106; 95% CIs= -

3.053, 5.086; p= 0.304).  

All models were repeated with non-imputed data and a manual inspection found no 

marked differences in the direction of coefficient estimates or residual plots compared to 

models run with imputed data, suggesting that no bias was introduced with the use of 

imputed data. 

11.4. Discussion 

The research described in this chapter was an investigation of how receptive field 

size at multiple neural hierarchies contribute to the size of Ricco’s area in glaucoma patients 

and age-similar controls. In order to estimate receptive field sizes at both the retinal and 

cortical level, spatial tuning curves (PERG) and pRF maps (fMRI) were measured 

respectively. In addition, the contribution of structural measurements (GCIPL thickness, 

cortical thickness, surface area) to Ricco’s area was also investigated with OCT and 

structural MRI.  
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The first aim of the research described here was to replicate previous results 

reporting an enlarged Ricco’s area in glaucoma patients compared to that in age-similar 

controls (Redmond et al., 2010). The expected increase in Ricco’s area with eccentricity (e.g. 

as in Wilson, 1970) was found in both groups. While glaucoma patients in this cohort also 

demonstrated an enlarged Ricco’s area on average when compared to healthy controls, this 

was not significant when tested using a repeated-measures ANOVA. This may be due to the 

fact that glaucoma patients may not demonstrate enlargement of Ricco’s area across all 

eccentricities due to localised retinal damage. Therefore, glaucoma patients would 

demonstrate greater variance than healthy controls, reducing the likelihood of finding a 

statistically significant difference. Alternatively, this may be due to the fact this test handles 

missing data via pairwise deletion, leading to a reduced sample size (pairwise deletion of 

participants with missing data left 16 glaucoma patients and 31 controls). When Ricco’s area 

values were averaged over the peripheral region, so that any participant with a least one 

well-fitting spatial summation function in the test region was included, glaucoma patients 

were found to have a significantly larger Ricco’s area value compared to healthy controls. 

This result therefore replicates the original finding reported by Redmond et al., (2010) in 

several different visual field locations within the mid-periphery.  

The second aim of this research was to investigate the contribution of retinal and 

cortical receptive field size and structural parameters to Ricco’s area in glaucoma patients 

and age-similar controls. To address this aim, multiple methodologies were utilised in order 

to measure retinal GCIPL thickness, retinal receptive field size, cortical receptive field size, 

and visual area cortical thickness and surface area (using OCT, PERG spatial tuning curves, 

fMRI pRF mapping and structural MRI respectively).   

 Relationships between these variables were initially explored using a Pearson’s r 

cross-correlation matrix. Several relationships were found between cortical structural 

measurements in the cross-correlation table, such as between V1-3d surface areas, 

replicating previous work (e.g. Song et al., 2015). This likely reflects an effect of overall brain 

size on the size of the visual areas as a whole. Specifically, larger brains have been found to 

be associated with smaller V1 surface areas (Schwarzkopf et al., 2011). If this relationship 

holds true across visual areas, this may explain the relationships between visual areas 

reported in the current study. Another significant finding was a positive association between 
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GCIPL thickness and V1 thickness in this sample of glaucoma patients and age similar 

controls (r= 0.358). Jorge et al., (2020b) found that V1 cortical thickness, ganglion cell layer 

(GCL) thickness, and inner plexiform layer (IPL) thickness all demonstrate a significant 

negative correlation with age in a sample of healthy participants aged 23 to 79 years old. 

Furthermore, they found that V1 thickness demonstrated a significant positive correlation 

with multiple retinal layers, including GCIPL, though suggested that this relationship may be 

mostly explained by age effects. In line with our results, other research has also suggested a 

link between GCIPL thickness and occipital lobe grey matter volume (Liu et al., 2016), 

though the use of volume as a structural metric prevents the separate effects of surface 

area and cortical thickness to be investigated, as was done with the current study. Jorge et 

al., (2020a) investigated the link between V1 cortical thickness and IPL thickness in a sample 

of AD patients and healthy age-, education- and sex-matched controls. They found that 

thicker IPLs were significantly associated with thicker V1 cortices, though this occurred only 

in the patient group. Overall, these studies highlight the relationship between GCIPL and V1 

cortical thickness, which was replicated here in a mid-peripheral region a sample of 

glaucoma patients and age-similar controls. Multiple studies have found decreased cortical 

thickness in glaucoma patients compared to that in healthy controls (Wang et al., 2016; Yu 

et al., 2014, 2015), which was related to other retinal structures, namely cup-to-disc ratio 

(Wang et al., 2016) and retinal nerve fibre layer thickness (Yu et al., 2015). The relationship 

between V1d surface area and GCIPL thickness in glaucoma should be further interrogated 

by investigating the relationship between GCIPL thickness at both central and peripheral 

regions compared to cortical thickness of the corresponding area of V1. Considering that 

glaucoma is primarily a peripheral disease and had previously demonstrated reduced grey 

matter volume at the anterior portion of V1 (corresponding to peripheral regions; Zhang et 

al., 2015), it may be predicted that this relationship would be particularly strong in the 

periphery.  

Linear models were then used to investigate the contribution of receptive field size 

at the retina and cortex to Ricco’s area values. Relationships within healthy controls and 

glaucoma groups were tested for separately. Similar results were found in each group, with 

neither retinal receptive field sizes (estimated using PERG spatial tuning curves) nor V1-3d 

cortical pRF sizes significantly explaining variation in Ricco’s area. The initial hypothesis 
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could not, therefore, be accepted on the basis of these data. This apparent disconnect 

between pRF sizes and psychophysical results has been found in previous research. For 

example, Welbourne et al., (2018) investigated the relationship between psychophysically 

measured spatial selectivity and pRF size in achromatic, L-M-cone, or S-cone isolating 

conditions. They found that, despite psychophysical responses to achromatic stimuli 

demonstrating a bias for higher spatial frequencies compared to the chromatic stimuli, 

there was no difference in pRF sizes in either the chromatic or achromatic conditions. The 

authors suggest that this may be due to the population of simple verses complex cells that 

contribute to the pRF signal. The individual contribution of these cell types may be 

indistinguishable in the BOLD signal, as it mostly reflects local field potentials (Logothetis et 

al., 2001). The relationship between spatial tuning and receptive field size is present in 

simple cells but breaks down with complex cells (Movshon et al., 1978). It is possible that a 

contribution of complex cells may also explain the lack of relationship between Ricco’s area 

and pRF size in the current study. This may be better addressed using stimuli that 

specifically target spatial tuning of cortical cells rather than pRF size (e.g. population spatial 

frequency tuning mapping; Aghajari et al., 2020). Calderone et al. (2013) also report a 

disconnect between psychophysical and fMRI results, in that psychophysically-measured 

contrast sensitivity deficits present in schizophrenia patients compared to those in controls 

were not reflected in fMRI responses to the same stimuli. However, the psychophysical 

results were reflected in electrophysiological steady-state visual evoked potentials. This may 

suggest that while the psychophysical results may reflect the underlying neural activity, this 

relationship is obscured by the metabolic and neurovascular process that connect neural 

activity to BOLD fMRI signal.  

One of the possible reasons for the lack of association found between Ricco’s area 

and peak spatial frequency from the PERG spatial tuning curve is the region of retina 

sampled. Due to the inherently small signal afforded by PERGs, a relatively large region of 

retina needs to be stimulated in order to obtain a useable signal. In the current study, a 

sizeable region of the mid-periphery was sampled in order to gain sufficient PERG signal for 

comparison with our other measures. The caveat was that this region was much larger than 

that region within which Ricco’s area was measured and thus, in patients with early 

glaucoma, localised defects may have had less influence on the measurement than 
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surrounding healthy regions. This, in turn, may have limited the glaucoma signal with the 

PERG, i.e. the difference in the measure between patients and healthy controls, and thus 

the ability to precisely relate PERG features to psychophysical and objective measures. 

However, efforts were made to limit the boundaries of the stimulated region to those most 

likely to be affected in glaucoma while maintaining sufficient signal. Another potential issue 

(as mentioned previously in the discussion section of Chapter 10) is differences between 

stimuli used in the psychophysics, fMRI and PERG experimental tests. Stimuli used in the 

determination of detection thresholds and subsequently the estimation of Ricco’s area have 

a brief presentation duration and only those neural units with the highest sensitivity 

determine threshold. The stimuli for PERG and fMRI however, have 100% contrast and are 

substantially supra-threshold, in order to ensure sufficient SNR in the elicited signal. These 

stimuli are more likely to be detectable by neural units with lower sensitivity than those that 

are sensitive enough to mediate vision near threshold. There may therefore be different (or 

different proportions of) neuronal sub-populations contributing to the signals. On the other 

hand, similar pRF sizes in a subsample of glaucoma patients and healthy controls were 

found when compared traditional high-contrast and 20% contrast pRF stimuli in an 

exploratory study in Chapter 10. However, it is possible that differences would have been 

found if the contrast was reduced further to threshold (e.g. 2%).  

Another possible contributor to the lack of a statistically significant association 

between the functional variables in this study is the level of noise in the imaging 

methodologies used, which may arise from different sources depending on the particular 

methodology. For example, the BOLD signal relies on numerous physiological factors (e.g. 

basal cerebral blood flow; Brown et al., 2003; Cohen et al., 2002; Stefanovic et al., 2006; for 

further discussion, see Chapters 4 and 9), which can in turn be influenced by numerous 

external factors, such as caffeine intake (e.g., Addicott et al., 2009; Perthen et al., 2008), 

time of day (e.g. Conroy et al., 2005; Elvsåshagen et al., 2019), or amount of sleep (e.g. 

Elvsåshagen et al., 2019). While it seems unlikely that these factors would differ between 

groups (i.e. healthy controls compared to glaucoma patients) and the influence of these is 

somewhat controlled for by the use of individual HRFs for convolution, it is possible that 

varying levels in these external factors could lead to increased variation in some of the 

physiological processes underlying the BOLD signal, leading to within-group noise in the 
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dataset. Similarly, the PERG signal is relatively small and can be noisy, varying with factors 

such as exact placement under the lower fornix, which is difficult to standardise between 

participants. It is possible that these sources of noise in the different methodologies caused 

an increased difficulty in detecting a statistically significant relationship between the 

experimental variables.  

Finally, it should also be considered that, though evidence suggests that there is a 

cortical contribution to Ricco’s area, this may not lie in the early visual areas tested in this 

study. These locations (i.e. v1-3) were initially considered as Pan and Swanson (2006) 

highlighted the importance of orientation-sensitive cortical pooling processes in the 

processing of perimetric stimuli, which start to become prevalent in V1 (e.g. Hubel & Wiesel, 

1959). However, it is possible that the cortical contribution to Ricco’s area lies higher up the 

cortical visual hierarchy. For example, glaucoma patients demonstrate reduced cerebral 

blood flow and functional connectivity across the brain, including extra striate visual areas 

(involved in the ‘what’ and ‘where’ visual streams; Wang et al., 2018, 2020) and executive 

function networks (Wang et al., 2020). These results may therefore suggest that a more 

thorough investigation of pRF sizes across the cortex is necessary in glaucoma patients, with 

direct comparison to Ricco’s area.  

Models were then created to investigate the contribution of structural measures to 

estimates of Ricco’s area. Similar to the investigations of the contribution of functional 

measures to Ricco’s area described above, no significant effects of structural measures were 

reported in either group. This may be due to the range of glaucoma severities included. As 

the majority of participants had early glaucoma (as enough residual vision had to be present 

for the retinotopic fMRI mapping to be completed), it is possible that there was an 

insufficient range of values (e.g. in Ricco’s area and GCIPL thickness) for relationships to be 

identified. The absence of a statistically significant relationship between GCIPL thickness and 

Ricco’s area could also reflect the fact that, as noted by Redmond et al., (2010), the 

relationship between RGC density (using peripheral grating acuity as a surrogate marker) 

and Ricco’s area was relatively weak.   

An interesting note is that, while the individual parameters did not show a significant 

association in the hypothesised direction, the structural model for Ricco’s area in healthy 

controls (but not glaucoma patients) was statistically significant overall. An examination of 
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the estimates and CIs for the individual parameters suggest that this may be driven by GCIPL 

thickness, V3d surface area, and V1d cortical thickness, which show estimates in the 

opposite direction as was hypothesised (with CIs that do not cross zero). This is counter to 

what may be predicted based on previous research; for example, smaller surface area and 

larger cortical thickness are associated with lower visual acuity (Song et al., 2015), and 

acuity is inversely related to spatial summation. It therefore appears contradictory that 

smaller surface area and larger cortical thickness would be statistically associated with a 

smaller Ricco’s area in the healthy control sample described here. However, this could 

reflect a possible constant number of cortical cells underlying Ricco’s area (possibly 

determined in turn by the underlying number of RGCs that underlie Ricco’s area, which is 

suggested to be ~14 [Kwon & Liu, 2019] or 31 RGCs [Swanson et al., 2004] depending on the 

model). Larger visual areas have a larger number of neurones, but at a lower density, with 

more non-neural cortical tissue between neuronal soma (de Sousa et al., 2010; de Sousa & 

Proulx, 2014). Ricco’s area may therefore reflect the density of neurones within the visual 

cortex, a relationship which then breaks down in disease (possibly due to other 

compensatory mechanisms leading to the increase in Ricco’s area). However, as the models 

described by Kwon and Liu (2019) and Pan and Swanson (2006) specifically investigate and 

find evidence for V1 cortical pooling mechanisms, this would not explain why the 

association between surface area and Ricco’s area was found for V3d and not V1d in the 

current study.  

A possible limitation to these data is the previously described noise in the pRF data 

(see Chapter 7 and 10). For example, the slope of the relationship between pRF size and 

eccentricity in healthy controls appears to be less than that found in previously published 

research. Also, glaucoma patients demonstrated a higher level of exclusion due to poor 

retinotopic maps compared to healthy controls. This may suggest that in general, the 

glaucoma patients in this cohort had noisier fMRI data than healthy controls, possibly due to 

lower SNR across the visual system. It is also possible that cortical receptive fields in 

glaucoma demonstrate a deviation from the 2D Gaussian model commonly used in pRF 

modelling, which may better represent pRF models in healthy controls. If, for example, the 

underlying pRF in glaucoma demonstrates a more elongated shape, this may not be 

discernible when modelling with a Gaussian fit and may only be reflected as poorer model 
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fits. It may then be beneficial to investigate this issue using less rigid pRF mapping, such as 

multivariate Gaussian models (which allows for modelling of horizontal and vertical pRF 

axis) or model-free approaches. It should also be reiterated that substantial noise in pRF 

data was found across both groups, which lead to difficulties with visual area delineation 

(described in Chapter 7). 

Overall, the data described in this chapter do not provide evidence to support the 

initial hypothesis that cortical receptive field sizes would make a significant contribution to 

determining the size of Ricco’s area. However, this is not to say that evidence has been 

found against a contribution of retinal or cortical receptive field size to Ricco’s area. With 

the evidence for both a cortical and retinal contribution to Ricco’s area in mind, as well as 

the sources of noise described in these data, it is possible that this noise is obscuring 

underlying relationships in the data, despite steps taken to minimise this (e.g. pRF software 

selection in Chapter 7). However, the finding of an increased steepness in the relationship 

between V1d pRF size and eccentricity in glaucoma patients compared to controls warrants 

further investigation. In addition, several cortical modelling approaches have been 

suggested that may better reflect the underlying relationship between cortical receptive 

field sizes and Ricco’s area. 
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Chapter 12 – Overall discussion and future work 

12.1. Overall discussion 

The main aim of this thesis was to investigate the contribution of retinal and cortical 

receptive field size to Ricco’s area in a sample of glaucoma patients and age-similar controls. 

Ricco’s area has been found to enlarge in glaucoma compared to healthy observers in both 

chromatic and achromatic pathways (Redmond et al., 2010). As outlined at multiple points 

throughout this thesis (specifically Chapter 3), while Ricco’s area was traditionally thought 

to reflect retinal receptive field size, several lines of evidence suggest that there may be a 

substantial cortical contribution. Pan and Swanson (2006; Swanson et al., 2004) describe a 

two-stage neural model for spatial summation across perimetric stimuli and demonstrate 

that only by including cortical pooling by multiple spatial mechanisms (as opposed to retinal 

ganglion cell [RGC] probability summation alone) can perimetric spatial summation be 

explained. The studies described in this thesis interrogated receptive field size across the 

visual pathway in a sample of glaucoma patients and healthy age-similar controls in order to 

investigate the factors that determine the size of Ricco’s area. 

Prior to investigating cortical receptive field sizes within this clinical cohort, 

development of the associated method was carried out within Chapter 6 and Chapter 7. Due 

to field of view and space restrictions within the 7 Tesla (7T) magnetic resonance imaging 

(MRI) environment, mapping of cortical receptive field sizes (via population receptive field 

[pRF] mapping; Dumoulin & Wandell, 2008) had to be completed in two separate runs; one 

for central vision (mapping out to 5.5°) and one for a region in the mid-periphery (7.7 to 

18.7°), which was also targeted with other objective imaging methodologies later in the 

thesis. Mapping the periphery with pRF mapping in this way was completed successfully in a 

sample of healthy young adults.  

Several issues were brought to light during this pRF methodology development, 

which was later addressed in further methods development in Chapter 7. For example, the 

original pRF mapping run was quite long at ~7.5 minutes per run (mapping both central and 

peripheral vision would therefore take ~15 minutes, and this was typically repeated at least 

twice) so multiband imaging was introduced in Chapter 10 to cut time and help reduce 
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participant fatigue in the older sample. This cut the time for a single run to ~2.5 minutes. 

After initially analysing pRF data from the clinical cohort with SamSrf v.5., it was also 

discovered that several issues may limit interpretation of this data, such as erroneous 

estimation, in many cases, of pRFs centred outside of the stimulation area. Multiple 

software packages were therefore investigated (SamSrf v.5., SamSrf v.7., and AFNI) in a 

small sample of healthy controls and it was decided that SamSrf v.7. was most appropriate 

for this dataset. However, substantial noise was discovered within the data, which lead to 

the need for stringent data quality criteria (discussed in Chapter 10). This noise in the final 

maps led to difficulties in using the standard approach of manual parcellation of the 

retinotopic maps. Manual delineation of visual areas (e.g. V1-3) is commonly carried out on 

smoothed retinotopic maps in order to smooth over gaps in the map and make important 

features (such as polar angle phase reversals or the foveal eccentricity gradient; e.g. Sereno 

et al., 1995) easier to distinguish. However, the low SNR of this dataset led to this 

smoothing removing such features from the maps, despite being visible in the unsmoothed 

maps. An additional issue with manual delineation was that the boundary between the 

peripheral regions of V2 and V3 was difficult to delineate in most participants, as the 

stimulated region is close to the horizontal meridian and a relatively small amount of the 

cortex is stimulated. Probabilistic visual area labels based on the individual structural scans 

and the atlas described by Wang et al., (2015) were therefore used in the main pRF 

investigations in the glaucoma cohort.  

As part of these early experiments, associations between pRF size and myopia were 

also investigated by extending the original healthy young adult sample to include additional 

participants with high refractive error (i.e. 7.00+ dioptre refractive error). A significant 

correlation was found between pRF centre size and refractive error/axial eye length, despite 

MR-safe vision correction, suggesting that more myopic participants demonstrate larger pRF 

sizes, especially in the periphery. This result suggests that myopia is an important factor to 

consider in future visual MRI studies, especially when examining pathologies that may be 

associated with a higher myopia rate as this may confound results despite visual correction. 

This finding may be due to the output from the retina changing with myopia despite 

refractive error correction (e.g. due to retinal stretching), consistent with studies showing 

that Ricco’s area also varies with myopia with spectacle correction (Stapley et al., 2020). In 
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the main glaucoma cohort, an exclusion criterion was therefore put in place to exclude 

participants with a refractive error greater than 6 dioptres.   

Chapter 8 described research investigating retinal receptive field sizes in glaucoma 

compared to healthy controls. To do this, pattern electroretinography (PERG) spatial tuning 

curves were measured, with the predicted peak used to generate an estimate of average 

retinal receptive field size for the stimulated area. Furthermore, following methodology 

outlined by Drasdo et al. (1987), the component of the PERG response that was purely 

elicited by luminance was removed from each PERG response, leaving the pattern-specific 

response (PSR). It is suggested that the PSR better reflects spatially-selective RGCs (Drasdo 

et al., 1990). It was found that the peak of the generated spatial tuning curve was at a 

statistically significantly lower spatial frequency (in cycles per degree) in glaucoma 

compared to controls, suggesting slightly larger retinal receptive field sizes, possibly due to 

compensatory effects of surrounding cells (as discussed in Chapter 8). It was also found that 

the amplitude of the spatial tuning curve was significantly decreased in glaucoma patients 

compared to controls. This PERG amplitude was also found to explain a significant amount 

of variation in perimetric sensitivity. This supports previous findings suggesting a loss of 

PERG amplitude in glaucoma patients compared to controls (e.g. Almrcegui Lafita et al., 

1997; Bach & Hoffmann, 2008; Bobak et al., 1983; Ganekal et al., 2013; Hiss & Fahl, 1991; 

Tiryaki Demir et al., 2015; Uclés et al., 1997; Viswanathan et al., 2000; Wanger & Persson, 

1983), likely due to damage and degeneration of spatially-selective RGCs.  

Before discussing the research into the cortex in glaucoma, it should be noted that 

any findings of differences in cortical responses between healthy controls and glaucoma 

patients do not necessarily represent pathological cortical processing (i.e. a direct impact of 

glaucoma on the cortex), but may instead represent normal processing of pathological input 

from the retina. Multiple studies, including that reported in Chapter 8, have reported a 

decrease in electrophysiological amplitude in the retina (e.g. Bach et al., 1988; Fortune et 

al., 2007; Karaśkiewicz et al., 2014; Korth et al., 1989; Salgarello et al., 2018), potentially due 

to RGC cell death. However, even before cell death, RGC output may be altered, such as due 

to the shrinking of the dendritic tree (Morgan, 2002) or a change in spatial tuning (Chapter 

8). This change of retinal processing in glaucoma will inevitably be reflected in the cortical 

responses to this input, such as a lower blood oxygen-level dependant (BOLD) signal in 
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response to visual stimuli in glaucoma patients versus healthy controls (e.g. Duncan et al., 

2007; Murphy et al., 2016; Wuerger et al., 2015). In response to this lowered input (from 

RGC dysfunction or reduced density), cortical cells may summate over a larger number of 

retinal cells in order to retain the same SNR or number of spikes (Kwon & Liu, 2019; Pan & 

Swanson, 2006). It was hypothesised that an increased summation in the cortex in glaucoma 

may contribute to the enlargement of Ricco’s area in glaucoma patients compared to 

healthy controls. This was therefore investigated in this thesis using population receptive 

field (pRF) mapping methodology.  

During pRF mapping in the sample of glaucoma patients and age-matched controls, 

individual HRF mapping was completed and used for convolutions. Although no group level 

differences in HRF time-to-peak (TTP) or full-width-at-half-maximum (FWHM) were found in 

Chapter 9, a substantial amount of inter-participant variability was noted. Variation in these 

parameters can directly impact pRF mapping estimates, with larger FWHMs associated with 

smaller pRF estimates in V1-3 in the same dataset, though the relative pRF sizes between 

visual areas was consistent across FWHM values (see Appendix C of Dumoulin & Wandell, 

2008). Given this relationship between the HRF fit parameters used in convolution and the 

final pRF estimates, more accurate pRF estimates are expected if the HRF parameters more 

closely resemble the individual’s underlying HRF. By doing so with the pRF mapping data 

described in Chapter 10 and Chapter 11 therefore, this potential source of extra variation in 

the data is accounted for. 

Chapter 10 describes research investigating pRF sizes in glaucoma patients compared 

to healthy age-similar controls. It was found that glaucoma patients demonstrated a 

significantly steeper relationship between pRF size and eccentricity compared to controls, 

mainly due to smaller pRF sizes in central vision in glaucoma patients compared to healthy 

controls (see Figure 10.6Figure 10.8). This is opposed to our initial hypothesis, which was that 

pRF sizes would enlarge in glaucoma patients compared to controls, following suggestions 

of a cortical contribution to the size of Ricco’s area in glaucoma (discussed in Chapter 3, 10, 

and 11) and following suggestion of larger receptive field sizes by some early work into this 

question (Liu et al., 2007).  

One of the possible reasons for this unexpected finding was the type of stimuli used 

in our pRF mapping, which is different to that commonly used to measure Ricco’s area. The 
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stimuli used in the main study described in Chapter 10 employed high contrast retinotopic 

stimuli, as is most commonly used in such pRF mapping experiments. The advantage of this 

is that, due to this high contrast and the range of spatial frequencies involved, a broad range 

of neurones are stimulated and thus the BOLD signal has a higher SNR than would otherwise 

be elicited. However, this also means that if there are any differences in glaucoma patients 

compared to controls in specific neural sub-populations, they may be overshadowed by the 

majority and difficult to discern. Additionally, a high-contrast stimulus could perhaps also 

have the effect of over-saturating larger receptive field sizes that usually have a higher 

sensitivity than smaller receptive fields (at the expense of resolution). If it is the case that 

certain ‘compensatory’ receptive fields are enlarging in glaucoma (as is suggested by the 

enlarged Ricco’s area), it could be that they become saturated by the high-contrast stimulus 

and don’t contribute to the stimulus response. The effect of this would be that only smaller 

pRFs would be measurable by our routine. In order to investigate this possibility, pRF 

mapping was repeated with 20% contrast retinotopic stimuli in a small sample of glaucoma 

patients and healthy controls in an exploratory study. However, similar results to the high-

contrast stimuli were found, with glaucoma patients demonstrating reduced pRF size in 

central vision. This work therefore suggests that similar neural sub-populations were being 

stimulated by both high contrast and low contrast natural scene pRF mapping stimuli and 

provides a replication of the main result using low contrast pRF mapping stimuli. 

In order to address the main aim of this thesis, which was to investigate the 

contribution of cortical and retinal receptive field size to Ricco’s area in this sample of 

glaucoma patients and age-similar controls, linear models were created (as described in 

Chapter 11). Relationships within healthy control and glaucoma patient groups were 

examined separately. Neither retinal or cortical (V1-3d) receptive field size estimates were 

found to be predictive of Ricco’s area, in either glaucoma patients or controls. While this 

was against our initial hypotheses, it is similar to multiple previous studies that report a 

disconnect between pRF sizes and psychophysical results. For example, Welbourne et al., 

(2018) found that, despite behavioural responses to achromatic stimuli demonstrating a 

bias for higher spatial frequencies compared to the chromatic stimuli, there was no 

differences in pRF sizes in either the chromatic or achromatic conditions. This disconnect 

may be due to the contribution of complex cells in the cortex to the BOLD signal, which, 
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unlike simple cells, show a weak relationship between spatial tuning and receptive field size 

(Movshon et al., 1978). Additionally, a fundamental characteristic of pRF mapping is that it is 

based on a population of neurones, so changes to smaller numbers of cortical receptive 

fields may be lost. In terms of the PERG, it may also reflect that PERG is a relatively global 

measure, whereas Ricco’s area is measured at specific locations in the retina.  

12.2. Overall conclusions 

The main aim of this thesis was to investigate the contribution of cortical and retinal 

receptive field sizes to the size of Ricco’s area in a sample of glaucoma patients and age-

similar healthy controls. However, the data described in this thesis do not support the 

contribution of cortical or retinal receptive field sizes to Ricco’s area, despite evidence from 

models of perimetric spatial summation mechanisms (Pan & Swanson, 2006; Swanson et al., 

2004). On the other hand, this result should not be taken as suggesting evidence against a 

contribution of retinal or cortical receptive field size to Ricco’s area. With the evidence for 

both a cortical and retinal contribution to Ricco’s area in mind, as well as the sources of 

noise described in these data, it is possible that this noise is obscuring underlying 

relationships in the data, despite steps taken to minimise this (e.g. pRF software selection in 

Chapter 7). Several possible future avenues have been highlighted by the work described 

here, which may better characterise the relationship between cortical receptive field sizes 

and Ricco’s area. 

12.3. Future work 

12.3.1. Attention modulation in glaucoma 

As mentioned above, one of the findings from Chapter 10 was that glaucoma 

patients demonstrated a statistically significantly steeper relationship between pRF size and 

eccentricity compared to controls, possibly driven by smaller pRF sizes in central vision in 

glaucoma patients compared to healthy controls (see Figure 10.6Figure 10.8). One of the 

possible explanations for this is an enlargement of the area of the retinotopic map 

corresponding to central vision, which is supported by previous research (Zhou et al., 2017). 

Each voxel would represent a smaller percentage of the visual field if central representation 

was spread over a larger amount of cortex, leading to smaller pRF sizes. As attention to a 

particular location leads to a shift in pRF position preference (i.e. the position in the visual 
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field that a pRF responds to) to that location (e.g. Klein et al., 2014, 2018; Luck et al., 1997; 

Womelsdorf et al., 2008), it may be that glaucoma patients show enhanced attentional 

modulation towards central vision to compensate for peripheral vision loss. In support of 

this, attention modulation of BOLD responses have been found to increase in inherited 

peripheral degeneration in response to the same attentional task (Ferreira et al., 2019). The 

effect of attention modulation on BOLD responses and pRF position preference should 

therefore be investigated in a sample of glaucoma patients and healthy controls to 

investigate this as a possible reason for the results described in Chapter 10. 

12.3.2. Spatial tuning stimuli 

One of the possible suggestions for the lack of relationship between pRF sizes and 

psychophysical measurements is the population of simple verses complex cells that are 

contributing to the BOLD fMRI signal. The contribution of such cells may be indistinguishable 

in the BOLD signal, as it mostly reflects local field potentials within the cortical tissue 

(Logothetis et al., 2001). The relationship between spatial tuning and receptive field size is 

present in simple cells but breaks down with complex cells (Movshon et al., 1978). An 

analysis that specifically investigates the spatial tuning of cortical neuronal populations may 

therefore be a more sensitive probe of the cortical mechanisms underlying Ricco’s area. For 

example, a model-driven methodology (termed population spatial frequency tuning 

mapping) has recently been discussed that specifically maps spatial tuning bandwidth across 

the cortex (Aghajari et al., 2020). 

12.3.3. Alternate pRF models 

Multiple different pRF models have been utilised in the literature as an alternative to 

the single 2D Gaussian utilised in the glaucoma cohort described in Chapters 8-11. For 

example, as described previously (e.g. Chapter 4), a Difference-of-Gaussian (DoG) model 

allows for the investigation of inhibitory surrounds in the cortex and thus explain a larger 

about of variance in the retinotopic signal (Zuiderbaan et al., 2012). While the size of the 

cortical receptive field centre was assumed to be most reflective of the cortical pooling 

mechanisms underlying Ricco’s area, analysis using a DoG model would allow for the 

configuration of pRFs and their associated contribution to psychophysical phenomena to be 

more fully investigated.   
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Additionally, it should be kept in mind that the underlying orientation sensitive 

neurones in the early cortical areas are elongated in shape, rather than the DoG receptive 

field organisation found in the retina (Hubel & Wiesel, 1959, 1962, 1968; Kuffler, 1953; Lee, 

1996). It is when averaging over all receptive fields within a voxel, as is done with pRF 

mapping, that a Gaussian shape can be used to model the response. However, work using 

elongated Gaussian pRF models have suggested that the degree of radial bias for the long 

axis of pRFs better reflects the underlying orientation sensitivity (Merkel et al., 2020). As the 

model from Pan and Swanson (2006) suggests that spatial summation over perimetric 

stimuli can only be explained by considering cortical pooling by orientation sensitive 

receptive fields, it may be that this method of modelling pRF responses would better tap 

into the cortical mechanisms underlying Ricco’s area. 
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Appendix A – Examples of visual field plots 

 
Appendix A – Examples of the visual field deficits in a representative group of glaucoma 
patients recruited for the studies outlined in this thesis. Greyscale values calculated and 
generated by the ZEISS Humphrey Field Analyser 3 perimeter.  
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Appendix B – Fourier analysis MATLAB code 

function [Final] = FourierAnalysisGeneric_v1(data, ppt, Time) 
  
% Fourier Analysis - Smooths ERG data and corrects for drift. Eyeblink 
% artefacts should be already removed. 
% Melissa E Wright, Tom Margrain 
  
  
% Inputs: 
  
% Data - Matrix of data to be analysed. Each column is taken as a seperate 
% timecourse.  
% Time - Associated timecourse 
% ppt - participant (ppt id) for saving 
% Produces matlab variable with timecourse and smoothed waveforms in the 
% correct order, plot with amplitude of 12 harmonics, matrix with harmonic 
% amplitude and phase, spatial tuning curve peaks. 
% Saves in same file as data reading 
  
  
% 11/01/19 - changed so produces harmonic power and ability to alter 
% number of harmonics 
% Fourier analysis - Currently 12 harmonics - 5Hz each harmonic (e.g. 
% Harmonic one seperates power at 5Hz, Harmonic two seperates power at 10 
% Hz etc...)  
  
%% Parameters - Set these up first! 
  
NumSteps = 1;  
% Number of steps/Time courses being analysed in single participant  
% (Entered in the 'data' input 
Harm = 21;  
% Number of harmonics wanted. The power in each of these will be plotted 
Filter = 10;  
% Top number of harmonics wanted in final data. This acts as a low-pass  
% filter, removing those higher frequencies. For a more strict filter, 
% lower this number (so only lower freuqncies with pass). 
%Time = [-10:0.5:199.5]';  
% Timepoints matrix.  
TimeBase = 210;  
% Full length of time in timecourse 
Base = 200;  
% Length of time post-onset 
  
  
Data = [Time data];  
% Puts data together. Also acts as a check that there is the corresponding  
% number of datapoints to timepoints. 
[row col] = size(Time); 
  
  
%% Finds Averages for pre-stimulus time and final 5ms (depending on 
timescale), 
% then corrects to zero 
  
StartAv= zeros(1,NumSteps); 
EndAv = zeros(1,NumSteps); 
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if NumSteps == 1 
     StartAv(:,(1)) = (mean(Data(1:20,2))); 
    EndAv(:,(1)) = (mean(Data((row-20):end,2)));    
else 
    for i= 2:(NumSteps+1) 
    StartAv(:,(i-1)) = (mean(Data(1:21,i))); 
    EndAv(:,(i-1)) = (mean(Data((row-20):end,i))); 
    end 
     
end  
  
ZeroDrift = zeros(row,NumSteps); 
  
for i = 1:row 
for dd = 2:(NumSteps+1) 
ZeroDrift(i,(dd-1)) = (Data(i,dd)-StartAv(dd-1))+(Data(i,1)*(StartAv(dd-1)-
EndAv(dd-1)))/Base; 
end 
end 
  
%% Find Degrees and Radians 
  
% Change 0 in time course to 0.000001 to stop division by zero 
Data(21,1)= 0.000001; 
  
for i=1:row %length of data 
Degrees (i,:) = 360*(Data(i,1)/TimeBase); %210 = time base of recording, 
inc. pre-stimulus time 
Radians (i,:) = 2*pi()/(360/Degrees(i,:)); 
end 
  
%% Find fourier coeffecient a(n) 
  
% a(0) or fx is the ZeroDrift data. Finding the fourier coefficient a(n) 
  
  
fx = ZeroDrift; 
for dd = 1:NumSteps 
    a0(1,dd) = 2*(mean(fx(:,dd))); 
end 
  
for dd = 1:NumSteps % Steps 
    for xx = 1:Harm % Harmonics 
        for i = 1:row % Datapoints 
            fxCos(i,dd,xx) = fx(i,dd) * (cos(xx * Radians(i,1))); 
        end 
        a(1,dd,xx) = 2* mean(fxCos(:,dd,xx)); 
    end 
end 
  
%% Find fourier coeffecient b(n) 
  
% b(0) or fx is the ZeroDrift data. Need to find b(1-12) or f(xx)sim1-12x 
  
for dd = 1:NumSteps % Steps 
    for xx = 1:Harm % Harmonics 
        for i = 1:row % Datapoints 
            fxSin(i,dd,xx) = fx(i,dd) * (sin(xx * Radians(i,1))); 
        end 
        b(1,dd,xx) = 2* mean(fxSin(:,dd,xx)); 
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    end 
end 
  
%% Rebuild filtered function 
  
% a0 times 0.5 
for dd=1:NumSteps 
    for i= 1:row 
        a02(i,dd) = a0(1,dd)*0.5; 
    end 
end 
  
for dd=1:NumSteps 
    for xx = 1:Harm 
        for i=1:row 
            aCos(i,dd,xx)= a(1,dd,xx) * cos(xx*Radians(i,1)); 
        end 
    end 
end 
  
%% 
for dd=1:NumSteps 
    for xx = 1:Harm 
        for i=1:row 
            bSin(i,dd,xx)= b(1,dd,xx) * sin(xx*Radians(i,1)); 
        end 
    end 
end 
  
%% Find amplitude and phase of each harmonic 
  
for dd=1:NumSteps 
    for xx = 1:Harm 
         
Amplitude(1,xx,dd) = sqrt((a(1,dd,xx)^2)+(b(1,dd,xx)^2)); 
Phase(1,xx,dd) = atan(a(1,dd,xx)/b(1,dd,xx)); 
         
    end 
end 
  
% Plot harmonic powers 
  
figure() 
for xx = 1:NumSteps 
subplot((round(NumSteps/2)), 2, xx) 
bar(Amplitude(:,:,xx)) 
title(sprintf('Harmonic amplitude for step %d', xx)) 
axis([0 21 0 (max(max(Amplitude))+100)]) 
xlabel('Harmonic') 
ylabel('Amplitude') 
end 
  
  
if ~exist(sprintf('/Users/Melissa/Library/Mobile 
Documents/com~apple~CloudDocs/Data/PERG_data/PhaseTwo/%s', ppt), 'dir') 
    mkdir(sprintf('/Users/Melissa/Library/Mobile 
Documents/com~apple~CloudDocs/Data/PERG_data/PhaseTwo/%s', ppt)); 
end 
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savefig(sprintf('/Users/melissa/Library/Mobile 
Documents/com~apple~CloudDocs/Data/PERG_data/PhaseTwo/%s/Harmonics', ppt)); 
  
  
%% Final Function 
  
% Rebuild final data, filtering unwanted harmonics. 
for dd = 1:NumSteps 
   for i= 1:row 
       Final(i,dd)=sum(aCos(i,dd,1:Filter)) + sum(bSin(i,dd,1:Filter)) + 
... 
           a02(i,dd); 
   end 
end 
  
%% Find peaks 
  
for dd = 1:NumSteps 
    [Peak(1,dd) TTP(1,dd)] = max(Final(61:221, (dd))); % Find peak 
amplitude ... 
    % and time to peak (TTP) between 20ms and 100ms (post onset) 
    TTP (1,dd) = TTP(1,dd) +60; 
    TTP(1,dd) = Time(TTP(1,dd), 1); 
    Trough(1,dd) = min(Final(181:341, (dd))); % Find trough 
    Diff(1,dd) = Peak(1,dd) - Trough (1,dd); 
end 
 
  



 

  367 

Appendix C – Chapter 11 Multivariate Imputation by Chained 

Equations (MICE) and Linear model analysis R code 

# Multivariate Imputation by Chained Equations (MICE) and Linear model ana
lysis  
# Melissa E Wright 2020 
 
install.packages("mice") 
library("mice") 
 
Data <- read.csv("/Users/mellissawright/Library/Mobile Documents/com~apple
~CloudDocs/Data/RAchapter/ModelData.csv") 
 
Data <- data.frame(Data) 
 
# MICE computation  
imp <- mice(Data, method = "norm.predict", m = 30) 
 
# Store data 
data_imp <- complete(imp) 
 
 
# Mixed Model - Group 
library(lme4) 
 
# Split by group 
Data.glau <- Data[which(Data$Group=="1"),] 
Data.con <- Data[which(Data$Group=="0"),] 
data_imp.glau <- data_imp[which(data_imp$Group=="1"),] 
data_imp.con <- data_imp[which(data_imp$Group=="0"),] 
 
 
## Start with functional linear models 
 
# Healthy controls 
#First with no imputed data 
  
RA.comp = lm(RA ~ PERG + V1pRF + V2pRF + 
                 V3pRF,  
               data=Data.con) 
 
#Then imputed 
 
RA.imp = lm(RA ~ PERG + V1pRF + V2pRF + 
                 V3pRF,  
               data=data_imp.con) 
 
# Compare to ensure no bias introduced by MICE 
plot(fitted(RA.comp),residuals(RA.comp)) 
hist(residuals(RA.comp)) 
 
plot(fitted(RA.imp),residuals(RA.imp)) 
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hist(residuals(RA.imp)) 
 
# Results from linear modeling (go to end of script for p-value code)  
summary(RA.imp) 
confint(RA.imp) 
 
# Glaucoma 
#First with no imputed data 
 
RA.comp = lm(RA ~ PERG + V1pRF + V2pRF + 
               V3pRF,  
             data=Data.glau) 
 
#Then imputed 
 
RA.imp = lm(RA ~ PERG + V1pRF + V2pRF + 
              V3pRF,  
            data=data_imp.glau) 
 
 
# Compare to ensure no bias introduced by MICE 
plot(fitted(RA.comp),residuals(RA.comp)) 
hist(residuals(RA.comp)) 
 
plot(fitted(RA.imp),residuals(RA.imp)) 
hist(residuals(RA.imp)) 
 
# Results from linear modeling (go to end of script for p-value code)  
summary(RA.imp) 
confint(RA.imp) 
 
 
## Now structural linear model 
 
# Healthy controls 
#First with no imputed data 
 
RA.comp = lm(RA ~ OCT.GCIPL + V1.surf + V2.surf + 
                 V3.surf + V1.thickness + V2.thickness + 
                 V3.thickness,  
               data=Data.con) 
 
#Then imputed 
 
RA.imp = lm(RA ~ OCT.GCIPL + V1.surf + V2.surf + 
                V3.surf + V1.thickness + V2.thickness + 
                V3.thickness, 
              data=data_imp.con) 
 
 
# Compare to ensure no bias introduced by MICE 
plot(fitted(RA.comp),residuals(RA.comp)) 
hist(residuals(RA.comp)) 
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plot(fitted(RA.imp),residuals(RA.imp)) 
hist(residuals(RA.imp)) 
 
# Results from linear modeling (go to end of script for p-value code)  
summary(RA.imp) 
confint(RA.imp) 
 
# Glaucoma 
#First with no imputed data 
 
RA.comp = lm(RA ~ OCT.GCIPL + V1.surf + V2.surf + 
               V3.surf + V1.thickness + V2.thickness + 
               V3.thickness,  
             data=Data.glau) 
 
#Then imputed 
 
RA.imp = lm(RA ~ OCT.GCIPL + V1.surf + V2.surf + 
              V3.surf + V1.thickness + V2.thickness + 
              V3.thickness, 
            data=data_imp.glau) 
 
 
# Compare to ensure no bias introduced by MICE 
plot(fitted(RA.comp),residuals(RA.comp)) 
hist(residuals(RA.comp)) 
 
plot(fitted(RA.imp),residuals(RA.imp)) 
hist(residuals(RA.imp)) 
 
# Results from linear modeling (go to end of script for p-value code) 
summary(RA.imp) 
confint(RA.imp) 
 
############################################### 
# To get one-tailed P-values for all models 
 
res <- summary(RA.imp) 
 
# For H1: beta < 0 
 
pt(coef(res)[, 3], RA.imp$df, lower = TRUE) 
 
 
# For H1: beta > 0 
 
pt(coef(res)[, 3], RA.imp$df, lower = FALSE) 

 
 


