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Summary of thesis

This thesis brings together several projects in compact binary astrophysics that
intersect at two main loci. The �rst being calculations of the science that is pos-
sible with future gravitational-wave detectors. On this front, chapter 2 provides
localization estimates for a variety of future gravitational-wave network con�gura-
tions, to inform the science case and observing strategies for future gravitational
and electromagnetic detectors. In chapter 3 we predict the constraints that future
observations will make on the inclination of the orbital plane of compact binaries.
Finally, chapter 7 explores the observability and parameter estimation of seed black
holes with future gravitational-wave networks. The second focus of this thesis is
determining what is measurable in a gravitational-wave signal emitted in a binary
coalescence. In chapter 3, we describe in detail degeneracies in the amplitude of the
dominant emission of the two gravitational-wave polarizations, which limits our abil-
ity to measure their luminosity distance. Chapter 4 describes how higher harmonics
in the waveform can break these degeneracies, and introduces a simple criterion for
their observation. Using this criterion, and a related one for precession, in chapters
5 and 6 we explore the evidence for higher harmonics and precessions in the signals
detected in the �rst half of LIGO-Virgo’s third observing run.
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Chapter 1

Introduction

The observation of gravitational wave signals from coalescing black holes and neutron

stars has established the �eld of gravitational wave astronomy [21, 5, 25, 26, 27, 28,

29, 30, 31, 16, 32]. As well as representing a completely new domain for enquiry, this

new science has provided a fresh perspective on old problems in a variety of �elds.

For instance, to highlight just a few examples, gravitational wave observations have

led to new measurements of the nuclear equation of state [33, 34], the discovery

of a major site for nucleosynthesis of elements heavier than iron [35, 36, 37, 38],

strong-�eld tests of the theory of general relativity [39], measurements of the Hubble

constant [40] and fresh questions about the origin and nature of compact objects

[31, 12, 14, 15, 13]. These scienti�c outputs, and many others, depend on our ability

to infer the nature of the compact system from the gravitational wave data: its

location on the sky, the inclination of its orbital plane with respect to earth, the mass,

spin, and tidal deformation of its components. There is a complex interplay between

the way the properties of the colliding objects are encoded in the gravitational wave

signal, how this signal interacts with gravitational-wave antennas here on earth to

produce a data stream, and the techniques used to reconstruct the source properties

from this data stream. As a result, some properties are easier to measure than

others.

This thesis will review some of the possibilities and limitations of these mea-

surements, with a view to contributing to the interpretation of events detected in

the third observing run of the LIGO-Virgo network. In addition, we make predic-

tions about the prospects for future observations. In doing so, we inform the science

case for future gravitational wave networks, including Voyager [41], the Einstein

Telescope [42, 43, 44], Cosmic Explorer [1], and LISA [45].

We begin in chapter 2 with an assessment of the localization ability of future

ground-based gravitational wave networks. It is expected that future networks of

gravitational wave detectors will possess great potential in probing various aspects

of astronomy. An important consideration for successive improvement of current

detectors or establishment on new sites is knowledge of the minimum number of
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detectors required to perform precision astronomy. We attempt to answer this ques-

tion by assessing the ability of future detector networks to detect and localize binary

neutron stars mergers on the sky. Good localization ability is crucial for many of the

scienti�c goals of gravitational wave astronomy, such as electromagnetic follow-up,

measuring the properties of compact binaries throughout cosmic history, and cos-

mology. We �nd that although two detectors at improved sensitivity are su�cient to

get a substantial increase in the number of observed signals, at least three detectors

of comparable sensitivity are required to localize majority of the signals, typically to

within around 10 deg2 | adequate for follow-up with most wide �eld of view optical

telescopes.

Next, in chapter 3, we examine the capacity of ground-based gravitational wave

networks to accurately constrain the inclination of the orbital plane of compact

binaries relative to the line-of-sight. We discuss in detail a degeneracy between

the measurement of the binary distance and inclination which limits our ability to

accurately measure the inclination using gravitational waves alone. This degeneracy

is exacerbated by the expected distribution of events in the universe, which leads us

to prefer face-on systems at a greater distance. We use a simpli�ed model that only

considers the binary distance and orientation and show that this gives comparable

results to the full parameter estimates obtained from the binary neutron star merger

GW170817. For the advanced LIGO-Virgo network, it is only binaries which are

close to edge-on, i.e. with inclinations� & 75� , that will be distinguishable from face-

on systems. Extended networks which have good sensitivity to both gravitational-

wave polarizations will only be able to constrain the inclination of a face-on binary

at signal-to-noise ratio 20 to � . 45� . Even for loud signals, with signal-to-noise

ratio of 100, face-on signals will only be constrained to have inclinations� . 30� .

In the absence of observable higher modes or orbital precession, this degeneracy

will dominate the mass measurements of binary black hole mergers at cosmological

distances.

A possible way to break this degeneracy is through the observation of higher

harmonics of the waveform. In chapter 4, we investigate the observability of higher

harmonics in gravitational wave signals emitted during the coalescence of binary

black holes. We decompose each harmonic into an overall amplitude, dependent

upon the masses and spins of the system, and an orientation-dependent term, de-

pendent upon the inclination and polarization of the source. Using this decomposi-

tion, we investigate the signi�cance of higher multipole moments over the parameter

space and show that the` = jmj = 3 harmonic is most signi�cant across much of

the sensitive band of ground-based interferometric detectors, with thè = jmj = 4

harmonic having a signi�cant contribution at high masses. We introduce the higher

harmonic signal-to-noise ratio (SNR), and show that a simple threshold on this SNR

can be used as a criterion for observation of higher harmonics. Finally, we investi-

gate observability in a population of binaries and show that higher harmonics will
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Chapter 1. Introduction

be observable in a few percent of binaries, typically those with unequal masses and

viewed close to edge-on. We �nd that the majority of binaries with mass ratio

greater than 4:1 will have an observablè = jmj = 3 harmonic.

LIGO and Virgo's third observing run brought the �rst clear detection of higher

harmonics, with the detection of GW190412 [9] and GW190814 [12]. In chapter

5, we quantify these detections using the method presented in chapter 4. We �nd

that in both cases the ` = jmj = 3 harmonic is con�dently detected at the three

and �ve sigma level respectively. This has an important impact on the parameter

estimation of these systems. GW190412 was the �rst observation of a compact

binary with con�dently asymmetric masses. Higher harmonics in the signal were

decisive here, removing any lingering support in the posterior for comparable masses.

For the �rst time, and again thanks to the (3,3) multipole in the data, the inclination

of the orbital plane could be constrained away from face-on/face-o�. A similar

impact on the inclination measurement by the (3,3) multipole was witnessed in

GW190814. This binary was interesting for another reason. Its lighter component

was constrained to be both less massive than any black hole and more massive than

any neutron star previously detected in a compact binary. We �nd that a waveform

including both precession and higher multipoles bring about the most stringent

constraint on the mass.

Precession of the orbital plane is another physical e�ect that had not been ob-

served prior to 2019. In chapter 6 we discuss the evidence for precession and higher

multipoles for all binary black hole mergers detected in the �rst half of LIGO-Virgo's

third observing run [16]. We �nd that GW190412's signal exhibits evidence for pre-

cession, and one further event shows evidence for a (3,3) harmonic in the signal, both

with p-values less than 3%. Further we highlight the potential for strong higher har-

monics GW190521, which may have been missed in the original analysis [16] but are

indicated by the posterior distributions presented in Ref. [13].

Finally in chapter 7 we return to the science case for the next generation of

detectors, with an investigation into the prospects of observing and measuring the

properties of seed black holes, the hypothetical progenitors of supermassive black

holes. The hypothesis is that light black hole "seeds" of several 102M � grow through

successive mergers and accretion to swiftly transit into the supermassive regime,

some within the �rst billion years of cosmic time. Accretion of these systems pro-

duces electromagnetic radiation too faint to be detected by even the deepest future

facilities. Mergers, however, will emit gravitational waves detectable with next gen-

eration networks at a broad range of redshifts 2< z < 15. The large detector

frame masses of these binaries means they are only in band for just a few cycles,

making precise estimation of parameters challenging. Observation of the dominant

harmonic oscillating at twice the orbital frequency typically results in broad con-

straints on both mass ratio and the inclination angle between the orbital angular

momentum and line of sight. This latter parameter is important as it is degenerate
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with redshift and therefore also source frame masses. We �nd that higher harmonics

ringing at 1.5 and 2 times the frequency of the dominant will be observable for the

majority of these systems, allowing a greater fraction of these seeds to be detected.

These additional harmonics also result in tighter constraints on both mass ratio and

inclination angle. This improves the prospects for di�erentiating light seed black

hole candidates from black hole mergers of stellar origin.
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Chapter 2

Localization of binary neutron

star mergers with second and

third generation

gravitational-wave detectors

Code: The code that produced the main results in this chapter will be made

publicly available here: https://github.com/sfairhur/simple-pe/

Collaboration: This chapter was published in Ref. [46]. CM was responsible

for most of the results and writing. SF contributed to the writing and conception

throughout. VT contributed the majority of section 2.2.1 on future detectors,

in addition to contributing ideas and edits throughout, and calculations at an

earlier stage of the project.

2.1 Introduction

One hundred years after gravitational waves were predicted [47], the �rst detection of

a binary black hole (BBH) coalescence by the advanced LIGO detectors [48] heralded

the beginning of the era of gravitational wave (GW) astronomy. Less than two years

later, and with the advanced Virgo detector also in operation, the detection of GWs

from a BNS merger marked another landmark event [5]. Over the coming years,

the sensitivity of the advanced LIGO and Virgo instruments will improve, and the

KAGRA and LIGO India detectors will join the global network [49, 50, 51, 52,

53]. This network of advanced gravitational-wave detectors is expected to observe

many more BBH and BNS mergers, as well as GWs emitted during the merger

of neutron star{black hole (NSBH) binaries [54, 55]. Additionally, GWs emitted

by non-symmetric neutron stars, core-collapse supernovae, and other astrophysical

transient events may be observed [56, 57].

The observation of electromagnetic (EM) counterparts to GWs is a major goal
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for astronomy, and will be critical for extracting the maximum science from fu-

ture events. Despite the expectation that stellar mass BBH mergers don't produce

electromagnetic signals, there was broadband follow-up of GW150914 [58]. This

demonstrated the willingness of the wider astronomical community to engage in

multi-messenger observation of GW sources. In contrast to BBHs, compact binary

systems composed of at least one neutron star have plausible EM counterparts across

gamma, x-ray, optical, infrared, and radio bandwidths (for possible counterparts see

[59, 60, 61, 62, 63, 64, 65, 66, 67]). Indeed, the follow-up campaign for the BNS

merger GW170817 was phenomenally successful, measuring counterparts across the

EM spectrum [68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 36,

85, 86, 87, 35, 87, 88, 89]. This multimessenger data provided convincing answers

to many outstanding questions. For instance, the detection of a short Gamma Ray

Burst (GRB) 1.7 seconds after GW170817 [69, 70, 71], and subsequent kilonova

[73, 74, 75, 76, 72, 81, 35, 82, 83, 84, 36, 85, 86, 87], con�rmed that BNS mergers

are a progenitor of these events. Lanthanide signatures in the kilonova light curves

also showed BNS mergers to be a major site for nucleosynthesis of elements heavier

than iron [35, 36, 37, 38]. Furthermore the measurements of the EM redshift and,

from the GW signal, the luminosity distance, allowed an independent estimate of the

Hubble constant to be made [90], thus demonstrating a thirty year old prediction

[91]. Crucial to these scienti�c results was the localization provided by the LIGO

and Virgo interferometers.

Our ability to measure counterparts, and statistically identify host galaxies when

no counterparts are present, depends on the GW localization. Unlike most EM

telescopes, GW detectors are not pointing instruments, and localization is achieved

primarily by measuring the di�erences in arrival times of the signal in di�erent

detectors [92]. Consequently, searching the relatively large GW localization regions

(O(100 � 1000 deg2) for the �rst detections [56, 93, 94]) represents a challenge for

even wide �eld of view UV, optical and infared telescopes. These telescopes have

�elds of view on the order of 10 deg2 or less [95, 96, 97]. The addition of Virgo has

improved the localization ability of the network by about an order magnitude [98, 5].

Extra detectors in India and Japan will further reduce localization regions, allowing

many signals to be localized to within tens of square degrees [51, 99, 100, 101].

There are plans for future gravitational-wave detectors that will be signi�cantly

more sensitive than the current generation of advanced detectors. These include

upgrades to the existing detectors, such asA+ and LIGO Voyager [41], which

gives the best possible sensitivity within the current LIGO infrastructure. Addi-

tionally, entirely new detectors have been proposed. The Einstein Telescope is a

next-generation European gravitational-wave observatory [42, 43, 44], and Cosmic

Explorer [1] is a proposed US-based future detector, both of which improve on the

advanced detector sensitivity by a factor of ten or more. As well as revealing new

sources of gravitational waves, these detectors will allow us to observe BBH merg-
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ers throughout most of the history of the universe [102] and BNS to cosmological

distances [103, 104, 105, 106]. Furthermore, the nearby signals will be very loud

in these detectors, allowing for unprecedented tests of Einstein's general relativity,

and observation of matter at supra-nuclear density inside neutron stars. As with

the advanced detector network, joint GW -EM observations will be vital in fully

extracting the science from these observations [107, 64, 60, 108].

The science case for these new facilities is still evolving, and will continue to do

so as further gravitational wave observations are made. Estimates of the accuracy

with which networks of third and second generation detectors can reconstruct pa-

rameters will inform decisions over the viability of new facilities. There have been

previous studies of ET that estimate the detection e�ciency and the accuracy of

mass measurements [104, 109, 105, 106]. Estimates of the localization ability of

various third generation networks were also considered as part of a comprehensive

parameter estimation study [102], and in analytical studies focussing on the low

frequency bene�ts of 3G detectors [110] and the implications for cosmology [111].

Furthermore, detailed studies of the optimal location of future detectors have been

performed [112, 113, 114].

One practical consideration is whether it would be advantageous to accelerate

the development of third generation detectors, perhaps at the expense of further

upgrades to the second generation, or if the operation of a heterogeneous network of

detectors is preferable. To date, there is rather little in the literature on the merits

of such networks. Here we investigate the di�erences between homogeneous and

heterogeneous networks of detectors. For concreteness, we focus primarily on the

sky coverage of the networks and the accuracy with which they are able to localize

sources. We consider the network localization accuracy for both face-on BNS systems

at a �xed distance as well as a population of BNS distributed isotropically and with

a redshift distribution that follows the star formation rate shifted to account for the

delay between star formation and binary merger.

Previous estimates of network localization errors largely fall into two distinct

categories: the �rst being analytical estimates that bypass the full task of param-

eter estimation and reduce the parameter space by focusing primarily on source

localization [92, 113, 115, 116, 117, 118, 119, 120, 121, 122, 99, 123, 124]; the second

being full parameter estimation studies that extract detailed parameter estimates

using Bayesian statistics [125, 126, 127, 128, 100, 129, 130, 131, 132]. Performing

the full analysis has the advantage of being more accurate, but due to the compu-

tational cost the number of sources that can be considered is typically small. On

the other hand, analytical studies using only the timing information [92, 121] have

been shown to overestimate the localization error region [133]. Here, we make use of

an improved, analytical method that incorporates amplitude and phase consistency

between the sites, as well as timing [134].

This chapter is organized as follows. Section 2.2 will describe the networks used
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in this study. Section 2.3 introduces the method for calculating the localization error

regions. We present and analyse our main results in Section 2.4 before concluding

in Section 2.5.

2.2 Future Detectors and Networks

2.2.1 Future detectors

GW detector sensitivity is limited by a number of fundamental noise sources. These

noise sources can be broadly separated into two categories: displacement noise and

sensing noise. Displacement noises cause motions of the test masses. Noise sources

such as seismic noise and mechanical resonances are in this category. Sensing noises,

on the other hand, are phenomena that limit the ability to measure those motions;

they are present even in the absence of test mass motion. Shot noise and thermal

noise are included in this category. In addition, there are technical noise sources

which must be understood and mitigated in order that the detector sensitivity is

limited by fundamental noise. Typically, low frequency sensitivity is limited by

seismic noise, mid frequencies are limited by thermal noise and higher frequencies

are limited by quantum noise. LIGO underwent a series of upgrades from its ini-

tial to advanced con�guration to address each of the noise sources [135]. Seismic

noise is being suppressed by the use of multi-stage mechanical seismic isolation and

quadruple pendulum suspension systems. Thermal noise arises in test masses and

suspensions and is determined by material properties and beam size. Compared to

initial LIGO, advanced LIGO uses a larger beam size. This results in better av-

eraging of beam on a larger surface area which combined with better coating and

suspension material results in e�cient dissipation of heat. Quantum noise arises

due to statistical 
uctuations in the detected photon arrival rate. Quantum noise is

overcome by increasing the beam power and increasing the weight of the test masses

to overcome the increased radiation pressure.

Many technologies have been proposed to further increase the sensitivity of

ground based detectors. For example, building detectors underground to suppress

gravity gradients [42], improving mirror coatings (Section 5.9.3 in [136]) and cryo-

genically cooling the mirrors for reducing the thermal noise, and using squeezed

light for lowering the noise 
oor due to quantum noise [137]. A detailed discussion

on possible technology improvements is given in [136]. In the following, we brie
y

introduce several proposed future detector con�gurations and their corresponding

sensitivities (see Fig. 2.1). These are used in the following sections when comparing

the performance of di�erent networks.

LIGO Voyager: Various upgrades have been proposed for the advanced LIGO

detectors [41] leading to the proposal for an upgrade toA+ in 2020 followed by a

further upgrade to LIGO Voyager which is envisioned to be operational around 2025.
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Voyager improves on the sensitivity of advanced LIGO by around a factor of three

across a broad frequency range. The increased sensitivity is intended to be achieved

by improvements in all the departments (seismic isolation system, coatings of mir-

rors, heavier and larger test masses, increased beam power, etc.) of the advanced

LIGO infrastructure combined with frequency dependent squeezing and cryogenic

cooling of mirrors [138, 139, 140].

Einstein Telescope: Various studies have shown that further increase in sen-

sitivity is required for performing precise gravitational-wave astronomy, testing of

general relativity and improving our understanding of exotic phenomenon like the

equation of state and tidal deformability of neutron stars [59, 103, 141, 142, 143].

The Einstein Telescope is a proposed next-generation European gravitational-wave

observatory [42, 43, 44] with sensitivity an order of magnitude higher than advanced

LIGO and extending down to 1Hz. It intends to achieve this improvement through

a combination of longer arms and improved technologies. The original design called

for a triangular con�guration of three interferometers with 10 km arms and 60� angle

between the arms. In addition, the proposedxylophonecon�guration allows installa-

tion of separate high and low-frequency detectors. High frequency sensitivity is most

easily achieved with high laser power, but this generates signi�cant complications

at lower frequencies. The divided detector avoids this issues by allowing to pursue

di�erent strategies in optimising the noise for each frequency range. Additionally,

it also reduces the length of tunnel required (as each tunnel is used by two of the

interferometers) and also makes the detector sensitive to both gravitational-wave

polarizations [136].

Cosmic Explorer: There is also a proposal for a Cosmic Explorer detector [1, 41],

which would be around a factor of three more sensitive than ET. The design and

technology used is similar to ET but with arm length that can stretch out to between

40 to 50 km. Although the possibility of these detectors only lies in the far future, it is

noteworthy that these detectors would see GW150914 like BBH mergers throughout

the visible universe.

In �gure 2.1 we show the sensitivities of the proposed future detectors [1], as well

as the advanced LIGO design sensitivity. We show the ETxylophonecon�guration,

called ET-D. Also included for comparison is ET-B, which is an alternative ET

con�guration where every interferometer is optimized for best overall sensitivity,

but at the expense of some low frequency sensitivity. For all ET simulations in this

study, ET-D sensitivity is assumed.

2.2.2 Networks

We will consider �ve networks of gravitational-wave observatories beyond the ad-

vanced detectors that are currently being built, commissioned and operated. Specif-

ically, we consider:
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Figure 2.1: Target noise curves for existing and future detectors [1]: advanced LIGO
at design sensitivity (aLIGO); LIGO Voyager; Einstein Telescope (two proposed
con�gurations, ET-B and ET-D) and Cosmic Explorer (CE).

(i) A network comprising detectors at the three LIGO sites (Hanford, Livingston

and India) where the detectors have been upgraded to LIGO Voyager sensi-

tivity. (Voyager)

(ii) A network comprising the three LIGO Voyager detectors complemented by a

triangular ET detector in Europe. (Voyager-ET)

(iii) A network with three L-shaped detectors at ET sensitivity distributed globally.

(3ET)

(iv) A network comprising a triangular ET detector and two Cosmic Explorer de-

tectors (CE-ET)

(v) A network of three Cosmic Explorer detectors (3CE).

Networks (i) and (ii) arise naturally from existing proposals, but there is cur-

rently no global plan for a third generation network. Although there is no proposal

for a network of ET detectors, we include this as con�guration (iii), to facilitate

comparison with the heterogeneous Voyager-ET network. It can be shown that

the triangular ET detector has the same sensitivity to the two gravitational-wave
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polarizations as two co-located L-shaped detectors of length 10.6 km whose orienta-

tions di�er by 45 � [42].1 For simplicity, we use a network of L-shaped ET detectors

with three detectors each of comparable sensitivity to one of the twoe�ective L-

shaped detectors in the triangular ET. However, the freedom to orient and place

the detectors far apart results in a network typically with improved localization and

diminished ability to resolve both polarizations. We also consider a comparable

network comprised of Cosmic Explorer detectors as well as a heterogeneous CE-ET

network. Both the Voyager-ET and CE-ET networks exhibit substantial heterogene-

ity of sensitivities with a factor of three di�erence over a broad frequency range. The

majority of previous studies, have assumed that the detectors in the network have

identical sensitivity [99, 121, 92, 112].

The locations of future gravitational-wave detectors have not yet been �nalized.

In this study we make use of the detector locations derived in [112] to optimize

the location of future detectors. There, a three part �gure of merit is used to

determine the optimal location of detectors in a network, comprising equal parts:

1) How equally the network can determine both polarizations; 2) a simple measure

of localization ability based on the area of the triangle formed by the detectors and

3) how accurately the chirp mass can be measured. The locations and orientations

of all detectors are reported in Appendix 2.A.

For the LIGO Voyager network, the location of the Hanford and Livingston

detectors is �xed. Their orientations were chosen so that they were, as much as

possible, sensitive to the same gravitational-wave polarization, thus improving the

chances of coincident detection [113]. The location of the LIGO India detector has

not been announced at this time, so we use the optimal location from [112], which

places it in a seismically quiet location. The triangular ET detector is added to this

network to form the Voyager-ET network. In [112], it was shown that a location

in Slovakia gave maximum 
exibility when constructing a global network, so we

choose this. Since ET is equally sensitive to both gravitational-wave polarizations,

the orientation of the detectors does not a�ect the results. It should be noted that

the precise location in Europe of the triangular ET does not have a signi�cant impact

on results.

For the 3ET and CE networks, we are free to optimally site all three of the new

detectors. In [112], with the additional requirements that the detectors lie on the

land and avoid areas with a high degree of human activity, the authors arrived at two

comparable networks for three triangular ET detectors. The best con�gurations had

detectors in either Australia, Central Africa and the USA or in Australia, Europe

and South America. Although the optimization was performed for triangular ET

1This does, however, lead to an increase in 40% in the length of tunnels required. In the case
where the cost of constructing the tunnels is dominant, one could instead construct two 7.5km
interferometers within the same tunnel, making use of each tunnel twice as is done in the triangular
ET design. In this scenario the tunnel length of the two L-shaped detectors is equal to the triangular
con�guration [144].
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detectors, we use the �rst set of locations for both the 3ET and CE networks. We

then optimize the orientation of the detectors based on part 1 of the �gure of merit

| sensitivity to both gravitational wave polarizations | as parts 2 and 3 will be

largely insensitive to the orientation (this is described further in Appendix 2.A).

Finally, for the CE-ET network, we retain the two CE detectors in the USA and

Australia and augment the network with a triangular ET detector in Europe.

This by no means covers the full set of proposed future detectors and networks,

but is su�cient to allow us to explore the impact of a heterogeneous set of detector

sensitivities and compare this to networks where all detectors have the same, or

similar, sensitivity.

2.2.3 Network Sensitivity

The response of a detector to the two polarizations of a gravitational wave is given

by F+ and F� , which are functions of the sky location and polarization of the wave

[145]. By writing the response time-independently, we assume the strain is constant

during the light round-trip time in the interferometer arms. For Voyager this is

generally a good approximation. However for CE, and to a lesser extent ET, where

the round trips are respectively 20 and 5 times longer, the response pattern of a

detector can di�er in both amplitude and phase signi�cantly from the static case for

GW frequencies&2kHz [146]. Nonetheless, for compact binary coalescences (CBCs)

the vast majority of the SNR is accumulated at frequencies. 2kHz, and the static

response is a good indication of sensitivity to these sources. We also do not account

for the motion of the earth. The loudest BNS signals could last hours to days in the

detector bandwidth, introducing a time dependence in the detector response. This

can be used to improve the localization, particularly when the network is operating

with just one, or two, detectors and baseline triangulation is not possible [110, 111].

However for the majority of signals this e�ect will be small.

For networks of equally sensitive detectors, the network response at a given sky

point is given by
� P

i (F
i
+ )2 + ( F i

� )2
� 1=2 [119, 112]. However, when dealing with

heterogeneous networks, we must generalize the expression to take account of the

detector sensitivity. To do so, we introduce a sensitivity measure� h;i de�ned as

[147]2

� 2
h;i = 4

Z 1

0

j~ho(f )j2

Si (f )
df (2.1)

where ~ho(f ) is the gravitational-wave strain from a �ducial system placed overhead

the detector at a �xed distance and face-on, andSi (f ) is the power spectral density

(PSD) of the detector noise. Then � h;i gives the expected SNR for such a signal

in detector i . For our study, we take ~ho(f ) to be the signal from a face-on binary

2This quantity is typically often denoted � . To avoid confusion with the signal bandwidth, � f ,
introduced in the next section, we have introduced the subscript h here.
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neutron star system at 1 Mpc from the detector. Then, we weight the response of

each detector by the sensitivity, de�ning [148]

wi
+ ;� = � h;i F i

+ ;� : (2.2)

The relative sensitivity of the network at a given sky point is then de�ned as the

network response,

NR =

 P
i

�
(wi

+ )2 + ( wi
� )2

�

P
j � 2

w;j

! 1=2

; (2.3)

where the indicesi; j run over the detectors. Using this de�nition, the maximum

network response is unity and this will only be achieved when all detectors are aligned

to be maximally sensitive to the same sky position. This extends the de�nition of

[119] to a heterogeneous network and is closely related to the network sensitivity to

generic transients introduced in [118].

We are also interested in the relative sensitivity to the two gravitational-wave

polarizations. To de�ne this unambiguously, we must identify a preferred choice of

the + and � polarizations or, equivalently, a choice of polarization angle. We de�ne

the Dominant Polarization Frame [149, 148], which gives the maximum sensitivity

to the + polarization. To do so, we introduce

wnet
+ ;� =

�
w1

+ ;� ; : : : ; wN
+ ;�

�
: (2.4)

The dominant polarization frame, for a given sky location, is the unique frame

such that: (1) wnet
� � wnet

+ = 0; (2) the network is maximally sensitive to the +

polarization, thus ensuring jwnet
+ j > jwnet

� j. The ratio of jwnet
� j to jwnet

+ j is called the

network alignment factor [149] and will vary from one | equal sensitivity to both

polarizations | to zero | sensitivity to a single polarization.

In Figure 2.2, we plot the Network Response and Alignment Factor as a function

of sky location for the �ve networks under consideration. The Voyager network has

the best sensitivity above and below the location of the two US LIGO detectors, as

expected. It has limited sensitivity to the second polarization over large parts of

the sky, including the locations with best network sensitivity. In the Voyager-ET

network, the ET detector dominates the sensitivity so, as expected, we see the best

sensitivity above and below the ET detector. The triangular ET is equally sensitive

to both polarizations, and so the Voyager-ET network has good sensitivity to the

second polarization over the majority of the sky. Even in regions where ET has poor

sensitivity, the second polarization is reasonably well measured by a combination of

ET and the three LIGO Voyager detectors.

The 3ET and 3CE networks are comprised of detectors in identical locations,

so the relative sensitivity over the sky will be identical for these networks. These

networks have good coverage over much of the sky, but the peak sensitivity is no-
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Figure 2.2: Relative sensitivity of the di�erent networks over the sky: Voyager,
Voyager-ET, 3ET/3CE and CE-ET. Left: network response as a function of sky
position and right: alignment factor as a function of sky position. Also shown
are the locations of detectors in each network. Magenta markers are for Voyager
detectors, white for ET, and red for CE. Since both NR and the alignment factor
are invariant under an overall scaling in network sensitivity, 3ET and 3CE will have
identical patterns.

{ 14 {



Chapter 2. Localization of binary neutron star mergers with second and third generation

gravitational-wave detectors

ticeably lower than the other networks | it is only 75% of the maximum possible if

all detectors were aligned, in comparison to over 90% for the other networks. This

is to be expected, as the location of the detectors has been chosen to maximize sky

coverage; three co-located detectors would provide the greatest peak sensitivity but

much worse sky coverage. The homogeneous 3ET and 3CE networks have markedly

better sensitivity to the second polarization than the Voyager network. This arises

because the detector orientations were optimized to give good sensitivity to the

second polarization, whereas the LIGO Hanford and Livingston detectors were de-

liberately aligned to be sensitive to the same polarization. Finally, the heterogeneous

CE-ET network shows best sensitivity over the north atlantic and Australia, which

is expected given the detectors are located in the US, Europe and Australia. It

has relatively poor sensitivity to the second polarization over the sky. However, in

contrast to the Voyager network, CE-ET has good sensitivity to both polarizations

in areas of good overall sensitivity.

The Sky Coverage [119] of a network is de�ned as the fraction of the sky for

which the response is greater than 1=
p

2 of the maximum. The Sky Coverage of

the homogeneous ET and CE networks is 79%. Even though the LIGO Voyager

network also has three equal sensitivity detectors, the similar orientations of the

LIGO Hanford and Livingston detectors lead to a sky coverage of 42%. For the

heterogeneous CE-ET and Voyager-ET networks, the sky coverage is 44% and 37%

respectively. This con�rms what the plots suggest and indicates that the 3ET and

3CE networks have the most uniform response across the sky.

2.3 Source Localization

To investigate the ability of di�erent networks to localize sources, we use the for-

malism introduced in Refs. [92] and [121] and references therein. In those papers,

it was shown that localization is primarily determined by the timing accuracy, � t

in each detector which, in turn, is inversely proportional to the signal strength and

frequency bandwidth � f of the signal in the detector. Speci�cally, given a signal

h(t), the e�ective bandwidth is de�ned as

� 2
f =

�
4
� 2

Z 1

0
df

f 2jh(f )j2

S(f )

�
�

�
4
� 2

Z 1

0
df

f jh(f )j2

S(f )

� 2

; (2.5)

where the SNR,� , in the absence of noise, is given by

� 2 = 4
Z 1

0

jh(f )j2

S(f )
df :

The timing accuracy for a signal with SNR � is then given by

� t =
1

2��� f
: (2.6)
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Thus, � t scales inversely with the SNR of the GW,� , and the e�ective bandwidth,

� f , of the signal in the detector.

Using these expressions, it is possible to calculate the reduction in network SNR

due to errors in sky location and derive, at leading order, a relatively simple expres-

sion for the localization area. The probability distribution for the location of the

source (from a sky locationR ) is given by

p(r jR ) / p(r ) exp
�
�

1
2

(r � R )T M (r � R )
�

(2.7)

where r is the reconstructed position of the source,p(r ) is the prior distribution

(taken as uniform on the sphere), and the matrix M describes the localization ac-

curacy and is given by

M =
1

P
k � � 2

tk

X

i;j

(D i � D j )(D i � D j )T

2� 2
t i

� 2
t j

(2.8)

and D i gives the location of the i-th detector. Thus, the localization is improved by

having greater separation between the detectors and good timing accuracy, i.e. high

SNR and large bandwidth of the signal in the detectors.

Localization can be improved by accounting for the relative amplitude and phase

of the signal observed in each detector. These are necessarily constrained in a net-

work of three or more detectors by the fact that a gravitational wave has only two

polarizations. When taken into account, this leads to a more rapid fallo� in the

network SNR away from the correct sky location which, in turn, leads to an im-

provement in localization. This has been discussed in detail in [134], and a similar

analysis was presented in [120]. The resulting probability distribution for the local-

ization has the same form as eq. (2.7) with a modi�ed expression for the matrixM ,

which nonetheless remains quadratic in the detector separationsD i � D j .

Based on timing information alone, a source observed in three detectors can be

localized to two regions in the sky. The two locations lie above and below the plane

formed by the three detectors. When we require the signal to be consistent with two

gravitational-wave polarizations, this places restrictions on the relative amplitudes

and phase di�erences between the detectors. In many cases, this information can be

used to exclude themirror location and restrict the source to a single sky position.

Of course, with four or more sites, timing information alone can be used to localize

a source to a single sky location.

In the following studies, we generate a population of events and determine which

events would be detected by a given network and how accurately they would be

localized. In all instances, we use the above formalism and ignore the e�ects of

noise which would change the recovered SNR and o�set the optimal sky location

from the expected values. We require that signals would be con�dently detected
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by the detector network. Speci�cally, we require a network SNR of at least 12 as

well as an SNR above 5 in at least two detectors in the network.3 Furthermore,

since the localization methods described above are accurate only to leading order,

our localization results are based only upon detectors for which the signal has an

SNR greater than 4. As discussed in [92], at lower SNRs the approximations used

here break down. Due to these approximations, and our neglect of the changing

detector response within a localization region, one should not expect exact agreement

between our results and those obtained using existing codes (such as [122]). Detailed

comparisons between our method and existing codes are planned in the future, see

[134] for details.

The thresholds used mimic those used in the analysis of GW data [151] to obtain

events with a false alarm rate of less than 1 per century [122, 121] and are the same

as used in previous studies [92, 121]. In addition, they seem appropriate based on

the initial gravitational wave observations, where GW150914 and GW151226 both

satis�ed these requirements while LVT151012 had a network SNR of 10 and was

not unambiguously identi�ed as a signal [54]. As GW observations become more

common, and searches are further improved [152], it is possible that the detection

thresholds will be reduced. While this will change the details of the results presented

below, the relative performance of the networks will remain similar.

2.4 Results

2.4.1 Face on Binary Neutron Star Mergers

We �rst investigate the ability of the networks to localize a given source at a �xed

distance, as a function of the sky location of a source. We simulate 1:4 � 1:4 M�

BNS systems that are oriented face on (i.e. with inclination, � = 0) at a �xed

distance at each point along a two dimensional 16 by 16 grid of sky coordinates.

We repeat the study for sources at redshifts ofz = 0 :2 (DL = 1Gpc) and z = 0 :5

(DL = 3Gpc). At each sky location, we calculate the expected SNR in each of the

detectors in the network. For any signal that meets the detection and localization

criteria given above, we calculate the 90% localization region. Since the BNS systems

are face on, the GWs are circularly polarized, i.e. both polarizations have the same

amplitude. Thus it is the overall sensitivity, and not the relative sensitivity to

the two polarizations that will a�ect the localization ellipses [99]. This small set

of sources with �xed distance and inclination allows for simple comparison with

previous studies, e.g. [99, 51]. Furthermore, for sources which are inclined at an

angle � . 45 deg, the relative amplitude of the two GW polarizations renders them

indistinguishable from face-on signals [153, 134] and, indeed, the GW signals seen

to date, including GW170817, have all been consistent with face-on binaries [90].

3For a discussion of the e�ects of changing these thresholds and, in particular, removing the
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Figure 2.3: The localization ellipses at di�erent sky locations for face-on 1.4-1.4 BNS
binaries at a redshift of: left - z = 0.2 (luminosity distance of 1 Gpc) and right - z
= 0.5 (luminosity distance of 3 Gpc). The red crosses indicate that the BNS at this
sky position would not be detected | either due to a network SNR less than 12, or
not having SNR > 5 in at least two detectors. The blue + symbols indicated sources
that would be detected, but not well localized due to being identi�ed in only two
detectors. The ellipses give the 90% localization regions for a source from a given
sky location. Detector locations are shown with golden markers.

Figure 2.3 shows the localization regions for these BNS sources in the �ve net-

works under consideration. In the �gures, a red cross indicates that the detection

criteria (network SNR > 12 and two detectors with SNR > 5) were not met for a

BNS at this sky position and redshift; a blue plus indicates that the source would

be detected but fails our localization criterion (SNR > 4 in three or more sites). For

signals which would be con�dently detected, and observed in at least three sites, the

green ellipses show the 90% con�dence region for the localization.

For BNS mergers atz = 0 :2, the LIGO Voyager network would observe the signal

over the majority of the sky. There are, however, four patches where the signal would

not be found, which correspond to areas of poor sensitivity for the two US LIGO

detectors. Furthermore, there are regions where the signals would be detected but

not localized, based on our conditions, and these correspond to locations where

single detector thresholds see [150].
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LIGO India has poor sensitivity. For those signals which are localized, the areas

are typically large, as these events will be close to the detection threshold in the

network. We can clearly identify a band for which the localizations are extended

in one dimension. These points are close to the plane de�ned by the three detector

locations. A large change in sky location, in a direction perpendicular to the plane

of the detectors, leads to a relatively small change in the relative arrival times and

consequently poor localization. These results are consistent with those obtained for

the advanced LIGO network (incorporating LIGO India) given in [99].

The Voyager-ET network is able to detect sources atz = 0 :2 over the essentially

the whole sky. For localization, we require the signal to be observed at three sites;

although all three of the detectors in the triangular ET will observe the signal, they

provide rather poor localization by themselves. Thus, the network is limited by the

requirement that two LIGO Voyager detectors observe the signal. The sky locations

where sources are not localized correspond to the locations for which the US LIGO

detectors have poor sensitivity, and these sources are only detected in ET and LIGO

India. The 3ET network also gives excellent coverage over essentially the whole sky.

There are still a handful of points for which localization is not possible. Again,

these correspond to points where one of the detectors has close to zero sensitivity.

As before, we see the characteristic extended ellipses at locations which lie close to

the plane de�ned by the three ET detectors.

For signals at z = 0 :5 we consider the three networks comprised of ET and CE

detectors. In all cases, the sources are observed over essentially the whole sky. For

the 3ET network, there are signi�cant regions where the source is not well localized

as it is seen in only two detectors, but the size of these regions shrinks for the CE-ET

and 3CE networks due to the increased sensitivity of the CE detector. Finally, as

expected, the signals are relatively poorly localized in directions close to the plane

de�ned by the three detectors.

For a two-site observation, the localization is typically restricted to a fraction of

a ring in the sky with an area of hundreds of square degrees [48, 54] and we consider

these sources to not be localized. The degeneracy along the ring is broken by relative

amplitude and phase measurements in the di�erent detectors. For events observed

with the triangular ET detector and a single L-shaped detector, the localization may

be greatly improved | the triangular detector recovers the amplitude and phase

of both GW polarizations so a single, additional observation will provide enough

information to break the sky location degeneracy. Furthermore, when there are

additional detectors in the network that did not observe the event, this information

can be used to further improve the localization. We do not consider these e�ects

here, but note that it would be interesting to examine in detail localization with a

network comprised of one triangular and one L-shaped detector.

In these plots we are ignoring the fact that sources detected at three sites may

be localized to two distinct patches in the sky, one above and one below the plane
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