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Abstract 2 Cloud federation enables inter-layer resource Trust establishment in cloud computing has always remained
exchanges among multiple, heterogeneous Cloud Service Providersaforemost apprehension of users, despite the problems of access
(CSPs). This paper proposea Quality of Service (Qo§ aware trust  control and single sign-on support, Denial of Service (DoS)
model for effective resource allocation in response to the vats  attacks etc. [6]. Cloud consumers fear the loss of control on their
user requests within the Clouds4Coordination (CAC) federation qata and applications offloaded to a CSP [7-9]. Cloud federation
system. This QoS mainly comprisesf nine parameters combined 5y ag this challenge of trust establishment one step further, by
into three catNegone_s: I(I) I”Odef p”r’]f"e’ (i) reliability, and (i 4Presenting a scenario of delegated trust due to connectivity of
competence. Numerical values for these parameters are compute multiple service providers [5]. A chain of providers is now
H Y H U\ “,Wﬂ V' H F @oQprovideiuARIEs measured over introduced, with a user having limited visibility on the set of
an interval "t are further processed by the proposed model to providers involved in realizing a particular service. The
evaluate the utility associated with a provider (referred to as a erformance of federated service is alwavs reflective 61‘ the
discipline in_the presented case study)The decision about gerformance of its multiple providers incIZding a home CSP

interacting with a discipline in a collaborative project is based on . :
this utility value. The systems architecture, evaluation [10. A home CSP can provide evidence to a customer for

methodology, proposed model and experimental evaluation on a establising trust in its own behavior. However, convincing the
practical test bed is outlined The proposed QoS-aware trust Customer for trusting non-transparent sub-providers is quite
evaluation mechanism allows selection of the most useful (based onchallenging In such a scenario of delegated trust, we suggest
a utility value) providers. The proposed approach can be useto  that establishing trust among CSPs in a federation is a unique
support federation of cloud services across a number of different problem and must be adequately addressed. An efficient solution
application domains. to this problem will result in a trusted and reliable federation.
Index Term$ QoS, composite services, cloud, federation, trust. Although significant research already exists about
| INTRODUCTION establishing trust in cloud providensarts of this literature is

ed, }é} tween a cloud consumer and cloud providers.

(s ot o o e Tl r i vsin conriond e
from multiple Cloud Service Providers (CSPs) [1] > puting ’

Federated services help a CSP to deal with unanticipa% s
changes in resource requiremerdy acquiring the same
resource from other CSPs (often in a dynamic manner, i.e.
interaction pattern between CSPs may not be known aptiori).
federated cloudsa Service Level Agreement (SLA) is signed
between a user and its parent CSP, which in turn may h
leased resource(s) or service(s) from various other providers t

?re a gart t())ftthe federatlcl)lnk[Z]yp|callé§§ermﬁne_nt coall_tlo_||1 articipants of such federation, instead of relying on individual
orme eween = well-known S aving  sImiag, st jevels of user-facing CSF29.

infrastructures, well acquainted due to continuous mteractlonsAIthough precise decision making requires multiple sources

with each other, offer limited benefit when apphcaﬂorbf trust information 30|, policy or service level agreement

;egwret_mentfsf/ dekr)nan?i c_ha;nge ov?r tm|1eb[_|3_]. Ho(\;vewtar, ??%#LA) based trust or feedback/recommendation based trust is
ederation offers benefits in terms of scalability and potentia ot a feasible option in federations due to complexity and the
diversity in service composition in a dynamic manner@gud E

are all representative of the custon@ecloud trust
pective. Limited coverage exists for trust management in
loud federation because it is assumed that all cloud computing
%dels, including federation, share the same set of trust
requirements. A federation must establish trust among its
articipating CSPs before sharing resour@ ds required by
cloud service user. This property of federation dictates the
88d for an adaptive modéb establish trust among the

) o ; ) ikelihood of collusion Instead, trust evaluation isassed on
providers (_:or_1tr|but|ng_t0 a federation are not constrained byt g turing performance metrics that reflect real time behavior of
resource limits of their peer CSPs and they have an option tgf

hoosd | d and shared b itin| vice providers. Therefore, this work utilizes a QoS-aware
chooserom resource pools owned and shared by muttiple PEef,q; o\ a1yation mechanism so that participating CSPs can be

s?jg?r?ilerfst 0‘; tr“s, C\:N‘?ES tmaglf] be brelunctant ft(;rtalgei:]rpait';] rassessed over a commonly defined feature space. For this
ederation typically owing 1o ‘the absence ot trus 0 epurpose, QoS metric mainly comprise of three categories i.e.
providers in the federation [5]

node profile reliability andcompetencelhese in turrcomprise
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Figure 1: A typical cloud federation scenario

of nine service parameters as defined in later sections andConsidering service as a method of representing, performing
numerical valueof these parameters are computed evpiW fand delivering a specific task, a federated service is an
seconds for each cloud provider in a federation. All valuescumulation of various sub-services or service components or
measured over an interval are further processed by theresources from various providers. A federated service scenario
proposed model to evaluate the utility value of a discipline. This illustrated in Figure 1 having four CSPs. A home CSP is
approach tends to be optimistic for CSPs that are new entrapteviding various SLA bound services to consumers (i.e.
in the cloud market to compete with more mature servidadividual and Enterprise) while other CSPs are shown as
provider having long term experiences in service deliveryoreign CSPs. Each CSP owns a set of distinguished virtualized
Moreover, the proposed approach has been validated omesources. Home CSP has one set of additional resources leased
federation testbed hosted on the Google Cloud Platform (GCRYm CSP-1 Another set of resources is leased frQ8P-2
utilizing real life workload from a construction proje@®1] which in turn has leased a part of these resources @83
instead of hypothetical dataset3.his paper is divided into six thus forming a hierarchy of resource exchanges.

further sections, the key concepts and related researchA|F CSPs joining the federation may have heterogeneous

presented in sectiorl. Section lll  presents the system infrastructures. A CSP could be a service provider with a large

architecture supporting the proposed research. Sedton aenad sustained user community, or a new market entrant with

presents the methodology and underlying details of the proposed: ; ; . ) T
QoS model respectively. Section V presents trj'm'ted service delivery experience. Each relationship within the

experimentation, validation and results followed by a]Ee dera’glolr is governed by rules fanhd agreements, Wh";’]h
concluding discussion in sectiof. essentially neeq to be a subset of the SLA_ signed by the
consumer with its parent CSP, B, thereby making the home

II. BASIC CONCEPTS& RELATED WORK CSP exclusively accountable for service delivery to the

This section describes the basic concepts of trust evaluation SH§OMer:
cloud federation to support multi-disciplinary constructiorB, Trust evaluation
projects. Related work that focuses on cloud federation and tr

) D i k':%nventionall , trust in an objedtas always been used to
evaluation to support such federation is also outlined y ) Y

measurehe extent to which that object will behave as expected.
A. Cloud federation The notion of trust is mostly considered in the perspective of
Cloud federatioror bridging [1, 4] involves dynamic sharing *SHUIR U P DQFH : V HEXULW\" D& ieSULY
of resources among CSPs. Service composition amofigMes to distributed and multi-agent systemssuch cases,
heterogeneous participants of the federation occurs in layers fSt €valuation utilizes various indicator values of these
10]. In a cloud federation, a request generated by a home cameters collected from multiple sources i.e. human
(against a specific SLA) to lease a resource is referred a0 aR€rceptionbehavior and interaction with the system. In general
transaction. All other exchanges for resources that originate a§4gt Sources can be classified into three categories basgd on (
part of this transaction can be termed as its sub-transactiogcommendationseither direct or transitive, provided to a
Generally, a (sub)-transaction is enacted across multiple stadéd€ntial user by others based on their own experieiice (
with the first being a resource discovery request, followed b rlflc_:atlon of c_on.tracslgned betw_een the user andthe p_rowder
resource matchmaking and eventually establishing a relationstﬁf)es“mate variation from the defined thresholds in policy, and

between the CSP]. i) Attribute assessmento verify the capabilities and

competencies of cloud providers. Although these sources are
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Figure 2: Abstract illustration of proposed system

context dependent, multi-source trust evaluation is always bestgage in various service compositions and are only eligible to
suited for use in dynamic environments. In a cloud federatioake part in a service if the trust of the entire service cluster
however, trust evaluation based on policy verification is neemains above the given threshold. The approach howsver
VXLWDEOH GXH WR KHWHURJHQHLW\ obl@ basat\donSdzlutity-foEus&i3t@tid/avidit infQritatid thatodlF W
services. Moreover, the only concern in a federation is doud- gets updated if there is any change in the provider infrastructure.
cloud trust establishment, and does not require dire&t Cloud federation for construction disciplines
engagement and feedback from an end u88}. Literature ' o ) )
focusing on trust establishment @ cloud federation often Cloud bridging or federation3p] is a complex case of
utilizes the same us¢o-cloud trust perspective with a variety dynamically sharing services/resources among different cloud
of factors, such as behavi®7 or pricing [33] to characterize Providers. — Service composition among heterogeneous
relationships within a federation. participants of the federation may happen at any layer of cloud
Recent work also makes use of cloud interactions as a waysg§vice delivery model3f]. Various cloud bridging solutions
evaluate trust/reputation within a federation. A coalitional graghe IBMs Cast Iron Cloud Integration toold(] are present in
JDPH FDOMY¥® YW WORXG |HGHUDW L Rasrket (aedpapg lURed iy papligatiqng development in various
proposed in 34] to Support Cooperation among cloud provider§nVir0nmentS. Cast Iron integrate_s with multlple other prOdUCtS
in a federation. The proposed approach considers a specific c&@ Systems from IBM and various other vendors, such as
of Map/Reduce programs while considering reputation amorgplesforces and SAP CRM. This helps in integrating locally
the participating cloud providers to achieve maximum profit faplaced systems with private and public Cloud environments
their participation. A cloud provider rates another cloud providéﬂll-

based on its direct mteractlon,. as a basis for a local ratlr}gany other bridging solutions such as Oracle Cloud Machine
However, the proposed mechanism does not take false feedb@fk-h can connect to an external data center while being
and othe_r sec_urity vuln.erabil_ities in recommendation based t”t!féployed on local infrastructure at customer premises are also
mechanisms into consideration. _ , available. Other similar work includes Munkley et 42][ who
Other work has proposed a lightweight algorithm [35] basethye created information synchronization systems using Revit
on ratings of cloud providers using prior interactions. Th&gver and internal storage server that allows customers to view
proposed mechanism is an extension of the Trust NetworKread-only version of the Revit (core) model. A client/server
Analysis with Subjective Logic (TNA-SL) algorithn8§] for approach has been developed by Boeykens e#3l.which
cloud environmentstutilizing recommendation and feedbaCkprovides an event based communication mechanism between

ratings in the federation. This approach has an inherent risk §f,pedded componentef Building Information Modeling
being susceptible to malicious feedback and collusion attacks(.B|M) authoring packages.

Another work B7] has proposed a mechanism of Aggregated
Capability AssessmenAgCA for composite services in cloud In relation to establishment of trust in cloud based construction
federation. The authors have proposed a mechanism to evaluldgi€ects, the rapid sharing of data also raises the issue of data
the trustworthiness of a service as a factor of trust af@nfidence + acknowledged more commonly in the AEC
dependency for all participants involved in offering the servicdc QGXVWU\ WKURXJK WKH XVH RI pLVVXH
Trust evaluation has been carried out using subjective bel@fhere documents are provided status equal to what they can be
theory in which the trust scoreisan@LWR UV RSLQ LURed forHglphlycand thus what the issuing party assumes
the security capability of a cloud provider. This is assessed bagegponsibility and/or liability for). This is motivated in particular
on the Cloud Security Alliance methodology (utilizingby governmental objective of achieving full cooperative BIM
Consensus Assessment Initiative Questionnaire (CAIQ) and t@ross the AEC industry (with all project and asset information,
Cloud Maturity Matrix (CMM)). Cloud providers can thenpaperwork and data being electronik).[44], this aspect has



been addressl E\ GHYHORSLQJ D 3SHUFHL XIHdBciglneX Withn Bh& G4CGysteR ldommunicate using a
project collaboration in the CA4C system, particularly focoordinating mechanism based on propagating events within the
determining whether a new participating system can Hederation space. This mechanism is used to notify all disciplines
integrated into a federation with existing ones. This approaelout any new projects or changes within existing projects.
has used cloud audit information to minimize the risk of includ&/henever any naotification related to a project is disseminated,
an unreliable system into a cloud federation. The audivery master retrieves and updates the model and creates a new
information is retrieved from Cloud Security Alliance (CSA)copy of the project oiits local cloud. The entire federation is
repository in the form of Consensus Assessment Initiativavned and managed by a discipline that acts &3 GHUDWLF
Questionnaire (CAIQ), whicls static self-assessment processO D Q D JFetMgn), which is also responsible for retrieving the

for cloud providers. Another work proposed 4%] extends this up-to-date version of the project.

approach to complement the static perceived trust with When a new discipline needs to be added to the federation,
competence of the cloud provider to evaluate a Cooperatitrast values for the new discipline are evaluated before inducting
9DOXH (VWLPDWH &R 9 (s aRilityR@parkcipate UtRisrdisGiplinkto the project. Once a discipline qualifies for the

in a federation. Howeveh&competence is not evaluated in reabiven criteria, and is added to a project, the broker keeps track
time and is measured as a faatbrperformance from previous of its performance during the course of the project.

projects that a particular cloud provider has been a part of. B. System entities and their roles

Keeping in view the requirements of trust within theéa nymber of different entities that constitute the C4C based
construction industry, the real time performance evidence aloggd federation system are illustrated in Figure 2. These entities
with the capability and competence assessment should fgy appear in different roles (given a different context) and

utilized to determine the trustworthiness of participants in thgteract with each other influenced by certain rules that govern
federation. Our proposed work utilizes a QoS-aware trugle federation.

evaluation mechanism so that participating CSPs can not only

be assessed over a commonly defined feature space but aisdEC Organization / Discipline / Cloud Service Providets

provide irrefutable evidence of their performance availablée context ofa C4C system, every AEC organization or
through a centralized Trusted Third Party broker. In this way, discipline is the owner of multiple artifacts generated for the

is always ensured that the proposed trust mechanism follows fgpose of a project. The generated artifacts or data may be
conceptof EigeF UXVW $PR QW B O/RIX\G RS UR Y Bterepumthing riiyaig{cloud, or resources from multiple CSPs
are always a small number P(fh < n) of pre-trust nodes in the may be used in some cases. This is achieved by merging data
network to bootstrap the federation. As these nodes increase, 38t from multiple parts of a BIM modeUH IHU UH @at&/ R DV

impact of malicious nodes decreases. space). Any discipline represented by a CSP may appear in the
federation in any of the two roles: either as a FedMgr or the
. SYSTEM ARCHITECTURE discipline provider.
A. Clouds4Coordination (C4C) overview x Cloud Service User / Project ownetA Cloud Service User

Construction projects are a complex set of activities involaing_(CSU_) _is t?]e owger Of?‘ projet;t r?nd r(_asp(.)n_sible for:_ ()
wide range of professions from multiple organizations. Thedfentifying the QoS requirementd the project; (ii) managing

organizations collaborate throughout the project life-cycle aﬁae op_erat|ons W'th'n. the AEC prOJect;_ (it managing
Haractmns among various entities involved in an AEC project.

generate variable amounts and types of data for the project?ﬂ . S

this way, the federation acts as a mean to support collaborati s may include mcjmduals or groups of users that use
among several disciplines i.e. suppliers, designers and c §{ernall)_/ hosteq SErvices. A CSL.J IS conn_ected to the FedMgr
consultants etc. for carrying out design and construction task%. rough its service without any intervention from the cloud
ederation broker.

For a construction project, any of the disciplines may join C4C

by sharingits data located at a cloud based data center. % Cloud Federation Brokerz Service interactions between
fundamental challenge BC4C-enabled project is to create andj'ffefe_”t AEC organizations participating in the federation are
manage the federation space through a master-slave cl@dninistrated by this Cloud Federation Broker (CFB). The CFB
computing environment called CometCloud. Discipline specifi responsible for evaluating and conveying the QoS utility value
service/ cloud providers can then use this federation to join/leaQe@ Particular discipline to the participants of the federation
any time during the course of a project. This joining/leaving€fore collaborating in a project. The brokerd HQW *&OR:
during thelifetime of the project occurs without any initial HQLH LV_ dand«taMDmmagbG cloud servers O_f each
assessment (of their Q0S). In the CAC system, each participaﬁﬁlgcessfully_regstered d_lSCllene prowdgr. Broker and its agent
site must maintain a CometCloud deployment usually with &' responsible for starting the federation process, on request

minimum of one master (agent) and multiple workers. The c4°m FedMgr, onall disciplines that take part in the project. If a

master accepts project related tasks/ events from otV disci.pline or provider is to _be inc!uded in the project, it has
participating disciplines and its workers execute these tasks 4Ad°€ registered with a description of its resources.
report results to the master node. Each master kdepal copy C. System workflow and interactions

of the project _model mad_e up of Industry Foun_da’uon CIaSS‘Ia'ﬁe C4C federation system contains multiple entities interacting
(IFC) objects i.e. an engineering and construction sector d%

: i fth each other to support the entire workflow of the proposed
ormat. system as illustrated in Figure 3. The federation consists of
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multiple disciplines, each offering a set of servicae project. SURYLGHUV IRU GLVFLSOLQH p[T IURP
The typical C4AC process starts whEadMgr engages other  fulfil the criteria mentioned in the incoming request are
disciplines to coordinate a project and adds/removes disciplineorwarded to the QoS Manager.

as required. However, the proposed architecture extends thisx The federation manager then generates a Request to Engage
mechanism to include a request fréi@dMgr to the CFB and a  (RTE) for that given discipline. A new transaction is generated
reply fromCFB to FedMgrfor the selection of disciplirsgfrom whenever a RTE message is not associated with any ongoing
the list of registered disciplines. This request is initiated by transaction (i.e. a null trid). On the other hand, if the RTE
FedMgrevery time a discipline is to be added to the project. ~ contains a transaction id, then this resource exchange is
termed as a sub-transaction. This entire mechanism from the
generation of RFRurtil the engagement of resource(s) by a
geTE is a recurring process for any federation participant.

Each discipline interested in joining the federation has to be
registered with the CFB by providing its credentials (name,
endpoint, metadata etc) and its resource capacity (or nod x Adding new discipline to the federation also engages the
profile as in section 3.1.1). After a discipline is a registered

participant of the federation, it can participate in a project by (loud GeQ L H.ﬂ RQ WKH UH T.X LVLWH GLVF
leasing or acquiring resources (or capabilities) as and whe erformance during the course of the.prpje_ct, and upd_ate the
required. The CFB keeps track of available resources offered b roker with the performance of the discipline. Every time a

a discipline (reliability in section 3.1.2) with the help of a broker p_roject completes, the broker computes the competence of the

DJHQW SUHVHQW ZLWKLQ WKH GLVF Lj}@cﬂ‘@ﬁ %@f%@%@@@eﬁm@wwtﬂwwe prokery |
agent helps the broker to maintain a Federated Resource Li ectionlV.C).

within the Profiler, containing a discipline specific list of
resources that are either Waiting to Acquire (WTA) or Ready to IV. ADAPTIVE QOS-AWARE TRUST MODEL

Lease (RTL). AWTA is a resource demanded by any disciplir@ur QoS model involves a number of dynamically invoked
that is required by the project and has not yet been matched. gamvices within a cloud federation, keeping in view anticipated
RTL is an additional resource offered by a participant that hperformance based on availability, reliability and
not yet been matched. Usually, a discipline generating a WTArissponsiveness of these serviclisis therefore essential to

a part of an ongoing project and a discipline generating RTL éenstructa suitable model that can predict performance and
not a part of a project but announcing its capabilities to be takstability of a given servicd he proposed QoS-aware trust model
onboard. The entire procedure for engaging a new disciplinefty a cloud federation environment can be expressed as: (S, R,
the project with requisite resources is given as below. T, C, U, D), where

x The FedMgr upon receiving a RFR generates a request X S=service request sent bYC&U,
add_new_discipline (x, trid, criteriagnd forwards it to the _ .
&)% +HUH u[f LV DQ\ G LiNeFptoairi@isl U H T XL (RT @egoyreest%dservices},

the project identification number and is null for the first time x T =time slot such thak=(T1, T2 « ),

the federation is created, criteria and threshold is any attribute- ) )
value pair for the required resource, including values for node X C:= 5 : 9= capacity of each resource/ service
profile, reliability and responsiveness. given by an integer vector V,

x This RFR is directed to the Transaction Manager, which X 8 5 7 :=reso@ce availability at a given
verifies the availability of matching resource(s) and associated time slotT.

providers from the Federated Resource List. Multiple eligible



x ' 6 : & resource/ service demand function QIJ )
represented by an integer vector (1) i llB(V

The proposed QoS-aware trust model specifies an antdipat ¢ n -’
availability U of a serviceSfor any periodT,. This availability 9'1 .
. - . i . C(|)
is a prediction based on availability of a resource hosting the !
service during previous time slofs.1 with an objectiveto Is( 1) n '
distribute tasks efficiently for minimizing task failure and g
project delaysFor this reason, the proposed model makes use of 1 M(0)
the historical usage pattern of the resoueredict service lg( t)y ! 1 / ,
availability. In order to maintain an up-date status of the
system ando provide the requested resources prompitig 9 D(i)
model analyses three different types of information from each (1) i'1
node a basic node profile, real time information measured at 7 n
regular intervals known as Reliability, and the non-real tim&hereB(i) is the network bandwidthC(i) is CPU utilization
performance information related to previously completed taské(i) is the memory utilization and D(i) is the hard disk
known as Competence. For QoS analysis, the utilized resouratifization all measured at th& time instancefor any cloud
savice usage informatiorsigatheed using the nine different service provider.
parameters as given in Table 1.

1
(1)

C. Competence

Competence ofa discipline is obtained by measuring two
parameters in the context of tasks assigned to it at any given

Table 1 QoS operators for trust prediction

Parameters Type Category i X . i
time. The firstlg is the ratio of successfully completed tasks and
l,  CPU frequency _ Node the secondly is the performance of a given provider.
lo- Memory Size One time Profile Competence is then calculated as a product of these two
I3 Storage Capacity parameters
l4  Average Network '
Bandwidth

1) Average task success ratio

ls Average CPU utlization HEAWHY - Reliabilty Average task success ratipcan be given as

ls Average memory utilization (real time)

Iz Average storage utilization . P('Y)
A a0 PO o @)
ls  Average task success ratic Recurring P( t) Q( t)
ls  Average performance (nonreal  Competence where P 0 Wand Q O Ware the number of successful and
time) unsuccessful tasks respectivdlyorder to acquire tlesevalues,
A. Node Profile a traditional mechanism is to let the broker agents on the running

Node profile is the capacity of a cloud node in terms of availab?éteS I(iybscrlber?)_lreport :|vhen a ta;l:. has stlc;pped (?_ue to
resources and can be measured using direct evidence fromGREPIetion - or - tai ure). However, IS - resutt  reporting

broker agentl; to |5 denotes the capacity of each cloud in term echanism based on subspnber m‘?b””g the problem c_)f
of resources e.g. as given in Table 2. raudulent reports and site collusiomo overcome this

limitation within a C4C federation, which is actually a
Table 2: Example of Node Profile collaborative paradigm, the running tasks are reported to the
discipline which initiated the task (i.e. the publish&ased on

Cloud CPU memory size z;ogggify this mechanism of C4C federation, in which there is one
N 190 GHa 20 GB 20 GB d!sc!pl!ne pubhsh_ln_g the task (update or fe_tch) and at least one
' ' discipline subscribing to the requestour different cases for
N2 2.40 GHz 5.0GB 60 GB reporting results can be specified:
Ns 2.33GHz 6.0GB 0GB i. When the subscriber and the publisher report a task as
successfully completed.
B. Reliability i. When neither the discipline nor tRredMgrreports the
l4 to |7 are four reliability parameters obtained by real time result, it is considered as unsuccessful.

monitoring of data using a broker agent. These values are a result
of real-time evaluation of cloud resources within a given time
Z L Q G R&Hjpr example, given a resouiRehat is performing

Q thsks within time framel When

When the publisher reports as not completed, it is
considered as unsuccessful.
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Figure 4 Perceived competence metric and workflow

iv. When the subscriber discipline reports the result as  whenever a disciplindl updates a model with a newer version
completed, and the publisher fails to repdrtt is WY fh the shared space, a similar process is undertaken. This
considered as successful. results in a similar round of notifications and metadata

SURSDJDWHG WR LQWHUHVWHG VIVWH V

updates their metadata with this new version so that they may

Since the system can process different types of tasksich that version at any later stage if required.

response time should be measured for a task with a fixed dat?)uring the project lifetime, a participating discipline may

size, and performance should be calculated for batch processwgm to retrieve an updated version of the model. This process

tasks with variab_le lengths of Qata. The proposed cac Sysmr@)ﬁetrieving the model is representecad®tchprocess. Figure
a batch processing system with variable model sizes, therefg{r%howS a civil engineering disciplit@ interested to work on

task based competence for individual disciplines is calculatet e model updated by disciplife recently. The fetch process

This calculation for each discipline is based on the number S .
objects assigned to it in the form of a BIM model, and the tim]%Om disciplineC is represented to occur betwep) HWF K 6 WD

o ahd p)HW FK in ®igufe 4. This includesi)( finding the
taken by the discipline to process them. location of all objects marked as updated in the metaddja, (

To support this form of competence, each site is said tequesting the discipline(s) for updated model{8), feceiving
have a local C4C environment, which enables other sites ttiese model(s),i() merging all the different updates ai)
interact with it. In the workflow presented in Figure 3, disciplingvriting the modeto the shared space.

A creates the C4C project which is formed of Industry . L
; : Once a merged model has been created for a given discipline,
Foundation Class (IFC) objects stored at a local chefince a it is returned to the local client for that discipline for working

model is complete (or has been successfully updated), it has B% updates. A model fetched at the local client is afterwards

be updated in the shared federation space so that other : .
disciplines may work on it as per their role in the project. ForSdated with any changes and may again be updated to the

example, considering disciplink (Architects)have finalizeca Shared space following the update model process. The total time

building schematic as required by the customer, it should no&vtakes for fetch process starting from F1-F8 in Figure 4 is
be updated so that the the civil engineering disciplirie able enoted by the fetch time. Writin), synchronizing(s) and

to use it. All sites participating in the project are notified abom%fmh (f).tm.]e§ are gt|||zed as a measure of performance for any
. X . . iven discipline as:
the new project being created (based on role(s) in the projecty.

2) Average performance

number_ of_ IFC_ objects process: 4)
time_ taken

The update process starts when the local client A pushegerformance h
the model data into the cloud. The cloud owned by discipline A
writes the new objects and their metadatdisk. Afterwards a D. QoS Evaluation

metadata HashMap is created and advertised in the shafgdyqer to evaluate the QoS of any given cloud provider, the
federation space. All sites receive the update notification apgiapility parametersi{ to I7) are first derived and normalized

update the metadata for the C4C project. This process of UPd@ie enaple comparison across a common scale). In order to
is represented in Figure 4 by Update Start and Update Finighmajize the values of these parameters over any time window

events. The time taken from U1 to U6 is called the update tin@jmwen n cloud resources and a total group of measurement
and measured as:

_ N _ o _ samplesX  {x, X,,--,X ,~-+ X} . For n resources, we
update_ time writing_ time synchronization tir (3) obtain a characteristic matrix as follows.

This process is similar in case of more than two sites
participating in the project. For the lifetime of a project,



§(1 . )51 Xy e X | . V EXPE.RIMENTATIOI\.I | -
Ko s Xy KXoy o Xgp This section describes the implementation details along with the
X('tj) O, (5) experimental evaluation of the proposed approach. Data

w, acquisition and system settings are also described in this section
@& 1 X® X2 o Xim to elaborate experimentation.

Givent zd n  with  x, x,, x,.-- x,andl kd mwith A Experimental setup

X, X X%po'tc s Xy a@ny row operator x, 1, is The proposed model has been implemented using a Trusted

i int f[0.01, O. taini t%hird Party (TTP) QoS-awarbro_ker and its agent built in
normalized into a range of [0.01, 0.99] obtaining a new matr ython. They are integrated with the C4C federated cloud

Tt T2 na Tzk o 8S 9iven below: system that is based on the CometClodd] [federation
framework. The broker agent resides within the cl@&IJRY LG H U \
§ - 18 ry, ..oy infrastrgcture and makes use of Lin'ux.system level Co_mmands
o T re ey to obtain data from C4C nodes/ disciplines. The entire CAC
0('t) 2o e (6) federation along with the broker is hosted at the Google Cloud
o " ) Platform (GCP) in multiple geographical region as described in
) 21 r© > - T'om Table 3. All nodes have similar specifications i.e. the effect of

node profile is not considered asrmiw.
Considering ) ('t;) as one sample of data at flagime- P

Table 3: System specification for experimentation

stamp window{;\Wach row operatat can given by

m Type os Compute  Memory Storage Region (no. of nodes)
: rzk Ubuntu europe-west2-a (4)
r k1 (7) C4CNodes 16.045 1vCPU 375GB  10GB us-east1-b (3)
z LTS asia-eastl-a (3)
m europe-west4-a (2)
The reliability of a discipline provider composefl real- Qosaware same as above ----- asia-southl-a (1)

time trust parameterk, to |7 is then the average resource
utilization. The best node is then defined as a utility function Each discipline provider has numerous values assigned to it
having these three types of service operators i.e. node profie,defined in Table.IFor the sake of simplicity, only three
reliability andcompetence as: disciplines ©$1 &M KLWHFW p&T DV FLYLO Hi
U (N R LX) (8) structural engineer) are considered in these experiments for

- . L . LZKLFK WKH 1R Gk initially.
where @5 the utility of interaction i.e. the trust associated Wltftach category has ufour ?anggj;?ea:rf\%ngg oﬁgrznﬁ% y

provide nodei that belongs to a specific discipline betweerbarameters for thet SHOLDELOLW\Y PHWULF DUH
{0,1}. An incoming RFR requestinga discipline for a project i, ro| time at the QoS-aware broker for each provider. The

contains the same weightedteria_ as per user requirement for HFRPSHWHQFHY PHWULF LV UHWULHYHC
these three parametefie matching providers are then rankeQNorkload is finished executing in the federation

in order of their utility of interaction, and the results are returned
to the Federation Manager. The selection with the largest valliee proposed research makes use of actual workloads of varying
is then invoked by the broker to take part in the project, &&zes i.e. {300, 689, 956, 3442, 5342, 8940} KBs obtained from
defined in section I11.C a highway construction proje@]]. Every workload (as project
From a computational perspective, the project collaboratiop ¥ has a number of update and fetch tasks carried out by each
framework is dynamically created at runtime, where disciplinediscipline from time to time. The project is considered complete
join or leave based oatrust assessment. Each discipline alswhen each discipline hast least: ) made one update to the
has multiple processes that carry out task executions on locdlipjectand (i) fetched one version of the final model from the
available resources. A process starts when a client procebéred space In order to ensure coherence among the
requests an update (changes one or more IFC object(s)) @etformance metrics associated with disciplines, the size of
terminates when the update is observed at another disciplinpdate that each discipline makes to the project is identical.
This requires an object to be transferred from the client's locHhese nodes are setup and connected to the broker, enabling live
machine to the remote discipline that has requested a viewnaenitoring at the broker with the following considerations.
update. The overheads of the framework are measured with an
aggregated tim#s-complete (ATTC) metric that depends on the
number of IFC objects being executed, the number of
simultaneous client requests that need to access the federated
model and the number of disciplines that are part of the
federation. The overheads of trust evaluation are however
negligible as compared to these overheads of the framework.

Data associated with metritsto |7 are collected over
time and stored in the broker repository.

The operating system running on the node has minimal/
negligible CPU and memory footprint with limited
network traffic sent and received across the federation.
CPU, memory, network and disk utilization are
frequently varied using hypothetical workload
generated by open source todlwo different cases are
considered with utilization load varied with thresholds
set to: (i) d25% and (ii) d50% for each node.
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Figure 5: All data set with max utilization below 25% for experiment 1
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Figure 6: All data set with max utilization below 50% for experiment 1

After the federation has been setup, all users connects to theifile (referred to as max availability in graphs), whereas
respective disciplines and performs their desired update argiability and competence share the remaining weight in this
fetch operations as defined at the start of section V. case. Similarly, in the second and third iterations maximum
. weight is assigned to reliability (referred to as max reliability in
B. Experiment-1
i ) _ _ ) graphs) and to the competence (referred to as max competence

The aim of this experiment is to collect QoS metrics dai graphs) respectively leaving the remaining parameters with
without considering any specific time slot, achieved bysser weightsThe service groups identified for the same weight
continuously monitoring each node. The data is gathered fodsignment are considered in Figure 9. The same process can be
days including data for performing a series of projects involvingsed to identify the set of disciplines for any project, based on
all discipline providers and construction workloads. Sihbas the weight associated with each discipline.
the maximum valuef 1, the weight (g is set to 0.33 for each
operatori.e. node profile, reliability and competence

Error! Reference source not found.represents the results ofTh
service selection with varying weight assignments considerirf

the complete dataset when the utilization of a node is kept e : )
P P qln a betterway. This experiment uses QoS data for each node

to or below 25%.Error! Reference source not found. thered for the last 24 h All oth ¢ i th
represents the results of service selection considering ghered for the fas ours. other parameters remain the

complete dataset when utilization of a node is kept equal to me an Expenme_nt 1 F|gure ’ shows the result_s of.serwc.e
below 50%. In the case of varying weight assignmenis selection with varying weight assignments considering this

iteratively calculated with alternate weights for node profil ecent datase; when the_ utilization of a node is kept equal to or
reliability and competence. As shown Error! Reference elow 25%. Similarly, Figure 8 represents the results of service
source not found.and Error! Reference source not found selection when utilization of a node is kept equal to or below

participants from various service groups are compared for thélQ%' In Figure 7 (b) and Figure 8 (b) represents a case when

utility on the basis of varying weight assignment to differen‘fa_Ch service parameter (node profile, reliability or competence)

service parameters. At first a specific case is considered ths“fceranvely assigned a zero v_velght to _nullllfy effect on the
each service parameter is iteratively assigned a zero WeibjﬁI ity value and hence on service selection.

(referred to as w/o availability, w/o reliability and w/o

competence in the graphs) to nullify its effect on the service

selection. Afterwards, maximum weights are iteratively

assigned to any single service parameter starting with node

ExperimentH

is experiment is based on the observation that each node
nnot maintain a consistent usage pattern over a period of time.
nce the current data set may reflect the potential usage pattern
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project. Figurel2 showsthe overall project completion times for
all selection criteria. It can be observed from Figl2e¢hat the

proposed QoS selection criteria performs the same for both
recent and older datasets. Since Reliability is the only variable
that is time dependent, selection based only on Reliability has
performance degradation for the older data set.

All Dataset Recent Dataset
Discipline
d25% utilization| d50% utilization| _d25% utilization| d50% utilization
Architecture Arch-4 Arch-4 Arch-2 Arch-3
(a) Civil Engineering Civil-2 Civil-4 Civil-2 Civil-2
Structural Engineering Struct-1 Struct-1 Struct-4 Struct-3
Figure 9: Service groups for project execution in case of same weight
assignment with proposed approach
All Dataset Recent Dataset
Discipline
d25% utilization| d50% utilization| _d25% utilization| d50% utilization
Architecture Arch-4 Arch-3 Arch-2 Arch-2
Civil Engineering Civil-2 Civil-4 Civil-2 Civil-2
Structural Engineering Struct-2 Struct-1 Struct-1 Struct-3
Figure 10: Service groups for project execution based only on best
reliability
All Dataset Recent Dataset
(b) Discipline
Figure 7: Recent data set with max utilization kept below 25% d25% utilization| d50% utilization| _d25% utilization| d50% utilization
Architecture Arch-4 Arch-4 Arch-2 Arch-3
Civil Engineering Civil-3 Civil-2 Civil-3 Civil-2
Structural Engineering Struct-1 Struct-1 Struct-4 Struct-3

Figure 11: Service groups for project execution based only on best
competence

a
o o

ATTC (seconds)
N ow s
s &

(a) o

0

<=25% <=50% <=50%
All dataset Recent dataset
Dataset
El Weighted average  EReliability based Bl Competence based
Figure 12: Project completion time (seconds) for various selection
criteria

(b) VI. CONCLUSION

Figure 8: Recent data set with max utilization kept below 50% This paper has presented a QoS-aware trust establishment
D. Experiment Il mechanism for C4C—based federated clc_)ud system. The

' proposed mechanism makes use of profiles of participating
The aim of this experiment is to use the outcomes of the previgyisyes, Reliabilty of their usage patterns over a period of time
CAC federation. Three different sets of nodes are identified ig|ection mechanism ranks nodes according to user
one set of nodes selected on the basis of the proposed Qguirements and their role in the project. We have validated our
criteria from previous experiments as shown in Figure 9, oRgproach using experiments carried out on the CAC system using
makes use of Reliability, the other focuses on Competenggs|m dataset. The top ranked nodes selected for each discipline
achieved during establishing the federation. Figlieand through the proposed selection are then integrated in different
Figure11 show the two sets of nodes identified on the basis gfojects for the validation of accuracy and comparison to other
reliability and competence respectively. These three sets @fedion mechanisms i.e. only based on performance and usage
nodes are then used in CAC progeftlr executing the same pattern. In future, we propose to extend this work by having

workload and project completion times are observed for eagRdicated use dfi-premises high profile cloud platforms (local



cluster) like IBMor Azure etc. Moreover, we propose to extendl7]
this work by introducing more parameters specifically related to
user perceived aspects of trust

(18]
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