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Highlights: 
1-An intelligent torque distribution strategy for DDEVs with the reinforcement learning methodology is proposed. 
2-Vehicle active safety and energy-saving performance are both considered in the Markov Decision Process. 
3-Twin delayed deep deterministic policy gradient algorithm is deployed for continuous torque vector output 
and the learning stability. 
4-Numerical test and hardware experiment validates its huge strength on handling stability and energy 
conservation. 

Keywords: Electric vehicles; deep reinforcement learning; direct torque distribution; energy efficiency; vehicle 
safety 

Abstract: Distributed drive electric vehicles are regarded as a broadly promising transportation tool owing to 
their convenience and maneuverability. However, reasonable and efficient allocation of torque demand to four 
wheels is a challenging task. In this paper, a deep reinforcement learning-based torque distribution strategy is 
proposed to guarantee the active safety and energy conservation. The torque distribution task is explicitly 
formulated as a Markov decision process, in which the vehicle dynamic characteristics can be approximated. 
The actor-critic networks are utilized to approximate the action value and policy functions for a better control 
effect. To guarantee continuous torque output and further stabilize the learning process, a twin delayed deep 
deterministic policy gradient algorithm is deployed. The motor efficiency is incorporated into the cumulative 
reward to reduce the energy consumption. The results of double lane change and snake lane change 
maneuvers demonstrate that the proposed strategy results in better handling stability performance. In addition, 
it can improve the vehicle transient response and eliminate the static deviation in the step steering maneuver 
test. For typical steering maneuvers, the proposed direct torque distribution strategy significantly improves the 
average motor efficiency and reduces the energy loss by 5.25%-10.51%. Finally, a hardware-in-loop 
experiment was implemented to validate the real-time executability of the proposed torque distribution strategy. 
This study provides a foundation for the practical application of intelligent safety control algorithms in future 
vehicles. 

1. Introduction 

1.1 Distributed drive electric vehicle 

Excessive energy consumption and the environmental crisis are two major challenges that entangle human 
nerves. The promotion of electric vehicles (EVs) has effectively eased this anxiety [1]. With policy support in 
China, EVs have experienced a remarkable increase of 29.18% in the last year [2]. In addition, with advanced 
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driving technology, EVs with multiple executors have emerged and attracted more attention from automotive 
scholars [3]. As a typical multi-actuator vehicle, a distributed drive electric vehicle (DDEV) is regarded as a 
promising vehicular architecture [4-6]. Explicitly, driven by four independent in-wheel motors as shown in Fig. 
1, DDEVs have exhibited several huge potentials: 1) the reasonable power allocation among four motors is 
able to improve motor operation efficiency, which could reduce the energy consumption [7]; 2) the coordinated 
torque distribution among the four wheels can enhance the vehicle safe performance, such as vehicle lateral 
stability and maneuverability [8]. 3) the utilization of multiple driving motors can further upgrade the foundation 
of fault-tolerant control [9, 10]. Therefore, a reasonable torque distribution can fully utilize the potential of 
DDEVs. Nevertheless, nonlinear tire saturation and vehicle dynamics cause many difficulties in the active 
safety control. Furthermore, the energy consumption also differs from to the torque distribution strategy. Aiming 
at the above objectives, including active safety and energy consumption, a literature review was conducted, 
which is summarized as follows. 

 

1.2 Literature review 

Existing studies have discussed how to improve the handling stability performance, namely direct yaw 
moment control (DYC) [11-13]. First, the sliding mode controllers are designed to maintain vehicle stability and 
the external yaw moment is distributed to the four wheels according to the vertical load transfer rules [14-16]. 
However, these methods only design the reference external yaw moment from the perspective of vehicle 
attitude regulation, but do not consider optimizing the torque vector based on the over-execution characteristics 
of a DDEV. Zhai et al. [17] designed an electronic stability controller with the fuzzy PID method to generate the 
external yaw moment and simultaneously guaranteed the maximum lateral stability margin of the tires. 
Recently, the linear quadratic regulator (LQR) has been used in yaw motion optimization for better handling 
stability [18, 19]; however, the linear regulation of the control efforts and effects cannot guarantee control 
accuracy, and it is difficult to deal with the nonlinear constraints. To improve the maneuverability and the vehicle 
security, Zhang et al. [20] investigated the merits of the second-order sliding mode DYC controller, in which 
the back-stepping method was used to suppress unexpected interference. By deploying the high-frequency 
switching logic into the original sliding mode controller, the robustness and control optimality of the DYC system 
are guaranteed but an uncertain boundary is not required. In addition, model predictive control (MPC) has 
been widely utilized to optimize the yaw motion. Milad et al. [21] realized the integration control of the lateral 
stability and longitudinal slip of tires using the flexible MPC method. The experiment demonstrated that the 
control optimality is not compromised, even though there is no driver model. To explore the tire features fully, 
a linear time varying (LTV) MPC design was employed. In [22], the lateral tire force was linearized using the 
Tayler expansion formula, and the active steering control in the trajectory tracking process was enhanced using 
the LTV-MPC method. Furthermore, to reduce the utilization of sensors and to precisely describe the tire lateral 

Fig. 1 The driving architecture of distributed drive electric vehicles. 
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forces, reference [23] explored the particle filter algorithm to identify the unknown tire model under the 
conditions of complicated roads and vehicle uncertainty. The collaboration of the active rear wheel steering 
control with the DYC system realizes vehicle maneuverability and stability. To utilize the nonlinearity of tires 
accurately, nonlinear controllers are designed. However, online optimization of the nonlinear model is 
extremely complicated. Therefore, the offline optimization methods, such as look-up tables [24] and the nearest 
point approach [25], are widely applied to nonlinear MPC for real-time calculations. However, offline 
optimization requires a large storage memory for on-board controllers. To address this problem, the 
continuation/generalized minimal residual (C/GMRES) is incorporated into the nonlinear MPC controllers to 
achieve fast initialization and reduce the online computational burden [26, 27]. Accordingly, these works pay 
more attention to vehicle active safety, but barely focus on the energy input. Although these methods can 
achieve better active safety control, there are still two points to be considered: 1) the nonlinearity of the tire 
model will cause more difficulties in the design of the controller and online optimization process; 2) seeking 
the best control performance may cause excessive energy consumption, which contradicts the energy-saving 
purpose of EVs. 

Energy consumption is another significant topic in the design of torque distribution strategies for DDEVs. 
The energy loss model of the motors was formulated in [28] to identify the optimal driving mode and the total 
energy can be efficiently allocated among different axles. Zhang et al. [29] optimized the traction and braking 
torques of in-wheel motors to minimize power loss under straight driving conditions. Similarly, the authors of 
[30] investigated a composite braking energy recovery strategy with the linear optimization of tire loss and 
motor efficiency. Efficient braking energy recovery control strategies with MPC methods were constructed 
based on the vehicle longitudinal dynamics in [31, 32]. However, these strategies only consider straight driving 
conditions and cannot be applied to steering maneuvers. Han et al. [33] investigated the relationship between 
the vehicle stability and sideslip angle, and a gain-scheduling LQR controller was designed to optimize the 
energy input. However, this method adopts a linear weighted approach and cannot be further extended to 
other approaches, such as MPC. In [33], the tire slip energy model was emphatically analyzed. On this basis, 
an integrated framework that includes the external yaw moment and torque distribution control was constructed, 
which minimizes the tire slip energy and reduces the vehicle sideslip. Hu et al. [34] designed a master-slave 
controller to balance active safety and energy consumption, wherein feedback control of the yaw rate error is 
employed to acquire the target yaw moment, and torque vector approach is designed to efficiently allocate the 
yaw moment accordingly. To explore a solution with 7 degrees of freedom (7-DoF) yaw motion, Peng et al. [22] 
utilized the linear MPC to realize yaw moment optimization and torque vector control, in which the motor 
efficiency characteristic is embedded into the cost function. 

In summary, the aforementioned torque distribution strategies have three limitations. The first issue is the 
comprehensive consideration of both energy consumption and active safety. Because DDEV is a redundant 
control body, the safety-oriented torque distribution strategy may cause greater energy consumption. Thus, 
improving the handling stability and reducing the energy consumption of the DDEV control is significant. The 
second issue concerns the model complexity. Normally, the tire model adopts an empirical or semi-empirical 
formula in which the nonlinear characteristics are embedded. This would lead to more difficulties in the design 
of the torque allocation strategy, and the online optimization process is difficult to solve [35]. In addition, the 
parametric uncertainty of vehicle dynamics also weakens the control performance and even impairs 
robustness [36]. The third issue relates to enhancing the transient response of the control system and 
improving the real-time executability. The time hysteresis of the tire model and the deviation of the sampling 
sensors would delay the transient response of the control systems. Reinforcement learning (RL) methodology 
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explores the optimal control trajectory through continuous iterative solutions. The vehicle dynamics and 
nonlinear tire features can be approximated with neural networks. Therefore, the torque distribution problem 
in this study can be addressed using the RL method.  

Currently, the RL algorithm is widely used in energy management systems for EVs. Zou et al. [37] utilized 
the Markov chain-based action value function learning to explore the optimal energy allocation, and the 
Kullback-Leibler divergence rate has also been utilized to determine the optimal parametric update node. To 
facilitate the all-life-long optimization for the RL policy, Zhou and Xu et al. [38] proposed a “multi-step” model-
free learning strategy in the energy management of hybrid off-highway vehicles. However, Q-learning in the 
discrete state space encounters the explosion of multidimensional sampling data [39]. To address this problem, 
Wu et al. [40] studied the approximation of the Q function with a deep Q-network (DQN) in the energy 
management of hybrid EVs. The fuel economy and the collaboration of multiple driving sources can be 
guaranteed with continuous state variables, but the action variables are still required to be sampled from the 
discrete space. Such an action sample is not conducive to continuous action output in inertial systems. 
Therefore, a deep deterministic policy gradient (DDPG) algorithm was developed to simultaneously 
approximate the Q-function and policy function in plug-in HEV energy management [41]. Although the deep 
reinforcement learning (DRL)-based strategy can deal with real-time control problems, several points should 
be emphasized. First, sampling from the high-dimension action-state spaces should be reasonably 
approximated to avoid the problems of “curse of dimensionality” and “over-fitting” [42]. Second, the continuous 
output of the torque vectors should be guaranteed in inertial DDEVs. Finally, the learning process of the 
algorithm should be as stable as possible, which is essential for the RL algorithm. 

1.3 Proposed strategy and contribution 

Although numerous EV control strategies, including the vehicle safety or energy analysis, have been studied, 
a torque distribution strategy that integrates active safety and energy conservation performance still requires 
more attention. Furthermore, the problems of vehicle nonlinearity and real-time implementation should be 
addressed. Recent studies have shown that the RL algorithm has a huge potential for approximating the 
system nonlinearity and guaranteeing real-time executability. Following this idea, this exploratory study 
proposes DRL-based torque distribution strategy. The direct torque distribution problem is formulated as a 
Markov decision process (MDP), in which the control effort with respect to yaw motion and energy consumption 
is incorporated as the cumulative reward. To achieve a smooth and continuous action output, critic networks 
are exploited to approximate the Q-function, while the actor network is deployed to fit the policy function to 
guide the action output. Furthermore, we introduce the twin delayed deep deterministic policy gradient (TD3-
DDPG) algorithm to enhance the training process and improve the control optimality. The overall framework of 

Fig. 2 Diagram of the proposed DRL based direct torque distribution strategy. 
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the proposed DRL based direct torque distribution strategy is depicted in Fig. 2. The innovation and contribution 
of this study are as follows. 

1) Both active safety and energy conservation performance are considered in the proposed torque 
distribution strategy. Using the redundancy of DDEVs, the torque distribution strategy can efficiently allocate 
energy to the four wheels without sacrificing vehicle safety performance. 

2) To approximate the nonlinearity feature of vehicle dynamics fully, the RL algorithm is introduced, in which 
the actor-critic network is utilized to train the agent for better control performance. 

3) The TD3-DDPG algorithm is employed to address the problem of over-estimated Q value and stability of 
the learning process. 

1.4 Organization of this paper 

The reminder of this paper is detailed in this part. Section 2 formulates a DDEV torque distribution problem, 
in which the DDEV model and control-oriented reference control trajectory is formulated. Section 3 develops 
a DRL-based direct torque distribution method. The DDEV torque distribution problem is formulated as an 
MDP and TD3-DDPG algorithm is utilized to obtain the optimal torque vector. In Section 4, we validate the 
performance of the proposed control strategy with the help of co-simulation platform and hard-in-ware 
experiments. Meanwhile, the effectiveness of proposed method is compared with the traditional model-based 
approaches on the typical critical steering maneuvers. Section 5 concludes this paper and outlooks the future 
work. 

2. Problem formulation 

In this section, the vehicle dynamic system and control basis is mathematically formulated. First, a 2 degree 
of freedom vehicle is depicted with consideration of the lateral and yaw motions., the reference control model 
is utilized to generate the reference targets to follow the predetermined trajectory while guaranteeing the 
vehicle stability. 

2.1 Vehicle system dynamics 

Considering the vehicle lateral and yaw motions, a nonlinear dynamic DDEV model is depicted in Fig. 3. 
The mathematical expression with respect to the sideslip angle and yaw rate is formulated in following 
equations. 
Lateral movement: 

( ) cos
x yf f yr

mV F F+ = +                                                                         (1) 

Yaw motion: 

cos
z f yf f r yr

I l F l F= −                                                                            (2) 

where m and z
I  are the total vehicle mass and yaw inertia coefficient, respectively. f  represents the front 

steering angle. yfF  and yr
F  denote the front and rear lateral forces of tires. f

l and r
l , respectively, denote 

the distances from the center of gravity to front and rear axles. Since tire lateral forces change with their 
respective slip angles, the tire slip angles are also defined as follows. 

f

f f

x

l

V


= + −


                                                                                 (3) 

r
r

x

l

V

  
= −                                                                                   (4) 



6 
 

2.2 Reference dynamic model 

The reference dynamic model is utilized to generate the reference sideslip angle and yaw rate by setting the 
derivate of all state variables in Eq. (1) and Eq. (2) as zero in the equilibrium state. 

des f

des f

R

R





 

 

= 
 = 

                                                                                 (5) 
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  = +=   +

                                                    (6) 

where the 
des

   and 
des
   denote the reference sideslip angle and the reference yaw rate. K is the 

understeering coefficient and L denotes the tracking distance from the front axle to the rear axle. 
The lateral acceleration is considerably influenced by road conditions. Thus, the reference yaw rate is 

bounded by the road adhesion  . 

  ( )min ,
des f x f

R g V sign   =                                                                (7) 

where x
g V   is the boundary of yaw rate derived from the lateral acceleration limitation y

a g   . 
Furthermore, to optimize the lateral motion and reduce the tire slipping in practice, the desired sideslip angle 
is usually settled as zero, i.e. 0

des
 = . 

3. Deep reinforcement learning based direct torque distribution strategy 

The proposed direct torque distribution strategy is shown in Fig. 2, and consists of three parts: the reference 
vehicle dynamic system, direct torque distribution controller, and DDEV platform. In reference vehicle dynamics, 
the driver in the CarSim can output the front steering angle according to the steering demand. Then, the front 
steering angle is used as the reference control input for the torque distribution system. The torque distribution 
controller adopts the twin delayed deep deterministic gradient algorithm, in which the DDEV constitutes an 
agent. Then, the explicit torque commands are applied to the four wheels and the vehicle states are updated 
simultaneously. Because the proposed torque distribution strategy employs an intelligent RL algorithm, thus, 
the preliminary of RL algorithm is presented first. 

3.1 Description of reinforcement learning algorithm in the vehicle system 

3.1.1 Markov Decision Process 

The torque commands of the four wheels should be reasonably allocated to enhance the active safety and 
energy conservation performance of DDEVs. However, the vehicle system contains time-varying tire 
parameters, which would pose a significant challenge to the optimal torque vector allocation. Therefore, the 

Fig. 3 Illustration of vehicle system dynamics. 
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torque distribution problem is a nonlinear multi-objective optimization problem. RL is an effective method for 
solving complex multidimensional optimization. The optimal torque distribution in this study can be abstracted 
as an MDP with DDEV states 

t
s , torque-vector commands 

t
a , and immediate reward 

t
r . Specifically, the 

agent (DDEV) takes an action and the vehicle environment is updated to a new state according to the road 
information and torque command in each episode. According to the vehicle state, the MDP produces an 
immediate reward. With repeating iterations, the neural networks in the actor and critic parts would be trained 
well. Therefore, the agent attains the policy function, which offers maximal cumulative rewards. In summary, 
MDP is formulated as a five-tuple [43], such as  , , , ,MDP S A P R = , where A denotes the action set and S 
denotes the state space of the DDEV.  : 0,1P S A S  →   depicts the probability density function which 
describes the state transition process, satisfying the Markov Property. The symbol :R S A →  is the reward 
set, and   denotes the discounted factor for better fitting the future reward. 

In this study, the state is defined as real-time sampling information, such as sideslip angle, yaw rate, and 
longitudinal velocity. For optimal control performance, the errors and their integrator are also regarded as the 
state because they are directly related to the vehicle motion optimization. The vehicle longitudinal velocity is 
incorporated into the state tuple because the motor efficiency varied with the motor speed. The action is defined 
as a torque vector regarding four the driving motors. Explicitly, they are expressed as follows. 

 , , , , , , ,
t x x x

s V V V    =                                                                      (8) 

 , , ,
t fl fr rl rr

a T T T T=                                                                               (9) 

where β denotes the sideslip angle and ∫ β is its integration value. ∆γ = 𝛾𝑑𝑒𝑠 − 𝛾 denotes the error between 
the reference and actual yaw rate; ∆V𝑥 = V𝑥,𝑑𝑒𝑠 − V𝑥  represents the reference and actual longitudinal 
velocities, respectively. 𝑇𝑖𝑗  denotes the torque demand of the four wheels, and symbols 𝑖𝑗 = 𝑓𝑙, 𝑓𝑟, 𝑟𝑙, 𝑟𝑟 
designate the front left wheel, front right wheel, rear left wheel, and rear right wheel, respectively. 

The reward plays a significant role in the DRL because it can guide the agent to pursue the optimal control 
effect. In this study, we focus on the vehicle safety performance and energy consumption. Therefore, two types 
of rewards were introduced. In detail, one is related to active safety which is included into 

1
R  and the other is 

concerned with the energy consumption, namely 
2

R . 

( ) 1 2,
t t t

r s a R R= +                                                                              (10) 

( ) ( )1 1 2 3 4

T

s f

system performancereward system constraints

R c H c H x t Q x t c H c H 

   
   =  +  −   −  + 
   

     

                                           (11) 

where ( )H •   denotes the Boolean variable. Specifically, 1H =   if the sideslip angle satisfies 0.0375   , 
otherwise, 0H = ; 1H =  is the yaw rate error if 0.00873

e
   is satisfied, otherwise 0H = ; 0

s
H =  if the 

yaw rate error does not exceed the limit max     , otherwise 1
s

H =  ; 1
f

H =   if the state variables of 
sideslip angle β  and yaw rate γ  exceed their maximum values; otherwise 0fH =  . 

( ) ( ) ( ) ( )x
x t t t V t =     expresses the vehicle state and Q is the weight matrix ( )

3 3
0.5,120,2Q diag


=  of 

the control performance. 

( ) ( )2 6

T k

ij ij ij

control effort power input

R u t R u t c T  
 
 = −    +   
 
 

                                                         (12) 

To ensure smooth operation and eliminate noise, the command of the motor torque should have a small 
deviation and fluctuation. In a mathematical expression, the control cost function should reduce the magnitude 
of the torque vector increment. ( ) fl fr rl rr

u t T T T T  =        is the torque vector increment and 
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( ) ( )1
ij ij ij

T T k T k = − −  . ( )
4 4

0.05,0.05,0.05,0.05R


=   is the weight matrix. Parameters 𝑐1 − 𝑐5  denote the 
weight coefficients, which balance the active safety performance and energy efficiency performance. These 
are obtained by repeated simulations. To achieve a better energy-saving effect, the total power input is 
optimized with k

ij ij ij ij
P T  =   , where 

ij  is the motor operational efficiency in the driving mode. If the motor 
works in the driving mode, 1k = , otherwise, 1k = − . The motor efficiency in the driving mode can be obtained 
by looking up the electric driving efficiency characteristic as shown in Fig. 4, in which the efficiency of the 
driving and braking modes is assumed to be the same. 

The discounted return is defined as the cumulative rewards and its mathematical expression is formulated 
as the cumulative immediate reward from now to future timeslots. 

2

1 2 1

k

t t t t t k t t
U r r r r r U   + + + += +  +  + +  = +                                                       (13) 

3.1.2 Q-value learning and deep Q network 

The Q-learning algorithm is the foundation of the RL algorithm. In this section, the base Q learning algorithm 
[44] and the conventional DQN [45] framework are described. 

Assuming that Q  denotes the action-value function with the effect of the policy function , Q   can be 
formulated with the expectation of a discounted return. In this sense, the action-value function reflects the 
system control performance, therefore, the higher the Q function value, the higher the profit of the agent. To 
facilitate the iterative calculation, the Bellman formulation in a recursive form is expressed [46]. 

( ) ( )1 1
, , , ,

t t t t t t t t t t
Q s a E U s s a a E r Q s a s s a a  + +=  = = =  + = =                                           (14) 

The core of the Q-learning algorithm is to find the optimal action-value function ( )* ,
t t

Q s a  from all policy 
functions . 

( ) ( ) ( )* *

1 1
, max , max ,

t t t t t t
a

Q s a Q s a E r Q s a
+ +

 = = +                                                   (15) 

With the optimal *
Q  function value, the performance of all actions can be evaluated and thus the best action 

can be selected. However, ( )*

1 1
,

t t
Q s a+ +   at the next timestep is related to the state transition function 

( )1
, ,

t t t t
P s r s a+ , which is subject to environmental disturbances and the future vehicle information. In fact, *

Q  
function is rarely utilized in the Q-learning algorithm because of the following two problems: 1) the 
multidimensional state and action sets would increase the calculation burden and incur the dimensional 
explosion problem. 2) a random sample from the multidimensional space set is impractical. To this end, the 
artificial method with neural networks is introduced to approximate the Q function, namely, the DQN [45, 47].  

Fig. 4 Electric machine driving efficiency map. 
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( ) ( ), , ;
t t t t

Q s a Q s a                                                                            (16) 

where  denotes the parameter matrix. The temporal difference (TD) is incorporated into the gradient descent 
method to train the parameter matrix and improve the accuracy of the approximation. Thus, the total loss 
function was formulated using the TD error. 

( ) ( ) ( ) ( )

22

1

1 1
, ; max , ; , ;

2 2
t t t t t t t

a

TD error TD target

L y Q s a r Q s a Q s a    +

  
  = − = + −       

                                    (17) 

The best action value function can be obtained by searching the global minimum of the loss function of Eq. 
(17) in a gradient-descent manner.  

3.2 Direct torque distribution with deep deterministic policy gradient algorithm 

Traditional RL algorithms, such as DQN or the stochastic policy gradient method (SPG) [48], are poorly 
suited to the continuous action behavior. Therefore, the actor-critic control structure is deployed for the 
continuous torque vector solution in the inertial system. The framework of detailed implementation process is 
shown in Fig. 5. 

3.2.1 Typical deep deterministic policy gradient algorithm description 

 The DDPG algorithm adopts the actor-critic framework with two deep neural network approximators. The critic 
network approximates the Q-value function to evaluate the performance of the given action, which is 
functionally similar to the DQN. Simultaneously, the actor network approximates the policy function  to directly 
determine the torque vector at the next time step. The complete DDPG algorithm contains three key 
components: network learning and parameter update, noise exploration, and experience replay [49]. 

1) Network learning and parameter update 

Typically, an agent in the DDPG algorithm selects the deterministic policy function ( )t t
a s=  instead of 

Fig. 5 Framework of detailed implementation process for the TD3-DDPG based torque distribution strategy. 
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performing an action randomly drawn according to the probability distribution function ( )t t
a s  as in the 

SPG. With the actor network, the policy function is approximated by ( );
t

s
   parameterized by  . To train 

the actor network, the policy gradient ascend algorithm is employed via the back-propagation method. As a 
result, the policy gradient is updated according to the chain rule (processes 8 and 9 in Fig. 5). 

( ) ( ) ( ), ; , ; ;Q Q

s t t s a t t
E Q s a E Q s a s  



  
        =  =                                               (18) 

As presented, the policy gradient of ∇𝜃𝜇𝜇 is the expect value of ∇𝑎𝑄 ∙ ∇𝜃𝜇 according to the state variables’ 
probability density function. We can use the Monte Carlo method to estimate this expect function. When the 
mini-batch data are randomly sampled to form the replay memory buffer, substituting the mini-batch data into 
the policy gradient formula, the expect value of Eq. (18) is regarded as an unbiased estimation of the policy 
gradient [50]. Therefore, the policy gradient can be rewritten as 

( ) ( ) ( ) ˆˆ ˆ,

1
, ; | ; |Q

a t t s ss s a s

i

Q s a s
N

 


 
    == = =                                            (18) 

With the policy gradient 
 , the weight of the online actor network can be updated with the learning rate 

  as follows (process 10 in Fig. 5). 


  


    +                                                                             (19) 

  Similar to the principle in the DQN algorithm, the process of parameter update in the critic network also 
adopts the gradient descent method. The difference lies in the fact that the parameters with respect to action 
in the TD target are approximated with a deterministic policy function ( )1

;
t

s
 + . Then, the loss function with 

the mean squared error (MSE) of TD is expressed as follows. 

( ) ( )( ) ( )( ) ( )
2

2

1 1

1 1
, ; , ; , ; ; , ;

2 2
Q Q Q

t t t t t t t t t t

TD target

L s a y Q s a r Q s s Q s a
      + +

 
 = − = + −
  
 

                          (20) 

Previous experience has proved that a single critic or actor network always causes an unstable learning 
process. This is because the network parameters are frequently updated and synchronously used to calculate 
the target function. Therefore, two sets of networks, namely online and target networks, are deployed in the 
actual application. The parameters of the target network are exploited to calculate the TD target (process 4 in 
Fig. 5). The loss function in (20) can be rewritten as (processes 5 and 6 in Fig. 5). 

( ) ( )( ) ( )( ) ( )
2

2

1 1

1 1
, ; , ; , ; ; , ;

2 2
Q Q Q

t t t t t t t t t t

TD target

L s a y Q s a r Q s s Q s a
       

+ +

 
   = − = + −
  
 

                        (21) 

  The gradient of the loss function in the target critic network parameterized by Q  is formulated as. 

( ) ( ) ( ),
, ; , ;

Q Q

Q Q Q

s a t t t t t
L E y Q s a Q s a
 

    = −                                                     (22) 

( )( )1 1
, ; ; Q

t t t t
y r Q s s

    
+ +

  = +                                                                  (23) 

  With the gradient of the loss function, the weight of the online critic network can be updated with the learning 
rate Q  as follows (process 7 in Fig. 5). 

( )Q

Q Q Q Q
L


    +                                                                          (24) 

  After obtaining the online network parameters, the parameters in the target network can be updated 
complying with the soft update principle. It is worth noting that the soft update factor   should be very small 
to stabilize the learning process. That is, 0 1  (process 11 in Fig. 5). 

( )1Q Q Q     + −                                                                           (25)                                                            
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( )1       + −                                                                           (26)                                                  

2) Noise exploration 

The DDPG algorithm selects the deterministic action behavior and the action with the highest probability is 
chosen. However, the agent would be less effective in exploring the unknown behavior in this way. To address 
this problem and avoid the algorithm being trapped in the local optimal dilemma, the exploration policy is 
employed with the intervention of exploration (process 1 in Fig. 5). 

( ) ( ) ( )2ˆ ; 0,
t t t t t

a s s I
  = +                                                                    (27) 

t

t
e

 − =                                                                                      (28) 

Generally, to encourage bold exploration for better learning ability, the amplitude of the noise function should 
be very large during the early learning process and be gradually reduced with further continuous iteration. This 
is because at the initial exploration, the agent has little knowledge on the environment. However, with the 
continuous learning, the agent has the ability to exploit the accumulated experience and can make a better 
action from its previous action set. Thus, the parameter 

t
  is designed to decay exponentially over time and 

  is defined as the decay rate of the Gaussian noise. 

3) Experience replay 

During the training process, the state variables of the agent are updated through frequent interactions with 
the environment. The samples of the system state, such as the yaw rate and sideslip angle, can be updated 
after the execution of the new action (torque vector of the four wheels). Typically, these samples are not 
independently and identically distributed in the RL algorithms. It is difficult to directly solve the problem directly 
using numerical approaches. Therefore, an experience replay buffer  is deployed. This buffer includes a 
cache of a previous experience tuple ( )1

, , ,
t t t t

s a r s +   with 
R

N   dimensions (process 2 in Fig. 5). With these 
experience data, the agent uniformly selects a minibatch with N data sets to train the actor-critic networks and 
obtain the parameter sets Q  and    (process 3 in Fig. 5) at each time step. By mixing the previous 
experience data with the recent ones, the temporal correlation in the playback experience can be weakened. 
More details can be found in [47]. The total pseudocode of the proposed torque distribution using the DDPG 
algorithm is outlined in Algorithm I. 

3.2.2 Twin-delayed deep deterministic policy gradient 

The twin-delayed strategy is the extension of the typical DDPG algorithm. To stabilize the learning process 
and accelerate iteration, three significant modifications are deployed on the basis of the typical DDPG 
algorithm, consisting of the clipped double-Q learning, delayed policy updates, and target policy smoothing 
[51]. Details are depicted as follows. 

1) Clipped double-Q learning 

Owing to the existence of a susceptible error between the actual and approximated Q values in the DQN, 
the Q-value estimation will gradually become greater in the iteration progress. This overestimation bias is 
unavoidable, especially under layer-to-layer propagation using the Bellman equation. To address the problem 
of overestimation, two sets of critic networks, 1

Q and 2
Q , are employed to estimate the Q values separately; 

and only the minimum value is drawn from the training networks and is applied to the target policy update. Two 
networks are initialized using two different sets of parameters. In each iteration, only the minimum Q value is 
selected to update the TD target, which can guide the estimated Q-value to approach its actual value. This 
method addresses the error accumulation phenomenon of a TD target caused by an over-estimated Q value. 
This process is called clipped double-Q learning and its mathematical formulation is using the new TD target. 
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( )( )1 1
1,2

min , ; Q

t t i t t i
i

y r Q s s   
+ +=

 = +                                                                 (29) 

where ( )  denotes the target network parameter. For two sets of online critic networks, the training process 
shares the same TD target to update the target Q values, and the loss function in the individual critic network 
is expressed as. 

 ( ) ( )1
, ; , ;

2
Q Q

t t i t i t t i
L s a y Q s a  = −                                                                (30) 

2) Delayed policy updates 

The deep Q network is frequently updated in practice and the continuously varying Q parameters may result 
in incorrect iteration of the actor network. Therefore, the actor network may be trapped in suboptimal policies. 
To this end, the basic principle is to adjust the update frequency of actor networks much slower than that of 
critic networks. The suggested critic frequency is twice as high as the actor frequency. 

3) Target policy smoothing 

The overfitting of optimal value still exists owing to the effect of the function approximation error and the 
variance of the target. In practice, by introducing small random noise to the target policy network, the estimation 
of the TD target can be smoothed and the policy can be enabled to exploit the action with the higher Q-value 
estimations, which is called as target policy smoothing regularization. 

( ) ( )( )2
1; , 0, , ,

t t
a s clip I c c

    
+= + −                                                      (31) 

Where the “clip” letter is the clipper operator. In target policy smoothing, the added noise is clipped to the range 
of possible actions. The target of the clip operator is to keep the target close to the original actions, which 
avoids introducing impossible actions. 

The above equation can be understood that the action can vary within a small range of action space following 
a certain probability guidance, with which the estimation of the target Q value can be more accurate and robust.  
When updating the actor network, however, the noise is neglected. This is owing to the fact that the actor can 
explore the action with the largest Q value, and the intervene of random noise would destroy this exploration. 
The description of the TD3-DDPG algorithm are depicted in Algorithm II. 
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Algorithm I: Typical DDPG algorithm for Direct torque distribution 

Input: sideslip angle, yaw rate, torque vector. Output: the parameters of actor and critic networks. 

1. Initialize the buffer cache size
R

N , minibatch size N and the noise parameters , ,N N   . 
2. Initialize online networks ( ), ; Q

Q s a  and ( );s
   with random parameters Q and  , respectively. 

3. Update the target network parameters with Q Q   , and     . 
4. for episode = 1:M do 

5.    Execute the random torque vector in DDEV and observe the following observations with respect to sideslip angle 
and yaw rate to constitute the initial state 0s . 

6.    Perform the exploration noise with Gaussian function. 
7.    for timestep t = 1: Ts do 

8.       Select the action with ( ) ( )2ˆ ; 0,
t t t t

a s I
  = + . 

9.       Execute the external yaw moment ˆ
t

a in the DDEV and observe the new state 1t
s +  as well as the reward 

t
r  

produced by the environment.    

10.      Store the experience data set ( )1, , ,
t t t t

s a r s + to the buffer cache  and make a random minibatch sample drawn 
from the . 

11.      Calculate the TD target with ( )( )1 1, ; Q

t t t t
y r Q s s   

+ + = + and update the weight parameters Q  of online critic 
network through minimizing the loss function. 

( ) ( ) ( ), , ; , ;Q Q

Q Q Q

s a t t t
L E y Q s a Q s a

 
    = −    

12.      Update the weight parameters   of online actor network with the policy gradient ascent method. 

( ) ( ) ( ), ; , ; ;Q Q

s t t s a t t
E Q s a E Q s a s  


  
        =  =       

13.      Soft update the weights of target networks: 
14.      ( ) ( )1 , 1Q Q Q              + −  + −  

15.    end for 
16. end for 
Algorithm II: TD3-DDPG algorithm for direct torque distribution 

Input: sideslip angle, yaw rate, torque vector. Output: the parameters of actor and critic networks. 

1. Initialize the online critic networks ( )1 1, ; Q
Q s a   , ( )2 2, ; Q

Q s a   and the actor network ( );s
    with the random weight 

parameters 1
Q , 2

Q and  , respectively. 
2. Update the target network parameters with 1 1

Q Q   , 2 2
Q Q   and     . 

3. Initialize the buffer cache size
R

N , minibatch size N . 
4. for episode = 1:M do 

5.    Execute the random torque vector in DDEV and observe the new states from environment. 
6.    for timestep t = 1: Ts do 

7.       Select the action with ( ) ( )( )2
1; , 0, , ,

t t t
a s clip I c c

    
+= + − . 

8.       Execute the torque vector with a and observe the new states as well as the episode reward 
t

r . 
9.       Store experience tuple ( )1, , ,

t t t t
s a r s + to the buffer cache  and make a random minibatch sample. 

10.      Calculate the TD target with ( )( )1 1 1,2min , ; Q

t t t t i i
y r Q s s   

+ + = = + and update the critic parameters Q

i
  with the 

loss function. 

    ( ) ( ) ( ), , ; , ;Q Q
i

Q Q Q
i s a t i t t i i t t iL E y Q s a Q s a

 
   

  
 = −   

11.       if t mod d, then 

12.          Update the weight parameters   of online actor network with the policy gradient ascent method. 

13.          ( ) ( ) ( )1 1, ; , ; ;Q Q

s t t s a t t
E Q s a E Q s a s  


  
        =  =       

14.          Soft update the weights of target networks: 
15.          ( ) ( )1 , 1Q Q Q

i i i

             + −  + −  

16.       end if 
17.    end for 
18. end for 

3. Target policy smoothing 

2. Delayed policy updates 

1. Clipped double-Q learning 
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4. Results and discussions 

The proposed DRL-based direct torque distribution strategy was implemented on the CarSim-Simulink co-
simulation platform. The vehicle is driven by four individual permanent magnet synchronous machines 
(PMSMs) with the parameters listed in Table A2. Double lane change (DLC) and snake lane change (SLC) 
maneuvers were utilized as standard test maneuvers. The open-loop step-steering maneuver was used to test 
the transient response and static deviation of the control systems. Furthermore, to validate the real-time 
executability of the proposed torque distribution strategy, a hardware-in-loop experiment was developed. Two 
commonly used torque distribution methods, namely, LQR [52] and MPC [53], are presented for comparison 
in which the nonlinear tire saturation and system dynamics are not considered. The design details of the MPC 
method is presented in Appendix A.2. Notably, in all tests, the vehicle, that does not have any external safety 
control strategy, is marked as “baseline”. Because there is no additional stability control in the “baseline” vehicle, 
the vehicle is inclined to be unstable and even trapped into the dangerous accidents if the vehicle steers on 
the slippery road. As a comparison, the vehicle controlled by the LQR, MPC and DRL methods are marked as 
“LQR controller”, “MPC controller”, and “DRL controller”.  

  In the LQR [52] and MPC [53] based torque distribution strategy, two layered controllers are developed, in 
which the upper controller is utilized to generate the external yaw moment and the lower controller is 
responsible for allocation of the torque vector to satisfy the upper external yaw moment requirements. Explicitly, 
the LQR method can obtain the external yaw moment by solving the following Riccati equation. 

  The MPC controller is established as the depiction in [53] and the regulation is also described in Eq. (A1) of 
Appendix A2. 

4.1 Learning performance 

The training process was performed using the help of 16-core Intel(R) Xeon(R) Platinum 8269CY CPU @ 
2.5GHz workstation, where the vehicle system and the control strategy are established by the Carsim and 
Matlab, respectively. The DDEV, as an agent, operates under the standard DLC maneuver. The longitudinal 
vehicle speed is maintained between 60km/h~100km/h as shown in Fig. 6. In the training environment, the 
road adhesion is selected as 0.3, which was a very harshly steering condition for civilian vehicles.  

The typical DDPG and TD3-DDPG algorithms were implemented in the calculation platform, and the results 
of their learning performance are shown in Fig. 7. Based on the learning curve of the episode reward, the 
DDPG algorithm appears to reach a stable episode reward (approximately 6500 after 600 iterations) much 
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Fig. 6 Steering maneuver setting for learning process. (a) Vehicle driving path (b) Longitudinal speed. 



15 
 

faster while the TD3-DDPG algorithm studies slowly but can eventually reach a higher reward (around 8500 
after 1000 iterations) as it avoids the overestimation of the Q value. Before 500 episodes, the reward curve of 
the DDPG varies drastically and the exploration process is extremely difficult. As a comparison, the reward of 
TD3-DDPG exhibits much smoother, which illustrates the effectiveness of delayed policy update. Specifically, 
although the typical DDPG agent can finally reach the stable reward, the reward at around the 1000-th episode 
would appear as “trap behavior”, resulting in the instability of learning process. In contrast, the TD3-DDPG 
agent continuously improves the learning behavior and attains a higher reward step by step, which shows its 
capability to stabilize the learning process. 

4.2 Double lane change maneuver 

  The double lane change maneuver is an effective steering test to simulate the overtaking condition or 
emergency avoidance condition. By keeping the tested DDEV operating on an extremely slippery road with 
Mu=0.3, the vehicle handling stability performance and energy consumption were evaluated. The target 
longitudinal vehicle speed was set to 82 km/h. The results regarding the active safety performance are 
illustrated in Fig. 8-10, and the results with respect to the energy efficiency are depicted in Fig.11 and 12. 
  The lateral displacement and longitudinal speed-tracking curves are illustrated in Fig. 8(a) and (b), 
respectively. The lateral displacement with the proposed DRL strategy is only 3.8 m, while the other methods, 
such as LQR and MPC, incur larger deviations of 3.9-4 m, illustrating that the DRL method enables the DDEV 
to maintain stability and avoid the risk of lateral slipping. In contrast, owing to the lack of an auxiliary active-
safety strategy, the baseline vehicle significantly deviates from the reference trajectory and will lose control 

severely in the later stage of the steering condition. From Fig. 8 (b), three different methods all enable DDEV 
to track the longitudinal speed accurately with a speed deviation of less than 1 km/h, which implies that the 
penalty of the velocity error in the reward can constrain the longitudinal dynamics well. 

Fig. 8 Vehicle lateral displacement and vehicle tracking speed. 

Fig. 7 Episode reward in the learning process. (a) Typical DDPG (b) TD3-DDPG. 
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The vehicle sideslip angle plays a significant role in maintaining the vehicle stability. From Fig. 9 (a), it can 
be seen that the proposed DRL method can reduce the sideslip angle less than 1 deg to the great extent while 

other methods perform worse with the maximal 1.5 deg deviation. The phase plane of sideslip angle in Fig. 9 
(b) indicates the tendency of vehicle to become unstable. The smaller area of phase plane is, the easier it is 
for the vehicle to stabilize. The proposed DRL approaches can restrict the phase plane to a smaller region, 
implying that the DRL method is more effective for lateral stability control.  

The results of the vehicle yaw rate are shown in Fig. 10. Without safety control, the baseline vehicle is 
inclined to be out of control on the slippery road, resulting in the appearance of extremely dangerous 
maneuvers. With active safety controllers, such as the LQR and MPC, DDEV can follow the reference yaw 
rate trajectory well. Comparatively, the yaw rate curve controlled by the LQR method has the largest offset and 
even goes beyond the constraint boundary, which is very dangerous for DDEVs. This is partially due to 
nonlinear tire saturation during critical steering conditions. When the yaw rate approaches the boundary, the 
linear tire stiffness coefficients cannot accurately describe the tire saturations or the lateral forces; therefore, 
a control deviation exists. Although the yaw rate error can be further reduced by applying a larger weight to 
the yaw rate term, the external yaw moment required is significantly enlarged, which is not beneficial to the 
energy efficiency objective for our present study. The comparative results are also found in Appendix A2. In 

contrast, the yaw rate curve controlled by the proposed DRL method can effectively constrain the yaw rate 
error, because the DRL method can approximate the tire force through repeated iterations. In addition, when 
the yaw rate curve error is excessively large and even exceeds the boundary, the punishment on the yaw rate 

Fig. 9 Vehicle stability characteristics. (a) Vehicle sideslip angle (b) Phase plane of sideslip angle. 

Fig. 10 Yaw rate in the DLC maneuver. (a) Baseline (b) LQR controller (c) MPC controller (d) Proposed DRL controller. 
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error in the RL algorithm would come into effect. Therefore, a well-trained agent constrains the yaw rate error 
and guides the yaw rate back within an acceptable range for a high reward. This is conducive to enhancing 
the handling maneuverability. With the effective control of the yaw rate, the vehicle tends to present the 
understeering characteristics and requires a greater steering angle to maintain the path stability, which is a 
tuned steering feature and helps the vehicle return to the balanced state. 
  The torque distribution curves are presented in Fig. 11. The torque distribution curves controlled by the LQR 
and MPC exhibited a similar tendency. Because the optimization objective regarding energy conservation is 
applied to the RL-based torque distribution strategy, the torque distribution curve of the RL algorithm is even, 
and the four motors tend to operate in a higher efficiency region. Even the torque demand of the rear right 
wheel approaches zero torque value for the total vehicle efficiency. 

Energy conservation ability is another important factor in the design of the torque distribution controller. In 
this section, we evaluate the energy-saving ability of the proposed DRL strategy in terms of the total energy 
consumption and average motor efficiency, as shown in Fig. 12. As the total energy consumption histogram 
shows, the DDEV with the proposed DRL strategy consumes the least energy, only 92.21 kJ, while the MPC 
and LQR methods tend to use more energy, 95.69kJ and 97.32 kJ, respectively. Therefore, the DRL torque 
distribution can save energy at least by at least 3.5%-5.25%. The three torque distribution methods share a 
similar average efficiency, ranging from 81.8% to 82.1%.  

Fig. 11 Torque distribution of different methods. 

Fig. 12 Energy consumption in DLC maneuver. (a) Total consumption (b) Motor efficiency. 
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4.3 Step steering maneuver: response performance analysis 

The transient response speed of the control system determines the real-time operation capacity and practical 
application value of the torque distribution strategy. The open-loop step-steering angle test is a significant 
means of evaluating the transient response and static deviation of the driving maneuver. Typical model-based 
torque distribution methods are also deployed for comparison. Assuming that the DDEV operates at the 
constant speed 72 km/h and the road adhesion coefficient is set as 0.5, a step steering angle from 0~120 deg 
at time 0.5 s is applied. 

The curves for the lateral displacement and longitudinal speed are shown in Fig. 13. Compared with the 
LQR and MPC methods, the proposed DRL method enables vehicles to steer with a larger turning radius. The 
DDEV controlled by the LQR and MPC methods presents an oversteering characteristic owing to the yaw rate 
deviation. The vehicle speed is maintained at approximately 72km/h, and the DRL method can reduce the 
speed error comparatively. 

The curves of the vehicle sideslip angle and yaw rate in Fig. 14 indicate the handling stability performance. 
The sideslip angle controlled by the DRL method consumes the least time (only 0.3s) to the final value of 0.37 
deg, whereas the other method requires a longer time to reach a stable value. The yaw rate controlled by the 
DRL method follows the reference well and favors steering regulation. In contrast, DDEVs with the LQR and 
MPC control approach to about 14 deg/s, incurring a larger steering radius. As for the transient response, the 
details of the yaw rate curve show that yaw rate controlled by DRL method has almost no overshoot, and the 
response time of the system is reduced by approximately 0.5s. Not only that, the yaw rate controlled by DRL 
method also reduces the static deviation by approximately 2 deg/s compared with what the typical model-
based control methods can achieve. The reason for the large static error in the LQR method is that this 

Fig. 14 Vehicle dynamic characteristics (a) Vehicle sideslip angle (b) Yaw rate. 

(a) (b) 

Fig. 13 Vehicle displacement and longitudinal speed in the step steering maneuver. 
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approach cannot adequately describe the vehicle dynamics and tire saturation. Under the large step steering 
maneuver, the tire would enter the nonlinear saturation region, which would impair the control optimality of the 
LQR and MPC approaches. The larger static deviation prevents the vehicle from taking full advantage of the 
understeering characteristics, and also makes the actual yaw rate exceed the boundary limit provided by the 
road adhesion. Although the control performance can be improved by applying a larger weight coefficient to 
the yaw rate or sideslip angle terms, the desired external yaw moment is thereby enlarged which would 
inevitably increase the total energy consumption for EVs and is in conflict with the target of the optimization of 
vehicle stability and energy efficiency.  

The energy consumption and motor efficiency of the three methods in the step-steering test are illustrated 
in Fig. 15. In total, the lowest energy consumption is attributed to the DRL method (only 90.51kJ), which 
presents an energy saving of 18.7% compared to the LQR method. In addition, the proposed DRL method can 
significantly improve the average motor efficiency by 87.07%, leading the LQR and MPC methods by 3 and 4 
percentage points. Finally, the proposed DRL torque distribution method can optimize the operating efficiency 
of the DDEV and improve the energy distribution layout. 

4.4 Hardware-in-loop executability test 

  To validate the real-time executability of the proposed DRL-based torque distribution strategy, a hardware-
in-loop (HIL) experiment was implemented using a digital signal processor (DSP, TMS320F28335, TI 
corporation). The entire framework of the platform is shown in Fig. 16. The offline training processes were 

Fig. 15 Energy characteristics. (a) Total energy consumption (b) Average motor efficiency. 

Fig. 16 The HIL test platform. 
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implemented in the Section 4.1. The traditional DDPG algorithm and TD3 algorithm were developed in the 
DSP system with well-trained network parameters. 

  The HIL configuration includes a mater PC (monitoring window), xPC target (Kvaser leaf HS), CAN 
communication interface and vehicle control unit (VCU) for the torque distribution controller. The standard B-
class hatchback is established on the CarSim platform, which is driven by four individual machines. In the 
experiment, real-time vehicle states, such as the sideslip angle, yaw rate, and longitudinal velocity, were 
sampled and transmitted to the VCU through the xPC tools. With the sampling states, the agent developed in 
the VCU can output the optimal torque demands of the four wheels for better handling stability and energy 
efficiency performance. Simultaneously, all variables and parameters can be monitored in the master PC 
through the CAN link tool. The DDEV follows the standard DLC steering maneuver traveling on a slippery road 
with a friction coefficient μ = 0.4 at the reference velocity 𝑉𝑥 = 72 𝑘𝑚/ℎ. The results are shown in the Fig. 18. 

Fig. 18 HIL test results. (a) Lateral displacement, (b) Sideslip angle, (c) Yaw rate curve, (d) Energy consumption of 

powertrains. 

Model code

Master PC

VCU

xPC target

DSP system

DDEV in Carsim

Flash 

programming

CAN link

TCP/IP TCP/IP

Fig. 17 Framework of HIL test system. 
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The performance curves of the vehicle without any active-safety control is marked as “Baseline”, whereas the 
results achieved by the typical DDPG and TD3-DDPG algorithms are marked as “Typical DDPG” and “TD3 
DDPG”, respectively. 

Fig. 18(a) shows the lateral displacement of the DDEV. Obviously, without an active safety controller, the 
vehicle is inclined to deviate from the reference path and the maximal offset is approximately 1m at time t = 
7s. This indicates that the vehicle tends to become unstable under critical steering conditions. The curve of the 
sideslip angle marked by “Baseline” also validates this phenomenon with the largest sideslip angle of more 
than 1.5 deg. In contrast, the lateral displacement controlled by the typical DDPG and TD3-DDPG algorithms 
presents less deviation, with less than 0.5 m. Specifically, the TD3-DDPG algorithm can further reduce the 
sideslip angle of the DDPG, as shown in Fig. 18(b). Fig. 18(c) shows the yaw rate curve. It can be observed 
that the DDPG and TD3-DDPG based torque distribution strategies can well guide the yaw rates to track their 
references and constrain the yaw rate error as much as possible, which is effective in enhancing the 
maneuverability of DDEVs. The energy efficiency of the powertrains is shown in Fig. 18(d). Compared with the 
“Baseline” vehicle, the energy consumption of the motors under the DDPG and TD3-DDPG based torque 
distribution strategies has been reduced by 38.9 kJ and 42.35 kJ, thus saving energy by 43.7% and 46.45%, 
respectively. Overall, the results of the HIL test indicate that the proposed TD3-DDPG based torque distribution 
strategy can conserve the energy consumption of powertrains while maintaining the handling stability 
performance. In addition, the HIL experiment further validates that the proposed DRL-based torque distribution 
strategy is capable of real-time execution in the real world. 

  On the HIL basis, we implemented another test to validate the robustness of the proposed torque distribution 
strategy. Explicitly, the vehicle mass in the CarSim is changed ranging from +10% to -10% while the control 
networks of the DRL strategy in VCU are maintained unchanged in all the tests. The vehicle travels on the 
road with low adhesion coefficients (μ = 0.4 ) and the variant velocity is supposed to vary from 62km/h to 
72km/h as illustrated in Fig. 19(a). The results of the active safety performance are illustrated in the Fig. 19(b)-
(d). Notably, the results with the actual vehicle mass are marked as “Real mass” whereas the settings of vehicle 
mass in CarSim increased and reduced by 10% are marked as “Mass+10%” and “Mass-10%”, respectively. 

Fig. 19 Robustness validation of the proposed torque distribution strategy. (a) Vehicle velocity; (b) lateral displacement; (c) 

Sideslip angle; (d) Yaw rate. 
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From Fig. 19(a), It can be seen that the proposed DRL-based torque distribution strategy can enable the 
vehicle to track the reference velocity with an acceptable deviation. As depicted in Fig. 19(b), we can find that 
the lateral displacement has a similar tendency, which implies that the DRL method can achieve good path 
tracking despite the uncertain vehicle mass. In addition, it can be found that although there are different vehicle 
masses, the vehicle state parameters almost remain the same, indicating that the DRL algorithm will not fail 
owing to the variant vehicle dynamics. 

5. The limit and the way forward 

  The DRL-based torque distribution can improve the handling stability of DDEV well while reducing the total 
energy consumption of powertrains. Meanwhile, it exhibits a strength in dealing with the vehicle nonlinearity 
such as tire saturation in the low adhesion road. In addition, the HIL experiment further validates its 
executability in digital signal processors. Nevertheless, there are still some problems that are worth to solve in 
the future works. 
1) The road adhesion plays a significant role for the active-safety control and further research should be 
capable of identifying the road adhesion. An interesting research direction would be to apply the state 
constraints (including the road friction coefficients) into the boundary limit for better safety of vehicles. 
2) The current study is adaptive to the road condition variation and different maneuvers. However, in future 
research, the control robustness regarding vehicle dynamics, such as the vehicle mass and vehicle parameter 
uncertainty, should be paid more attention. It is worth to develop the robust DRL algorithm to address the 
mentioned problems. 
3) The HIL tests validate the theoretical values and the real-time executability of the DRL algorithm in the 
torque distribution problems. Nevertheless, its practical application in practical vehicles still requires more 
study in depth. To explore the strength of the RL algorithm, we are conceiving a framework on the torque 
distribution strategy with the cloud-technology.  

6. Conclusion 

In this paper, a DRL-based direct torque distribution strategy for DDEVs is proposed to improve the active 
safety and save energy simultaneously. Unlike the traditional hierarchy control framework, the direct torque 
vector control is realized without solving the external yaw moment, which is conducive to reduce the design 
complexity of the controller and guaranteeing control performance. The torque distribution is formulated as an 
MDP in which the energy loss and active safety index are incorporated into the cumulative reward. The critic 
and actor networks are utilized to approximate the action and policy value function, respectively. The TD3-
DDPG smoothens the learning process and enhances the algorithm performance. The numerical simulation 
results are as follows: 

1) The actor-critic networks effectively deal with the problem of a continuous torque vector solution in inertial 
distributed drive electric vehicles. The learning curve of the episode reward demonstrates that the twin-delayed 
algorithm presents better learning stability than the typical deep deterministic policy gradient algorithm. The 
twin delayed algorithm enables agent to reach a higher episode reward and avoids the overestimation of the 
Q value in the critic network. 

2) The DRL controller can achieve better handling and stability performance. With the proposed torque 
distribution strategy, the DDEV can reduce the lateral displacement and fully exploit the understeering 
characteristics to enter back to the equilibrium region quickly, even in critical steering maneuvers. 

3) The proposed torque distribution strategy can effectively reduce the power loss and improve the motor 
efficiency. Under typical steering conditions, such as double lane change and snake lane change maneuvers, 
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the energy consumption is reduced by 5.2%-10.51% and the average working efficiency of the motors is 
improved by approximately 2%. The results of the energy evaluation test illustrate that the proposed energy-
efficient strategy realizes the energy conservation without compromising the active safety performance of the 
DDEV. 

4) The results of the step steering test show that the proposed direct torque distribution can improve the 
system response speed and reduce the static deviation. The sideslip angle controlled by DRL is limited to 
within less than 0.4 deg. The step curve of yaw rate also shows that the proposed strategy can improve the 
transient response by 0.5 s as fast as possible. The static deviation of the yaw rate error is reduced, which is 
conducive to improving the maneuverability of DDEVs. 

5) The HIL experiment has validated the real-time executability of the proposed DRL-based torque 
distribution strategy. Furthermore, the TD3-DDPG algorithm shows better control effect than the typical DDPG 
algorithm. Summarily, the DRL-based control strategy can be a good supplement of the existing control 
methods especially in the future autonomous ground EVs. 

Appendix 

A.1 Key parameters of vehicle dynamics and the controller description 

Table A1 Nomenclature used in this paper. 

 

Table A2 Parameters of distributed drive electric vehicle and the permanent magnet synchronous machines. 

Symbol Description Values 

M Total vehicle mass 1410 kg 𝑙𝑓 Tracking between front wheel-axle and CG 1.305 m 𝑙𝑟 Tracking between rear wheel-axle and CG 2.595 m 𝑙𝑏 Half wheelbase 0.74 m 𝑅𝑒𝑞 Equivalent wheel radius 0.298 m 𝐼𝑧 Vehicle yaw inertia 2031.4 kgm2 𝐶𝑓0 Static cornering stiffness of the front tires 46550 N/rad 𝐶𝑟0 Static cornering stiffness of the rear tires 46350 N/rad 𝑁 Minibatch size 64 

Nomenclature  Vehicle sideslip angle 

DDEV Distributed drive electric vehicle 
t

a  Action output at timestep t 

DYC Direct yaw moment control 
t

s  Observed state set at timestep t 

RL Reinforcement learning 
t

r  Immediate reward at timestep t 

DRL Deep reinforcement learning  Discounted factor 

MDP Markov decision process 
tU  Discounted return at timestep t 

DQN Deep Q network ( ),Q s a  Action function with the given state and action 

DDPG Deep deterministic policy gradient ( )s  Policy function with the given state 

TD3 Twin delayed DDPG ( )L   Loss function for critic network  

SPG Stochastic policy gradient 
ty  Temporal difference target 

MSE Mean squared error   Parameters in actor network 

 Yaw rate 
Q  Parameters in critic network 

xV  Longitudinal vehicle speed 
RN  buffer cache size 

ijT  The torque command of in-wheel motors N  Minibatch size 

f  Front steering angle 
t
 Gaussian Noise at timestep t 
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P Maximum power of motors 21 kW 𝑇𝑚𝑎𝑥 Maximum of motor torque 255 Nm 

 

Table A3 Description of the critic network. 

Layer array Symbol Function description 

1 State State observation matrix with dimension 8 

2 FCs1 Fully connected layer 1 with 10 neurons. 

3 RUs1 ReLU activation layer 1 (Rectified Linear Unit, ReLU). 

4 FCs2 Fully connected layer 2 with 10 neurons. 

5 adds Addition layer with 2 neurons 

6 RUs2 ReLU activation layer 2 

7 FCs3 Fully connected layer 3 with 10 neurons. 

8 RUs3 ReLU activation layer 3 

9 FCs4 Fully connected layer 4 with 1 neuron. 

10 Action Action matrix with dimension 4 

11 FCs5 Fully connected layer 5 with 20 neurons. 

 

Table A4 Description of the actor network. 

Layer array Symbol Function description 

1 State State observation matrix with dimension 8. 

2 FCa1 Fully connected layer 1 with 10 neurons. 

3 RUa1 ReLU activation layer 1. 

4 FCa2 Fully connected layer 2 with 10 neurons. 

6 RUa2 ReLU activation layer 2 

7 FCa3 Fully connected layer 3 with 4 neurons. 

10 Tanh Tanh activation layer. 

11 SC Scaling layer, ‘Scale’=[255, 255, 255, 255], ‘Bias’=[0, 0, 0, 0] 

 

Table A5 Training parameters of TD3-DDPG agent. 

Sample time  0.02 

Learn rate of critic network 1e-3 

Learn rate of actor network 1e-4 

Soft update factor 1e-5 

Target smooth factor 1e-3 

Discount factor 0.99 

Fig. A1 Framework of critic network. 
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Mini batch size 64 

Experience buffer 1e6 

Maximum episode 2000 

Training time consumed Almost 120 min 
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