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Abstract
Hateful individuals and groups have increasingly been using the Internet to express their ideas, spread their beliefs and 
recruit new members. Understanding the network characteristics of these hateful groups could help understand individuals’ 
exposure to hate and derive intervention strategies to mitigate the dangers of such networks by disrupting communications. 
This article analyses two hateful followers’ networks and three hateful retweet networks of Twitter users who post content 
subsequently classified by human annotators as containing hateful content. Our analysis shows similar connectivity charac-
teristics between the hateful followers networks and likewise between the hateful retweet networks. The study shows that the 
hateful networks exhibit higher connectivity characteristics when compared to other “risky” networks, which can be seen 
as a risk in terms of the likelihood of exposure to, and propagation of, online hate. Three network performance metrics are 
used to quantify the hateful content exposure and contagion: giant component (GC) size, density and average shortest path. 
In order to efficiently identify nodes whose removal reduced the flow of hate in a network, we propose a range of structured 
node-removal strategies and test their effectiveness. Results show that removing users with a high degree is most effective 
in reducing the hateful followers network connectivity (GC, size and density), and therefore reducing the risk of exposure 
to cyberhate and stemming its propagation.

Keywords Network analysis · Cyberhate · Online hate · Hate diffusion · Hate prevention · Node removal · Network 
disruption

1 Introduction

Individuals and groups have increasingly used the Internet 
to express their ideas, spread their beliefs and recruit new 
members (Lee and Leets 2002). As with offline hate crime, 
online hate speech (or cyberhate) posted on social media has 
become a growing social problem. In 2016 and 2017, the 
UK’s decision to leave the European Union, and a string of 
terror attacks, was followed by noticeable and unprecedented 
increases in cyberhate (Williams et al. 2019), with a rheto-
ric of invasion, threat and otherness (Alorainy et al. 2019). 
Some research suggests that the perpetrators of cyberhate 
have similar motivations to those who resort to violence 
offline (Williams et al. 2019; Awan 2014; Chan et al. 2016; 
Awan and Zempi 2017). Social psychologists have suggested 
that the perpetrators of hate crime may be influenced by 
their perception that certain groups pose a threat to them 
(Stephan and Stephan 2013), and (Glaser et al. 2002) sug-
gest that racists often express their views more freely on the 
Internet than elsewhere. Thus, as online social media enables 
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individuals and groups to spread ideologies and even advo-
cate hate crime, it is essential to study the online structure, 
communication and connectivity of online communities 
in order to determine users’ exposure to hateful ideologies 
that could influence their own views and actions. Twitter, 
which has become an essential source of timely informa-
tion, offers a unique opportunity to study social dynamics 
in online social networks in terms of (1) individuals’ expo-
sure to online hate and (2) individuals’ role in propagating 
online hate among groups—more specifically, how we can 
disrupt the flow of cyberhate and reduce exposure to others, 
through targeted intervention in the flow of hate. Both of 
these insights directly respond to the UK’s Online Harms 
whitepaper, which focuses the need to protect citizens online 
(Online 2020).

The detection of hate online has been widely discussed 
from the perspective of content analysis. However, the study 
of hateful networks on social media has received limited 
attention in the literature. A study of such networks could 
be valuable in the context of concern about exposure to, 
and contagion of, online hateful and offensive narratives in 
social media. On the Twitter platform, the hateful follow-
ers’ network represents the user community directly exposed 
to hateful content. This network is a subset of users who 
directly receive information from each other. Furthermore, 
the hateful retweet network is a construct formed by users 
who propagate cyberhate to their own followers, thereby 
passing on hateful narratives from the people they follow—
a form of cyberhate contagion. Several studies have applied 
Social Network Analysis (SNA) methods to Twitter hate-
ful networks in order to use connectivity information as an 
indicator that a user is posting offensive content (Ribeiro 
et al. 2018; Al-garadi et al. 2016). Others have focused SNA 
analysis on the retweets network to measure diffusion (Sai-
nudiin et al. 2019; Ribeiro et al. 2018). However, there is yet 
to be a study of multiple hateful networks with the aim of 
understanding whether there is evidence of similar of ’levels 
of friendship’, and therefore a general exposure to the hate, 
nor similar levels of propagation behaviour and therefore 
general contagion effect.

It is important to note that people who are exposed to 
hateful content won’t necessarily spread the hate. However, 
the exposure to hateful content potentially increases the 
risk of increasing the number of people adopting hateful 
ideologies.

Moreover, previous studies are yet to propose intervention 
methods to prevent cyberhate from spreading. Intervention 
methods could include the possibility of identifying conta-
gion pathways in hateful networks and evaluating the reduc-
tion in exposure of the network’s users to receiving hateful 
content, in the same way we might expect traditional offline 
virus spreading to be contained. The lack of such a study 
motivated us to undertake a baseline study that characterises 

several hateful networks extensively from multiple perspec-
tives—namely exposure to cyberhate (in follower networks); 
diffusion of cyberhate (in retweet networks); and interven-
tion methods for the curtailing and containment of cyberhate 
(through network pruning). To the best of our knowledge, 
this is one of the pioneer studies that have applied SNA 
to study (1) a range of hateful networks to compare and 
contrast baseline measures of connectivity and propagation 
across multiple hateful networks, and (2) evaluate interven-
tions such as prevention strategies (Pastor-Satorras and Ves-
pignani 2002) and disruption strategies (Xu and Chen 2008) 
that identify nodes in hateful networks which, if removed, 
would reduce the network connectivity (exposure reduction) 
and potentially diffuse the hate (contagion reduction).

The research presented in this paper comprises an analy-
sis of Twitter networks containing anonymised accounts 
whose text was classified by a crowdsourced team of human 
annotators as containing cyberhate.

1.1  Contributions

– C1 To the best of our knowledge, this is the first study to 
understand the connectivity characteristics of two hateful 
follower networks. The experiments show that the level 
of the connectivity of the hateful followers’ networks is 
similar, and therefore have common levels of users’ expo-
sure to cyberhate. We also compared the hateful networks 
to another form of ‘risky’ network (i.e. a suicidal ideation 
network of similar size) and showed evidence of higher 
connectivity between the hateful users (higher exposure 
to the hateful content) compared to the suicidal users. 
They, however, have less reciprocated friendship behav-
iour than suicidal users (less connected around the topic).

– C2 To the best of our knowledge, this is the first study to 
understand the communication characteristics of three 
hateful retweets networks. Experiments show a consist-
ently and significantly greater reach of content (conta-
gion), and greater degree of co-operation on the spread 
of the message (hate) in hateful networks, across all three 
hateful networks, and less in the comparator “risky” net-
work—suicidal ideation. Hateful content reaches more 
users in fewer hops.

– C3 To the best of our knowledge, this is the first study 
to develop metrics that identify nodes within hateful 
networks (user accounts) whose removal is empirically 
shown to reduce the connectivity (largest component, 
density and average shortest path) in both the follower 
and retweet networks. Six node-removal strategies based 
on network connectivity were tested on three network 
metrics: giant component size, density and the average 
shortest path. Our experiments show that removing the 
nodes with the highest network degree has the highest 
impact on reducing the size of the largest component of 
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the hateful followers’ and retweet networks. We dem-
onstrate the rigour of these findings on different hateful 
networks.

The remainder of the paper is organised as follows. Section 2 
describes the related work on this topic. Section 3 describes 
the methods of the present research, including data collec-
tion. Section 4 reports the results, and Sect. 5 presents the 
discussion and the conclusions.

2  Literature review

2.1  Hateful Networks’ characterisation

Social network analysis, particularly on the Twitter platform, 
has been applied in a range of studies, e.g. student interac-
tion (Stepanyan et al. 2010), quantifying influence on Twitter 
(Bakshy et al. 2011), political community structure and emo-
tions (Cherepnalkoski and Mozetič 2016; Himelboim et al. 
2016). In terms of online hate on the Web, Gerstenfeld et al. 
(2003) analysed 157 extremist sites and found links between 
most of these websites, and Zhou et al. (2005) also inves-
tigated Web communication and analysed the content and 
links of hate groups. In their research, they found that the 
main objective of these websites is to spread and promote 
ideas, such as white supremacists and Neo-Nazis. Moreo-
ver, Chau and Jennifer (2007) used the techniques of Social 
Network Analysis (SNA) to analyse hate groups on the Inter-
net, formulating hypotheses around the specific features of 
each site. They showed that the network of bloggers in hate 
groups is decentralised. Also, they found that the number of 
“hate” bloggers increased steadily over a number of years.

Recently, Mathew et al. (2019) introduced a study that 
looked into the diffusion dynamics of posts made by hateful 
and non-hateful users on Gab. They collect a large dataset of 
341K users with 21M posts and investigated the diffusion of 
the posts generated by hateful and non-hateful users. They 
observed that the content generated by the hateful users 
tended to spread faster, farther and reach a much wider audi-
ence when compared to the content generated by non-hateful 
users. Also, an important finding was that hateful users were 
far more densely connected among themselves compared to 
non-hateful users.

On Twitter, previous research has been aimed mainly at 
detecting hateful, offensive, abusive and aggressive speech 
on the platform using information about the network activ-
ity. Such studies analysed user network activity on Twit-
ter to detect cyberhate by considering specific attributes of 
online activity using machine learning classifiers. An exam-
ple is Chatzakou et al. (2017) who detected Twitter aggres-
sors and bullies automatically, Ribeiro et al. (2018) who 
detected hateful users and Ting et al. (2013) who focused 

on hate group detection. Burnap et al. (2014) specifically 
looked at retweet virality following a terror attack—a likely 
trigger event for hateful responses—and found that senti-
ment expressed in the tweet was statistically significantly 
predictive of both size and survival of information flows of 
this nature. Wadhwa and Bhatia (2014) aimed to uncover/
identify hidden radical groups in online social networks, pro-
viding evidence of the ability to discover subgroups. Ribeiro 
et al. (2017, 2018) aimed to define a user-centric view of 
hate speech by examining the difference between user activ-
ity patterns and network centrality measurements in the sam-
pled graph. They discovered that hateful users were more 
central in the retweets network and therefore identifiable as 
key influencers within the network.

Their study prompted us to understand more about the 
formation of online hateful communities and how to inter-
vene in an effective way to reduce the spread of hate. To 
the best of our knowledge, none of the above studies has 
compared network connectivity metrics across a number of 
networks to understand baseline metrics of users’ exposure 
to hate and whether this metric is common between hateful 
networks. Existing work is also yet to investigate similarity 
in the propagation of hate (contagion) within multiple hate-
ful networks.

2.2  Hateful content prevention

Removing nodes to reduce the network’s connectivity (and 
therefore stem the flow of content) has been widely intro-
duced in previous research. For example, these strategies are 
used for breaking complex networks (Cunha et al. 2015), the 
spread of computer viruses (Newman et al. 2002) and spam 
prevention (Colladon and Gloor 2019). Yip et al. (2012) 
examined the structural properties of the networks of per-
sonal interactions between cybercriminals in carding forums. 
They found that carding social networks are not scale-free as 
the degree distributions are log-normal, which has important 
implications for network disruption. It is widely accepted 
that scale-free networks are particularly resilient to random 
node removals, but highly vulnerable to targeted attacks due 
to there only being a small fraction of nodes possessing the 
majority of links. In their study, they did not use any node 
removal strategy, instead using the implication of the degree 
distributions characteristics. Petersen et al. (2011) examined 
removing the highest degree nodes based on the distance 
between the entire network’s nodes. Their work proposed 
a node removal algorithm for a criminal network. As part 
of their study, they found that removing the high degree 
nodes had an impact on enlarging the distance between the 
criminals. Wiil et al. (2010) introduced a study that analysed 
the importance of links in terrorist networks. This study 
showed that removing nodes destabilised the network, not-
ing that both the importance of nodes and links should be 



 Social Network Analysis and Mining           (2022) 12:27 

1 3

   27  Page 4 of 22

considered. All of these previous works have been examined 
on Web fora, which is structurally different to that of the 
Twitter platform (Kane et al. 2014).

For the Twitter platform, a node removal strategy was 
applied on political networks and showed that SNA metrics 
could be used to evidence impact on the network connec-
tivity (Jürgens et al. 2011). Studies specifically aiming to 
reduce the connectivity in hateful networks by removing 
the nodes are rare, and no study yet exists looking at online 
social networks. An attempt by Xu and Chen (2008) found 
that terrorist networks on the Web were more vulnerable 
to attack on the bridges that connect different communi-
ties, than to attacks on their hubs. They applied two removal 
strategies on Web sites’ networks: hub-based strategy and 
bridge based. To the best of our knowledge, no study yet 
exists that examines node removal strategies for hateful 
Twitter networks.

3  Methods

3.1  Data collection

The study used data from two types of anti-religious content: 
Anti-Muslim and Anti-Semitic.

3.1.1  Anti‑Muslim datasets

In order to collect and analyse hateful communication posted 
to Twitter, we first needed to identify accounts that were 
demonstrably posting hateful tweets. For the Anti-Muslim 
dataset, we collected data from Twitter around two ’trigger’ 
incidents. The first was the murder of Lee Rigby, a solider 
based in Woolwich, London. Data collection lasted two 
weeks following the terrorist attack committed on May 23rd 
2013; we named this data set ‘Anti-Muslim 1’. Data were 
collected via the Twitter streaming Application Program-
ming Interface (API), based on a manual inspection of the 
highest trending keyword following the event. The result was 
N = 427,330 tweets in this case. The second incident was 
the #PunishAMuslimDay event that took place on April 3rd 
2018. The dataset was collected in the aftermath of a letter 
inciting others to commit violent and aggressive acts towards 
Muslims. We named this ‘Anti-Muslim 2’. The collection 
spanned two weeks and resulted in N = 919,854 tweets.

A subsample of 2000 tweets from each dataset was cho-
sen for a human annotation process. Human annotators were 
asked to label the offensive tweets using the crowd-sourced 
online service Crowdflower. Annotators were provided with 
each tweet and asked “Is this text offensive or antagonis-
tic in terms of race, ethnicity or religion?” They were pre-
sented with a ternary set of classes: yes, no, undecided. The 
results from coders could then either be accepted or rejected 

on the basis of the level of agreement with other coders. 
We required at least four human annotations per tweet and 
retained only the annotated tweets for which at least three 
human annotators (75%) had agreed on the appropriate 
class as per related work (Thelwall et al. 2010; Burnap et al. 
2017). The results of the annotation exercise produced a 
’gold standard’ dataset of 2000 tweets, with 973 and 1053 
instances of offensive or antagonistic content tweets for 
Anti-Muslim 1 and Anti-Muslim 2 datasets, respectively. 
Our interest in these data was to flag the Twitter accounts 
of users posting hateful content. We searched the larger 
datasets for any duplicates of the annotated hateful tweets 
(tweets with the same text). This boosted the collection of 
hateful tweets to 2621 and 2097 tweets for Anti-Muslim 1 
and Anti-Muslim 2, respectively. Finally, we extracted the 
distinct users in these collections, creating a list of 3502 and 
8602 user accounts that were involved in creating or propa-
gating hateful content for Anti-Muslim 1 and Anti-Muslim 
2, respectively.

Each dataset was split into a followers’ dataset (users who 
follow each other) and a retweet dataset (users who retweet 
each other). In the followers datasets, for each of the authors 
of the 3502 and 8602 Tweets classified as containing evi-
dence of possible hateful speech, we retrieved Twitter profile 
information regarding the lists of followers (of the hateful 
users) and friends (users who the hateful users followed) so 
that we could identify the measures of connectivity between 
these types of user. This collection resulted in two sets of 
2,018,950 followers and 1,942,614 friends for a list of 3502 
distinct authors, and 3,855,37 followers and 4,977,47 friends 
for a list of 8602 distinct authors, respectively.

Next we used python tools1 to generate two types of net-
works (see Sect. 3.2.1)—first type is (1) a followers’ net-
work (based on the followers dataset). This is a directed 
graph network in which each node has either a following 
relationship, a friend (followed) relationship or both. Algo-
rithm 1 explains the steps for building a hateful followers 
network. It shows that we discarded any follower relation-
ship of users who had not been shown to post hateful con-
tent. We extracted 1004 users and their 2644 followers who 
belonged to the Anti-Muslim 1 dataset. For Anti-Muslim 2, 
we extracted a total of 1073 and their 2895 followers. This 
led to two datasets of followers that contained the original 
users and their followers (those exposed to cyberhate)—one 
for Anti-Muslim 1 followers and the other for Anti-Muslim 
2 followers.

The second type is (2) a retweet network. For the retweet 
datasets, two retweet networks were built: Anti-Muslim 1 
with 1229 nodes and 2571 edges, and Anti-Muslim 2 with 
5581 nodes and 16,338 edges. Each of these is a directed 

1 https:// www. python. org/.

https://www.python.org/
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network having a i and j ∈ retweets’ dataset for each node 
edged from i to j, indicating that j is a retweeter of a tweet 
posted by i.

3.1.2  Anti‑Semitic dataset

For the Anti-Semitic dataset, we collected using the COS-
MOS platform (Burnap et al. 2015).2,3 The data used for 
this analysis included tweets posted between 16/10/2015 and 
21/10/2016 and were gathered in real time (this ensures that 
all tweets are collected). The raw dataset for the complete 
study period contained 31,282,472 tweets. Human annota-
tion was used again, with workers asked “Is this text offen-
sive or antagonistic related to a Jewish identity” with a yes/
no label applied. As per common convention, the Crowd-
flower human coding task was reviewed and instances where 
agreement dropped below 75% were dropped from the train-
ing data (Thelwall et al. 2010; Burnap et al. 2017). This 
resulted in 372 anti-semitic tweets. As with the anti-muslim 
data, the annotated Anti-Semitic dataset was extended by 
adding duplicates and retweets of the original tweets from 
the larger data collection. This boosted the annotated dataset 
to 3874 tweets. For the Anti-Semitism dataset, we did not 
extract a followers’ network because Twitter API did not 

recognise the relevant users’ IDs (possibly removed by Twit-
ter). We did build the retweet network for Anti-Semitism, 
which consisted of 2748 nodes and 5091 edges.

3.1.3  Comparative “risky” network dataset

Although Twitter networks of different size and nature 
inevitably show different characteristics, for the purposes 
of comparison between networks in this study (e.g. do hate-
ful networks exhibit different characteristics to other risky 
networks?), we selected a similar size network from another 
“risky” category—one in which users in online social net-
works risk exposure to ideology and there is concern of the 
contagion of content. We found that the suicidal network 
published in Colombo et al. (2016) was similar to our net-
works from three perspectives: (1) comparable size, (2) simi-
lar data collection process (Twitter API), and (3) likely to 
spread content of concerning ideology i.e a “risky network”. 
As with our hateful datasets, the suicidal network has two 
sub networks—the followers network and the retweet net-
work. Both networks have similar sizes to our networks. The 
suicidal content was also labelled by human annotators in 
the original paper. For the suicidal network, the followers 
network contains 987 nodes and 2410 edges, whereas the 
retweet network contains 3209 nodes and 2211 edges.

3.2  General network characteristics

3.2.1  Metrics selection

We built social networks graphs from the datasets of follow-
ers and retweets. Then, we extracted metrics and compared 
them. As discussed in Pržulj (2007), the larger the number 
of common properties (metrics), the more likely it is that 
the two networks are similar. The metrics used in this study 
were selected as follows:

– Giant component The Giant Component (GC) is a con-
nected component of a given graph that contains a finite 
fraction of the entire graph’s nodes, e.g. a significant pro-
portion of the nodes are connected in one GC. The GC 
of the networks was extracted using Depth-first Search 
and Linear graph algorithms (Tarjan 1972). From a hate 
spread perspective, the size of the GC is essential in that 
it reveals the maximum number of people who can be 
(directly or indirectly) reached by any other node in the 
same component. A large GC indicates high reachability 
because every node is reachable from almost every other.

– Density The ratio between the number of edges in the 
graph and the total number of possible edges. Meas-
ures how close the network is to complete. A complete 
graph has all possible edges and density equal to 1. 
The opposite, a graph with only a few edges, is a sparse 

2 A free software tool that allows researchers to connect directly to 
Twitter’s streaming Application Programming Interface (API) to col-
lect real-time social media posts by specifying keywords.
3 https:// cst. org. uk/ public/ data/ file/4/ 2/ antis emitic/ Conte nt/ on/ Twitt 
er. pdf.

https://cst.org.uk/public/data/file/4/2/antisemitic/Content/on/Twitter.pdf
https://cst.org.uk/public/data/file/4/2/antisemitic/Content/on/Twitter.pdf
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graph (Zykov 1990). High density indicates intimate, 
tightly knit networks, and ties between individuals in 
denser network are more likely to be strong.

– Average degree metrics are direct measures of how 
information travels throughout the network (Newman 
2001). Average graph degree for a vertex is calculated 
as the number of links that end in that vertex. Also, 
we calculated the maximum value of the degree of the 
nodes over all graph vertices. Essentially, this metric 
is a measure of graph connectivity in terms of links/
relations between nodes. This, in terms of followers 
degrees, means that users can directly consume (see, 
read) the content posted by other users. The spread of 
node degrees over a network is characterised by a dis-
tribution function, which is the probability that a ran-
domly selected node has exactly k edges. The degree 
distribution has been calculated for the followers and 
retweet networks. In this directed case, we are inter-
ested in the out-degree, which represents the num-
ber of the users that someone follows (e.g. if A has 
an out-degree of 5, it means A follows five people). 
Also, the in-degree distribution is calculated, which 
represents the number of the followers that someone 
has (e.g. if A has in-degree of 5, it means there are five 
people that follow A). Higher out-degree values mean 
a wider exposure to different sources of hate propaga-
tors. Higher in-degree value refers to influential users 
(content creation hubs or conversational hubs) who can 
be responsible for hate creation and propagation. For 
the retweet network, out-degree represents the number 
of retweets (e.g. if A has out-degree of 5, it means they 
retweeted five tweets posted by five different users). 
Also, we interested in the in-degree distribution that 
shows the number of retweets that someone gained (e.g. 
if A has in-degree of 5, it means five users retweeted 
A’s tweet). High in-degree indicates high hate propa-
gation, while high out-degree indicates to the level of 
diversity of the propagated content. Nodes with high 
out-degree centrality can exchange their opinion and 
build a conversation with others (Hanneman and Riddle 
2005; Ishikawa et al. 2013).

– Betweenness centrality this metric is a measure of acces-
sibility that is the number of times a node is crossed by 
shortest paths in the graph, which is useful for finding the 
individuals who influence the flow around a system.

– Eigenvector centrality The node with high eigenvector 
value is important as a connector for high information 
diffusion. Degree centrality measures the amount of con-
nections a node has, but disregards the nodes to which 
these connections are established. Eigenvector centrality 
modifies this approach by giving a higher centrality score 
to those connections which are made with those nodes 
that are themselves central.

– Average clustering coefficient Firstly, we calculate the 
clustering coefficient for each node as the probability that 
two randomly chosen distinct neighbours of the given 
node are connected; this is also referred to as the local 
clustering coefficient for a node. Then, we average these 
values over all network nodes. The average clustering 
coefficient was calculated using the Matthieu Latapy 
algorithm (Latapy 2008). Clustering coefficient measures 
how some of the nodes can form dense groups in which 
each element has strong connections with the others. As 
a consequence, each piece of information posted by one 
of these nodes can rapidly spread within the groups but 
disseminates outside the group with more difficulty.

– Reciprocity the measure of the likelihood that nodes in 
a directed network are mutually linked. A higher value 
indicates many nodes have two-way links, reflecting high 
connectivity (high level of friendship) in the followers 
network and high cooperation for hate dissemination in 
retweet networks.

– The average shortest path and diameter is the average 
graph distance between all pairs of nodes. The diam-
eter is the longest graph distance between any two nodes 
in the network (Albert and Barabási 2002). The Faster 
Algorithm for closeness centrality was used to extract the 
average shortest paths and the diameters (Brandes 2001). 
These metrics were chosen because they are direct meas-
ures of how information travels throughout the network. 
Followers paths represent links between a node and its 
neighbours, between them and their own networks, and 
so on. The shorter the length of the shortest path from a 
node to all others in the graph (and so their average), the 
easier the information can travel from a given node and 
spread over the network (Colombo et al. 2016).

3.3   Node removal strategy

In a theoretical study, Golub et al. (2007) found that the 
efficient diffusion of influence through a network is limited 
by the presence of highly influential, high degree nodes. 
Because these node are responsible for the robustness of the 
networks against Twitter suspension (Wei et al. 2015), the 
challenge for us is to identify these nodes within the hate-
ful networks, whose removal would decrease the connectiv-
ity and reduce the flow of hateful content. As mentioned in 
Sect. 3.1, the followers’ networks are conceptually differ-
ent from the retweets network, in that the former indicate 
exposure to hateful content, while the latter indicate the 
spread of content (contagion). Thus, our assumptions are 
that (1) removing the influential nodes from the followers’ 
networks would reduce the exposure to hateful content for 
others users (remove key content providers) and (2) remov-
ing the influential nodes from the retweets’ network would 
decrease the level of information propagation and contagion. 
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To efficiently identify nodes v whose removal reduces expo-
sure and contagion within the network most, six structured 
heuristic node removal strategies were designed using dif-
ferent node centrality metrics. In addition to random node 
removal, these were the nodes with: the highest degree 
maxdeg(v) (degree -based strategy)—see Algorithm  2; 
the highest in-degree maxindeg(v) (in-degree -based strat-
egy)—see Algorithm 3; the highest out-degree maxoutdeg(v) 
(out-degree -based strategy)—see Algorithm 4; the highest 
betweenness maxbet(v) (betweenness -based strategy)—see 
Algorithm 5; and the highest eigenvalue maxeig(v) (eigen-
value -based strategy)—see Algorithm 6.

In addition, a random node removal strategy was used as 
a baseline to examine the performance of the five structured 
node removal strategies.

The closeness centrality metric was excluded because, in 
a highly-connected network, all the nodes would be shown 
with a similar score. It seemed perhaps more useful to use 
closeness to find the influencers in a single cluster rather 
than in an entire network.
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It is expected for the hateful network to be restructured 
after removing a portion of specific nodes. The impact of 
different node removal strategies was measured through 
changes in the networks’ giant component (GC), the density, 
and the average shortest path metric of different networks. 
Network GC and network average shortest path have been 
widely used as an indicator of the network changes/failure/
distribution (Xu and Chen 2008; Petersen et al. 2011; Boldi 
et al. 2011; Jürgens et al. 2011). Reducing the GC to a small 
connected component is a positive sign of the effectiveness 
of node removal strategy. In contrast, the increase in the 
average shortest path is a positive sign of the node removal 
strategy as it indicates the removal of the vital bridges (fun-
damental hubs) that “shorten” the distance between the 
nodes. Figure 1 shows a simple network containing num-
bered nodes as an example of a network being restructured 
after removing a node. The shortest path between node

0
 to 

node
2
 is 2, passing through node

3
 . When node

3
 is removed, 

the shortest path between node
0
 and node

2
 will become 4 

as the content needs to be passed via 3 nodes—node
4
 then 

node
5
 , and then node

1
 , to reach its destination.

We also use the density metric because a previous study 
(Luarn and Chiu 2016) showed that network density is posi-
tively related to transmitter activity on social network sites. 
Moreover, on Twitter, the rate at which information is spread 
through a network was found to depend on its density (Ler-
man and Ghosh 2010).

For the degree-based strategy, we also specify whether the 
node should have high in-degree or high out-degree. Accord-
ing to Roland et al. (2017), in retweet networks, in- and out-
degree centrality metrics capture the users’ engagement with 

other users and the content of their posts, and they also form 
vital bridges. These metrics indicate the actual attention given 
to content and the action that users took to disseminate infor-
mation. So, both in-degree and out-degree nodes could have 
an essential role in our networks.

Only the first 10% of the networks’ nodes were removed, 
and the results of the metrics were recorded gradually for each 
1% removed. Previous research results show that highly influ-
ential nodes are rare in social networks (Zhao et al. 2017), 
which is the reason we chose to only remove 10% in descend-
ing order of the centrality of the nodes. For instance, Otsuka 
and Tsugawa (2019), Gallos et al. (2005), Xu and Chen (2008) 
and Duijn et al. (2014) considered removing 4%–8%–10%. The 
results of the six removal strategies approximate the effects of 
different strategies that reflect the role of the node within the 
network. The steps of the degree-based strategy are simply 
explained in 2. In each round of node removal, we recalculated 
the metrics because according to Nie et al. (2015), Bellingeri 
et al. (2014), Cohen et al. (2000) and Iyer et al. (2013), this 
will provided more efficient deletion than the non-recalculated 
method. Node removal strategies were applied on the hateful 
networks (followers and retweet networks) and also applied 
on the suicidal network to show the similarities and differ-
ences in the role of the nodes within non-hateful networks. 
The fundamental differences between the degree-based, the 
betweenness-based and the eigenvalue-based strategies are that 
the degree-based method concentrates on reducing the total 
number of edges in the network as fast as possible, whereas 
the betweenness-based approach concentrates on removing 
as many edges in the shortest path as possible (Holme et al. 
2002). The eigenvalue-based strategy aims to deconstruct the 
bridges between the highest impact nodes. Eigenvalue central-
ity was also used to measure the popularity and importance of 
a node in (non hateful) social networks by Newman (2008) 
and Bonacich (1972).

4  Results and discussion

Tables 1 and 2 show the graph metrics for the hateful fol-
lowers’ networks (Anti-Muslim 1 and Anti-Muslim 2), the 
hateful retweets networks (Anti-Muslim 1, Anti-Muslim 2 
and Anti-Semitic), and the comparator suicide network.

Fig. 1  Example graph that shows removing node
3
 will increase the 

shortest path between node
0
 and node

2

Table 1  Graph metrics for the followers networks

Networks Nodes Edges Giant com-
ponent (%)

Density Avg. deg. Max. deg. Avg clust. Avg. sh. Diameter Reciprocity (%)

Anti-Muslim 1 1004 2644 60.7 0.0026 2.6 100 0.062 5.4 16 33.4
Anti-Muslim 2 1073 2895 66 0.0025 2.7 143 0.065 5.6 17 26.7
Suicidal 987 2410 50 0.0024 2.53 100 0.064 5.6 17 62
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4.1  Network characteristics

4.1.1  Follower graph: measure of hateful content exposure

Giant Component Table 1 shows that the hateful networks 
have a similar sized Giant Component (60.7% and 66%) 
while the suicidal network with a similar number of nodes 
and edges is smaller at 50%. The size of the giant component 
is the maximum number of people who can be exposed to/
propagate hateful content. This suggests that the users in 
hateful networks are at similar levels of risk to exposure, 
with suicide networks as a comparator risky network at least 
10% lower.

Hate Density In addition, Table 1 shows that hateful net-
works have a similar, and slightly higher density than the 
suicidal network by 0.0001. Despite the seemingly small 
numerical difference, this has an impact on the rate of infor-
mation flow within the network. However, given the hateful 
networks have more nodes (higher number of users) than 
the suicidal one, it would be expected that they would have 
smaller density (Faust 2006). In reality, we see the hateful 
networks show slightly higher density values, suggesting 
that users in the hateful network are more interconnected 
than users in suicidal network. Highly interconnected users 
in a followers network mean increased potential of content 
exposure, which in turn increases the risk of a potential con-
tent propagation.

Average Degree The hateful followers’ networks exhib-
ited 2.6 and 2.7 average degrees, respectively—see Table 1. 
The hateful networks have a slightly higher average degree 
than the suicidal network which is of comparable size, while 
the max degree was slightly higher for the Anti-muslim 2 
network. Generally, the expected average degree of a social 
network such as Twitter is around 3 (Chatfield and Brajawid-
agda 2012), which is similar to hateful followers’ networks. 
It does not appear that hateful follower networks are signifi-
cantly more connected than the comparator risky network or 
Twitter networks on average. The overall degree, in-degree 
and out-degree distributions are illustrated in Fig. 2, showing 
long-tail characteristics where the majority of users follow-
ing a few numbers of the hateful account, between 1 and 10 
(out-degree), and have very few followers between 1 and 10 
(in-degree). This observation indicates the existence of hubs, 

i.e. a few nodes that are highly connected to other nodes, 
in the hateful and suicidal networks. The presence of large 
hubs results in a degree, in-degree and out-degree distribu-
tion with long tail.

However, the distribution of the hateful followers net-
works shows consistently similar in-degree distribution and 
have a higher “head” (maximum) out-degree appeared for 
degrees higher than 10. This suggests both hateful networks 
have fewer “influencers” (people with lots of followers) 
and more “superconsumers” (people who follow a lot of 
hateful posters). In contrast, the suicidal followers network 
shows slightly higher head for its in-degree distribution. This 
network has more influencers and less nodes who tend to 
follow a large number of similar users. Meaning that, the 
hateful followers network tends to be more vulnerable to 
hate exposure (Leskovec et al. 2007) than the suicidal fol-
lower network.

Average Clustering Coefficient The average clustering 
coefficient of the Anti-Muslim 1 and Anti-Muslim 2 fol-
lowers’ networks was 0.062 and 0.065, respectively. Clus-
tering coefficient values for the hateful followers’ networks 
were similar to the suicidal followers network. Even though 
the average clustering coefficient of the hateful networks 
is similar to that of the suicidal network, their distribution 
showed that there are some differences. Empirically, nodes 
with higher degree(Ki) have a lower local clustering coef-
ficient on average; thus, the local clustering coefficient (Ci) 
decreases with increasing degree (Myers et al. 2014). The 
metric quantifies how close the neighbours are to being a 
complete graph (a clique). The distribution of clustering 
coefficients of the hateful followers networks and the com-
parator network is shown in Fig. 3. For the hateful follow-
ers networks, several nodes with (Ki) ≥ 30 have (Ci) greater 
than 0.2 while for the suicidal follower network all (Ci) of 
nodes that have (Ki) ≥ 30 do not exceed 0.15. The probability 
of a node’s neighbours being also connected (densely con-
nected neighbours) is higher for the hateful network than 
the suicidal network. Whether these nodes are “hate con-
sumers” (out-degree edges) or “hate influencers” (in-degree 
edges), both cases exhibited densely connected neighbours. 
This behaviour has not been found in the suicidal followers 
network, providing further evidence of tight connectivity 

Table 2  Graph metrics for the retweet networks

Networks Nodes Edges Giant com-
ponent (%)

Density Avg. deg. Max. deg. Avg clust. Avg. sh. Diameter Reciprocity (%)

Anti-Muslim 1 1229 2571 69.2 0.0017 2.09 304 0.0097 5.2 21 18.89
Anti-Muslim 2 5581 16338 81.3 0.00054 2.3 1034 0.15 5.9 16 15.61
Anti-semitic 2748 5091 72.1 0.00067 1.85 522 0.029 6.3 14 12
Suicidal 3209 2211 31.3 0.00021 1.38 44 9.4E-03 5.05 13 0.9



 Social Network Analysis and Mining           (2022) 12:27 

1 3

   27  Page 10 of 22

between the hateful users, which means increasing the risk 
of the hateful content exposure.

Reciprocity Table 1 shows that around 33% and 26% of 
the Anti-Muslim 1 and Anti-Muslim 2 followers’ edges were 
reciprocal. These percentages are significantly lower than 
those recorded for the suicidal network, which was 62%. The 
presence of the reciprocity in the follower network means 
that people with common interests, known as “homophily”, 
are exposed to each other’s content (Scott 1988; Rao and 
Bandyopadhyay 1987; Paul et al. 2018). Thus, about the 
third of the hateful accounts are exposed to each other’s 
content, while more than the half of the suicidal users do 
so. This suggests that the suicidal users form a more cohe-
sive community based around reciprocal follower relation-
ships (Pelaprat and Brown 2012; Putnam 2000). However, 
research shows reciprocity has a connection with emotional 
distress which is significantly associated with the suicidal 

users (Mueller and Abrutyn 2015). Thus, a study that inves-
tigates the incentive for reciprocal behaviour for different 
“risky” followers networks is required for clearly under-
standing that behaviour.

Diameter
Table 1 shows that Anti-Muslim 1 and Anti-Muslim 2 

recorded similar diameters (16 and 17) and average shortest 
paths (5.4 and 5.6). The maximum diameter is susceptible 
to outliers (Palmer et al. 2001), and the average shortest path 
is a more rational measurement than the diameter, because 
the diameter decreases when edges are added, while the lat-
ter may remain unchanged. Thus, we focused on the aver-
age shortest path for characterising the hateful network. 
The average shortest paths are for the largest connected 
component (Giant Component) (Lehmann and Ahn 2018). 
For example, in Anti-Muslim 1, between 5 and 6 steps are 
needed (5.4 avg. sh. path) to reach up to 60% of people who 

Fig. 2  Degree, in-degree and out-degree distributions for the followers networks
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belong to the Anti-Muslim 1 followers network (Giant Com-
ponent). The bigger both metrics are, the easier the content 
will flow through the network. The metrics are similar for 
all three networks, though for suicide the Giant Component 
is smaller so less people are reached.

Although the average path length should actually decrease 
with small sized networks (Leskovec et al. 2005), the aver-
age shortest path for the hateful followers’ networks runs in 
line with that reported in a public retweets Konect dataset 
(5.45), which depicts a much more extensive Twitter net-
work of online communications, with three million nodes 
and over ten million edges (Kunegis 2013). This provided 
some evidence that the hateful followers’ networks exhibit 
data flow properties resembling large-scale communication 
followers’ networks, albeit in a very small-scale network.

4.2  Retweets graphs: measure of the hateful 
content contagion

Giant Component Table 2 shows that more than 69%, 81% 
and 72% of the nodes in the hateful retweets networks exist 
in the largest (Giant) component. While some fluctuations 
exist between the hateful networks, the percentage in the 
comparator suicidal retweet network measures only 31.3%, 
which is significantly lower. These percentages reflect the 
percentage of users who are part of a connected commu-
nity. The results suggest that there is a consistently and sig-
nificantly greater reach of content (contagion) in the hateful 
networks.

Density Table 2 shows that the densities of all the hateful 
retweet networks are slightly higher (by  0.00033) than the 
suicidal network. Although that Anti-Muslim 2 recorded the 
lowest density of all the hateful retweet networks, its density 

Fig. 3  Distribution of the local clustering coefficient per degree for the followers networks
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is double than the suicidal retweet network. This means that 
the suicidal network has a smaller number of node con-
nections than the hateful networks. Broadly speaking, the 
densities of all the retweet networks are low compared to 
the densities of the follower networks. However, we would 
expect this for retweets as a high density would require all 
Twitter users retweeting each other, which is unlikely.

Average Degree Table 2 shows the average degree of the 
Anti-Muslim networks (2.09, 2.3) is slightly higher than 
the Anti-Semitic network (1.85), with all hateful networks 
higher than the comparison suicide network (1.38). The con-
sistently higher average degree indicates more nodes were 
reachable on average and increased propagation of hateful 
content through the network. The maximum degree of the 
hateful content is far higher than that of the suicide network 
for all three hateful retweet networks. The overall degree, in-
degree and out-degree distributions are illustrated in Fig. 4, 

showing a propriety of scale-free networks with existence 
of fewer nodes in the network with higher levels of retweets 
and many other nodes with fewer retweets. Moreover, for 
all the retweet networks in this study, in-degree distribution 
shows higher “head” than out-degree distribution for degrees 
larger than 10, indicating that popular users responsible for 
creating information cascades exist in the hateful and the 
suicidal retweet networks. In contrast, the suicidal retweet 
network shows an absence of nodes with high out-degree 
(degrees larger than 10), compared to the number of out-
degree edges in the hateful retweet networks. Out-degree 
suggests a considerable number of the hateful users engaged 
significantly with hateful conversation by retweeting other 
users’ hateful messages, while the suicidal network do not 
exhibit this behaviour. This suggests that we would see more 
co-operation on the spread of the message (hate) in hateful 

Fig. 4  Degree, in-degree and out-degree distributions of the retweet networks
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networks, across all three hateful networks, and less in the 
suicide network.

Average Cluster Coefficient Table 2 shows that the aver-
age clustering coefficient is low for all networks, suggesting 
a lack of coherent sub-groups within the overall networks. In 
addition, it is not feasible to show here the degree distribu-
tion of the local clustering coefficient as all the network do 
not exhibit similar average clustering coefficient.

Reciprocity Table 2 shows that the reciprocity among the 
hate networks (12–18%) is higher than the comparator sui-
cide network (0.9%) and fairly consistent. While the density 
and avg. clustering co-efficients do not suggest significant 
smaller ’organised’ sub groups exits (where users all retweet 
each other), there is clearly a consistent level of recipro-
cal retweeting in the context of hateful content that would 
appear to be higher than a comparator network. Although 
the relationship between these retweeters is not necessarily 
a friendship link, there is a noticeable level of co-operation.

Diameter Table 2 shows there is a consistent level of 
information flow among the retweet networks, with the Anti-
Muslim network exhibiting a slightly higher diameter, but 
the Anti-Semitic network having a slightly higher average 
shortest path. However, we should consider the size of the 
Giant Component as the average shortest path is calculated 
for this largest sub-graph and not for the entire network. 
Table 2 shows that the hateful networks have a consistently 
sized (69–81%) and significantly larger Giant Component 
than the suicidal network (31.3%). This means while the 
same number of steps is needed to reach the largest cluster, 
the hateful content reach is consistently much larger than 
the suicide content—with between 37.9 and 50% more users 
reached by retweeting.

4.3  Node removal strategies

4.3.1  Followers networks

Figure 5 shows the six removal strategies that were applied 
on the followers networks. Of the six removal strategies 
tested, the random removal strategies were the least effec-
tive. This is inline with Jahanpour and Chen (2013), Crucitti 
et al. (2003) and Wang (2003), who found that small-world 
networks have strong resilience against a random-based node 
removal strategy. In general, targeting the highest degree 
nodes resulted in the greatest decrease in the size of the 
largest component (GC) and the density for all the hateful 
followers networks.

For both hateful follower networks, 75–83% of the largest 
component (GC) was disconnected, and this is also true for 
the suicidal network. In contrast, using other strategies, saw 
a reduction of only a 55–75% in GC size. From a network 
analysis perspective, the highly linked nodes act as a tie that 

connect global bridges.4 Practically, their removal discon-
nects a community into two communities.

Moreover, we observed that node removal based on out-
degree (people who follow a lot of others) was more effec-
tive than in-degree for the hateful networks. This is inline 
with the finding in Sect. 4.1.1 that the maximum out-degree 
was higher than the maximum in-degree for the hateful fol-
lower networks. Again, we could observe that people who 
follow a number of different hateful accounts are connecting 
different communities more than influential people.

The degree-based strategy also reduced the density of 
the hateful networks by 47–76% for Anti-Muslim 1 and 2, 
respectively, whereas other strategies recorded reduction not 
more than 43%.

Applying the eigenvalue-based strategy was found to be 
the most effective strategy for increasing the average short-
est path of the hateful follower networks and also for the 
suicidal network. Eigenvalue-based strategy elongated the 
average shortest path of Anti-Muslim 1 follower network 
from 5.4 to 6.4, Anti-Muslim 2 from 5.6 to 13.8 and also 
from 5.05 to 9.5 for the suicidal network. This means that 
the average steps that are needed for delivering content to all 
the users in the biggest connected community are increased. 
For example, in the Anti-Muslim 2 follower network a hate-
ful tweet would potentially reach all the nodes in the larg-
est community (GC) within 5.6 steps. By removing nodes 
that are connected to highly linked nodes (high eigenvalue 
nodes), we saw an increase in the number the steps that are 
needed to reach the majority of the nodes in the largest com-
munity to 13 steps—essentially obstructing of the informa-
tion flow. Nevertheless, the eigenvalue-based strategy was 
the least effective strategy for reducing the size of the GC 
all the hateful networks. The eigenvalue-based strategy 
reduced the GC of Anti-Muslim 1 and 2 followers networks 
by 63% and 57% which is less than the reduction made by 
degree-based strategy. Our explanation for this is that nodes 
with high eigenvalues could be connected to important local 
bridges (Huang et al. 2019). Granovetter (1977) stated that 
when the local bridge is removed, the nodes on either side 
of the bridge become reachable only via very long paths. 
Thus, while the eigenvalue-based strategy had less impact 
on reducing the size of the largest component, it resulted in 
a sparse largest component and therefore elongated the path 
needed to reach all users in the network.

4.3.2  Retweet networks

Figure 6 shows the six removal strategies that were applied 
on the retweets networks.. We observed that of the six 

4 A bridge is a direct tie between nodes that would otherwise be in 
disconnected components of the graph.
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Fig. 5  Impact of different removal strategies on the level of the giant component size, the density and the average shortest path of the hateful and 
suicidal followers networks
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Fig. 5  (continued)
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Fig. 6  Impact of different removal strategies on the level of the giant component size, the density and the average shortest path of the hateful and 
suicidal retweets networks
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Fig. 6  (continued)
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removal strategies tested, the random removal strategy 
showed the least impact on reducing the size of GC, the 
density and the average shortest path. In general, targeting 
the highest degree nodes resulted in the greatest decrease 
in the size of the largest component (GC) and the density 
for all the hateful retweets networks. A degree-based strat-
egy reduced the size of GC by 94%, 85% and 75% for Anti-
Muslim 1, Anti-Semitic and Anti-Muslim 2, respectively, 
while for the same fractions of nodes removed other strate-
gies led to a reduction of between 60 and 70% reduction 
in GC size. Moreover, the degree-based strategy reduced 
the densities of the hateful networks by 65, 83 and 80% for 
Anti-Muslim 1, Anti-Semitic and Anti-Muslim 2, respec-
tively. In contrast, other strategies recorded performances 
lower than the degree-based strategy by approximately 
20%. This is in line with the results of previous studies 
showing that the most connected people (hubs) are the 
key players, being responsible for the most massive scale 
of the spreading process (Albert et al. 2000; Cohen et al. 
2001).

The effectiveness of the degree-based strategy was 
also best performing in the reduction in density, which is 
very clear in Anti-Muslim 1 and Anti-Semitic retweet net-
works. For Anti-Muslim 2, it is still best performing, but 
we observed that in-degree-based strategy is very close. 
We observe that an in-degree-based strategy is slightly 
more effective strategy for reducing the density of suicidal 
retweet network.

For the hateful retweet networks, however, there is no 
single strategy that has a significant impact on increas-
ing the average shortest path. We observe that the aver-
age shortest path gets longer at the beginning due to the 
removal of nodes, but when the percentage of removed 
nodes becomes very large, existing shortest paths start get-
ting shorter. Crucitti et al. (2003) observed that the aver-
age shortest path increases rapidly when the most con-
nected nodes are eliminated and then remains unchanged. 
Indeed, Boldi and Vigna (2012) and Boldi et al. (2013) 
suggested that this measure is not useful when networks 
get significantly disconnected, which is inline with our 
finding. Nevertheless, this metric is widely used as an indi-
cator for nodes removal efficiency in the previous studies 
(Jürgens et al. 2011; Kane et al. 2014; Wiil et al. 2010; Xu 
and Chen 2008). Also, we examined this metric for char-
acterising the hateful followers and retweet networks and 
it showed interesting results regarding to the networks con-
nectivity for both followers and retweet networks, which 
motivated us to consider it as an indicator of the removal 
strategies efficiency.

5  Conclusion

In this article, we have analysed the graph characteris-
tics of three Twitter datasets of users who have posted 
tweets that human annotators agreed should be classified 
as containing evidence of hateful content. For the purposes 
of the research, we referred to these networks as hateful 
networks. We conducted a range of social network analy-
sis experiments by investigating the social graphs of the 
followers and retweets of hateful users. Six metrics were 
applied on the hateful networks to examine the similarity 
and the differences between them, and we compared the 
results with another ’risky’ network—suicidal ideation 
language.

For the hateful followers networks, we found users 
within the hateful networks are at similar levels in terms of 
risk of exposure to hateful content, with suicide networks 
as a comparator risky network at least 10% lower. The size 
of the largest component and density are slightly higher for 
both two hateful followers networks than that of the sui-
cide network by over 10% and 0.0001 for the largest com-
ponent and density, respectively. This suggests a higher 
exposure to, and potential virality of, hateful content. For 
the average degree, it does not appear that hateful fol-
lower networks are significantly more connected than the 
comparator risky network or Twitter networks on average.

Interestingly, both hateful networks have fewer “influ-
encers” (people with lots of followers), and more “super-
consumers” (people who follow a lot of hateful posters). 
In contrast, the suicidal followers network shows a slightly 
higher volume of “influencers”, and less nodes who tend 
to follow a large number of similar users. These findings 
suggest that hateful follower networks tend to be more 
vulnerable to hate exposure (Leskovec et al. 2007) than 
the suicidal follower network. Moreover, the clustering 
coefficient metric revealed that the probability of a node’s 
neighbours being also connected (densely connected 
neighbours) is higher for the hateful networks than the 
suicidal network.

Comparing the average shortest path of the followers net-
works with the relative largest component size suggested that 
the hateful followers networks are more connected than the 
suicidal followers network. Five steps are needed to reach 
more than 60% of the users of the hateful follower networks 
while same number of steps can reach only a half of the 
suicidal users. In addition, the average shortest path of the 
hateful networks is similar to a more extensive Twitter net-
work, suggesting that the hateful followers’ networks exhibit 
data flow properties resembling large-scale communication 
followers’ networks, albeit in a very small-scale network.
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Regarding the social reciprocity or social exchange, the 
hateful follower networks recorded similar levels of reci-
procity (users who follow each other) and were lower than 
the reciprocated behaviour for the suicidal followers net-
work. In general, Twitter shows a lower level of reciprocity 
of 22.1% (Kwak et al. 2010). This suggests that the hateful 
networks are above the Twitter average and reasonably 
similar between networks—meaning more of the hateful 
users follow each other than average Twitter users—but 
below that of another ideological interest group—suicidal 
users. This could be interpreted as there being a ’commu-
nity of interest’ around hate on Twitter, but less connected 
than that of suicide. This reflects the danger of exposure to 
hateful ideologies among the offensive users who are con-
sidered information consumers and potential information 
propagators. Thus, a study that investigates the incentive 
for reciprocal behaviour for different “risky” followers net-
works is required for clearly understanding that behaviour.

For the hateful retweets networks, we observed several 
structural similarities and also differences between the hate-
ful retweet network in terms of social network metrics. The 
hateful retweet networks recorded sizes of the largest com-
ponent higher than 69%, densities higher than 0.0005 and 
reciprocities higher than 12%. All these metrics are higher 
than those recorded for the suicidal retweets network. This 
provides evidence that the hateful retweeters exhibit consist-
ently high levels of information propagation behaviour, with 
significantly greater reach of content contagion in the hateful 
retweet networks than the comparator ’risky’ network. Also, 
comparing the value of the average shortest path within the 
largest component showed that the hateful retweet networks 
needed between 5 and 6 steps to reach between 70 and 80% 
of the users, while 5 steps reached only 30% of the suicidal 
users. This provides further evidence of the high reachability 
(contagion) of the propagated message among the hateful 
users. This means while the same number of steps is needed 
to reach the largest cluster, the hateful content reach is con-
sistently much larger than the suicide content—with between 
37.9 and 50% more users reached by retweeting.

Regarding the reciprocity, the hateful retweets networks 
show significantly higher reciprocity than the suicidal 
retweet’s network. This suggests that we would see more 
co-operation on the spread of the message (hate) in hateful 
networks, across all three hateful networks, and less in the 
suicide network (Sparrowe et al. 2001). The danger associ-
ated with this finding is that the high level of reciprocity 
among hateful retweets networks could help in building a 
collaborative network which eventually raises the level of 
cooperation in hate propagation. The density and average 
clustering co-efficients do not suggest significant smaller 
’organised’ sub groups exits (where users all retweet each 
other), but there is clearly a consistent level of reciprocal 

retweeting in the context of hateful content that would 
appear to be higher than a comparator network.

Finally, we developed a range of node-removal strate-
gies targeting users depending on their role in the network. 
A simulation of six node-removal strategies indicated that 
targeting nodes with the highest degree is more effective in 
reducing the largest component size of the hateful followers 
and retweets networks compared to the other strategies, thus 
limiting the exposure and transmission of hateful content. 
For both hateful follower networks, 75–83% of the largest 
component (GC) was disconnected, and this is also true for 
the suicidal network. In contrast, using other strategies, there 
is saw reduction of only a 55–75%. For the retweet networks, 
the degree-based strategy reduced the size of GC by 94%, 
85% and 75% for Anti-Muslim 1, Anti-Semitic and Anti-
Muslim 2, respectively, while for the same fractions of nodes 
removed other strategies led to a reduction of between 60 
and 70% reduction in GC size. Moreover, the degree-based 
strategy reduced the densities of the hateful networks by 
65, 83 and 80%. In contrast, other strategies recorded per-
formances lower than the degree-based strategy by approxi-
mately 20%

Targeting nodes that highly follow or retweet other hate-
ful users also had a signifciant effect on reducing the largest 
component and essentially obstructing the hateful infor-
mation flow (except for Anti-Muslim 2 retweet network), 
suggesting that nodes with higher out-degree—the “super-
consumer” and “super-retweeters” of the hateful content—
constitute indispensable bridges responsible for connecting 
different clusters in a network. We might assume that remov-
ing ’producers’—influential nodes (with high in-degree), 
would be more effective at reducing spread, but the findings 
suggest that removing the ’spreaders’ is actually more effec-
tive. This suggests that targeting such people (e.g. by sus-
pending them) would more likely reduce the spread of hate. 
The bridging role also makes high out-degree users good 
targets for using counter-speech to reduce the propagation 
of hateful ideologies (Mathew et al. 2018), or for content 
moderation to reduce hate speech on mainstream platforms 
(Kiesler et al. 2012).

Broadly speaking, social networks are resistant to node 
removal, and the results of the strategies were not inevitable. 
A study showed that nodes of high degree are not actually so 
relevant for the global structure of the network (Boldi et al. 
2013). Also, we noticed that some strategies are effective on 
specific metrics, and some are not, suggesting that combin-
ing different node removal strategies might have a significant 
impact on the entire network.

Indeed, our work is not without limitation, although we 
characterise different hateful networks in detail, we con-
tended with a scarcity of baselines datasets. For future work, 
we suggest that more extensive hateful datasets could be 
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constructed and compared to our baseline study, to establish 
consistency of findings across a larger range of hateful net-
works, and also study differences over time. Where possible, 
this may also include other online social networks with open 
APIs. It may also include comparison to different “risky” 
networks (e.g. harassment and cyberbullying). Furthermore, 
the cost of human annotation limits the size of the annotated 
posts. In future, we may see the use of machine classifiers 
for the detecting of cyberhate applied to larger datasets, with 
sub-sampling to validate performance. Current approaches 
are continually improving in performance up to 96% accu-
racy (Alorainy et al. 2018; Liu et al. 2019a, b).

To conclude, we aimed to understand the network charac-
teristics of hateful online social networks to help understand 
individuals’ exposure to hate and derive intervention strate-
gies to mitigate the dangers of such networks by disrupt-
ing communications. The findings provide some evidence 
that shows consistent metrics between hateful follower and 
retweet networks, many of which show higher risk of content 
exposure and contagion that a comparator ’risky’ network 
of similar size and connectivity. Our intervention strategies 
in particular have been highly effective in disrupting hateful 
networks—reducing the spread of content and elongating 
pathways between users. This would be a useful basis from 
which to inform policy around network disruption and where 
/who to introduce counter speech. The empirical measure-
ments in this study also provide a baseline which can be 
followed by future studies to help inform the development 
of a body of knowledge around hateful networks and inter-
vention strategies.

6  Future work

While we have identified some interesting and promising 
results, future research is needed in order to develop fur-
ther knowledge. Our analysis could be extended to meas-
ure the indirect influence of a node to help decision-makers 
to decide the priority of removing a wider range of nodes. 
Node removing may cause an impact on the nodes that are 
directly connected to it, leading to direct influence, e.g. loss 
of a “bridge” leads to a fragmented network. We have meas-
ured this kind of influence in this article. It is also possible 
that node removal may have a further cascading effect on 
nodes that are not connected directly to the removed node, 
leading to indirect influence, e.g. the increase in the propaga-
tion length due to node removal (Liu et al. 2012).

In future, we could envisage the development of an algo-
rithm that provides each node in the hateful network with 
a score, which combines its direct and indirect influence. 
The direct influence score may be calculated as a function 
of the number of users who are directly connected to a node 

(degree of a node), while the indirect influence score may 
use the concept of the personal network or ’ego’ network for 
each node in the hateful network, and an “n-step neighbour-
hood” to include influence on indirectly connected nodes.
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