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Abstract

Non-Destructive Testing (NDT) techniques are prevalent in the aerospace, green

energy and automotive industries. With the ability to identify defects in service or

at the manufacturing stage, NDT is a vital tool in creating safe and efficient struc-

tures. Existing NDT methods face many limitations when working with advanced

materials such as composites. Further limitations are met by conventional NDT

methods in terms of resolution, measurement time and levels of access required to

the structure for measurements to be taken. This work presents the development

of a band-pass mode filtering technique in the frequency wavenumber domain for

the purpose of damage detection. Data were captured in the temporal and spatial

domain using a 3D Scanning Laser Doppler Vibrometer (SLDV) with piezoelectric

transducers exciting the structure with a variety of steady-state signals ranging in

frequency. A thickness map or damage map was created based on the frequency and

wavelength of the A0 Lamb wave mode. The technique was first demonstrated on

two aluminium specimens with dimensions of 400mm by 400mm with a thickness

range of 0.5mm to 8mm with distinct geometric features. Using multi-frequency ex-

citation combined with mode based filters, an estimation of thickness was achieved

with a mean percentage thickness error of 15%. Circular thickness reductions with

a diameter of 10mm were clearly identified at the maximum plate thickness of 8mm.

The proposed mode filtering technique was furthered to work on highly non-isotropic

composites using no prior knowledge of the material. Dispersion characteristics were

taken from the measurement data and determined the shape of the mode filters.

This method was demonstrated on three different composite specimens and was

able to identify single ply changes in a fibre-glass specimen as well as a delamina-

tion defect in a carbon fibre plate. Multi-frequency steady-state excitation was also

shown using multiple driving transducers on a single structure. Further work was

completed to enable these techniques to function with wavefield data gained from

non-developable surfaces. Through geometrical transforms of the wavefield it was

shown that wave mode filtering could be completed on complex geometries. The

application of wavenumber-based NDT was demonstrated to give highly accurate

results with good spatial and depth resolution on parts with complex geometries,

as well as composite and metallic parts. This work presented a new embodiment

of wavenumber-based NDT that showed a significant step towards real world imple-

mentation and offers a number of advancements over existing techniques.



This thesis is dedicated to all those who believed I would get to where I am



Acknowledgements

I would also like to thank the EPSRC for funding this research. All my thanks goes

to my amazing supervisors, Prof. Rhys Pullin, Dr. Mark Eaton and Dr. Matthew

Pearson. Your support and belief in my ability has been second to none and has

had an immeasurable impact on both the quality and the enjoyment of my work. A

special thanks goes to Rhys who has been a pivotal part of my time at university.

From getting me excited about engineering on interview day to taking me on as

an extra dissertation student, all the way through to supporting and inspiring me

to pursuit a PhD. I would also like thank Paul Leech and Garry Shipley for their

support manufacturing samples.

A massive thanks goes to all those in the CUSP lab. Your willingness to share

your knowledge and help never failed to humble me. You made the CUSP lab a fun,

Nerf gun filled and inspiring place to work.

No small thanks goes to the boy band who simultaneously managed to be the

most supportive friends and a terrible influence. University would not have been

half the fun without you and I could not have asked for a better group of people

to meet along the way. Special thanks to Rob and Rhoss who put up with me for

those few extra years.

I was also lucky enough to meet Millie during my PhD. You have made the last

few years the best and I can’t really imaging doing things without you. Your support

of me and my work, especially during lockdown, is what has got me through this

write up in one piece, even having quite a lot of fun along the way.

Finally to my amazing family, I don’t think it is possible to fully express my

gratitude. My wonderful sister, you have been my biggest mentor and inspiration,

from reading me books through to taking me to university open days. To my dad for

nurturing my love of all things engineering and supporting me on all my adventures

along the way. And finally to my mum, your unwavering belief in me is what has

got me to where I am and given me the opportunities I now have. I don’t know

what I would have done without you.



Contents

List of Figures IV

List of Tables VIII

Nomenclature XI

1 Introduction 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Aims and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Novelty statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Published work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.5 Covid-19 statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Literature review 5

2.1 Ultrasonic waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Lamb waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 Lamb waves in isotropic material . . . . . . . . . . . . . . . . 8

2.2.2 Lamb waves in non-isotropic material . . . . . . . . . . . . . . 11

2.3 Lamb Wave sensing and generation . . . . . . . . . . . . . . . . . . . 12

2.3.1 Piezoelectric materials . . . . . . . . . . . . . . . . . . . . . . 13

2.3.2 Piezoelectric Ultrasonic transducers . . . . . . . . . . . . . . . 14

2.3.3 Air coupled ultrasound . . . . . . . . . . . . . . . . . . . . . . 15

2.3.4 Laser ultrasound . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.5 Laser Doppler vibrometer . . . . . . . . . . . . . . . . . . . . 16

2.3.6 Laser Ultrasound generation . . . . . . . . . . . . . . . . . . . 17

2.4 Ultrasound NDT techniques . . . . . . . . . . . . . . . . . . . . . . . 18

2.4.1 Ultrasonic testing . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4.2 Phased array . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5 Non-ultrasound NDT techniques . . . . . . . . . . . . . . . . . . . . . 19

2.5.1 Visual inspection . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.5.2 X-ray NDT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.5.3 Thermal non-destructive testing . . . . . . . . . . . . . . . . . 20

I



Contents Contents

2.5.4 Eddy Current testing . . . . . . . . . . . . . . . . . . . . . . . 21

2.6 Wave analysis methods . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.6.1 Fast Fourier Transform (FFT) . . . . . . . . . . . . . . . . . . 21

2.6.2 Hilbert transform . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.6.3 Monogenic signal analysis . . . . . . . . . . . . . . . . . . . . 24

2.7 Full-field wavenumber NDT . . . . . . . . . . . . . . . . . . . . . . . 26

2.7.1 Full-field data . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.7.2 Local wavenumber . . . . . . . . . . . . . . . . . . . . . . . . 27

2.7.3 Wavenumber Spectroscopy . . . . . . . . . . . . . . . . . . . . 29

2.7.4 Wavelet transform . . . . . . . . . . . . . . . . . . . . . . . . 31

2.7.5 3D structures . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.7.6 Multi-frequency excitation . . . . . . . . . . . . . . . . . . . . 32

2.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3 Wave mode spectroscopy 35

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.1.1 Aims and objectives . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.1 Test specimens . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.2 Signal acquisition . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2.3 Signal generation . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3 Processing algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3.1 Dispersion calculation . . . . . . . . . . . . . . . . . . . . . . 40

3.3.2 Frequency-wavenumber domain data . . . . . . . . . . . . . . 40

3.3.3 Lamb wave mode filter design . . . . . . . . . . . . . . . . . . 43

3.3.4 Monogenic signal analysis . . . . . . . . . . . . . . . . . . . . 46

3.3.5 Mode filter application . . . . . . . . . . . . . . . . . . . . . . 46

3.3.6 Mode filter optimisation . . . . . . . . . . . . . . . . . . . . . 48

3.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4.1 Single frequency results . . . . . . . . . . . . . . . . . . . . . . 49

3.4.2 FM results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.4.3 Filter width . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4.4 Steady-state mode generation . . . . . . . . . . . . . . . . . . 60

3.4.5 Local amplitude imaging . . . . . . . . . . . . . . . . . . . . . 61

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4 Composite dispersion characterisation 65

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.2.1 Test specimens . . . . . . . . . . . . . . . . . . . . . . . . . . 66

II



Contents

4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.3.1 Specimen 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3.2 Specimen 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.3.3 Specimen 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5 Wave mode spectroscopy on

non-isotropic materials 77

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.3 Frequency domain mode filtering . . . . . . . . . . . . . . . . . . . . 81

5.3.1 Frequency-Wavenumber relationship . . . . . . . . . . . . . . 83

5.3.2 Wavenumber-Wavenumber relationship . . . . . . . . . . . . . 85

5.3.3 Thickness mode filter calculation . . . . . . . . . . . . . . . . 87

5.3.4 Mode filter application . . . . . . . . . . . . . . . . . . . . . . 88

5.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.4.1 Specimen 6 results . . . . . . . . . . . . . . . . . . . . . . . . 89

5.4.2 Specimen 7 results . . . . . . . . . . . . . . . . . . . . . . . . 92

5.4.3 Specimen 8 results . . . . . . . . . . . . . . . . . . . . . . . . 96

5.4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6 Complex surface geometries

and feature detection 103

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.1.1 Mesh Parameterization . . . . . . . . . . . . . . . . . . . . . . 105

6.1.2 As Rigid as Possible mapping . . . . . . . . . . . . . . . . . . 105

6.1.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.2.1 Specimen 9 results . . . . . . . . . . . . . . . . . . . . . . . . 108

6.2.2 Specimen 10 results . . . . . . . . . . . . . . . . . . . . . . . . 112

6.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

7 Python package 119

8 Discussion, Conclusions and Future Work 121

8.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

8.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

8.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

9 References 127

III



List of Figures

2.1 Longitude and transverse wave motion. . . . . . . . . . . . . . . . . . 5

2.2 (a) Rayleigh, (b) Lamb and (c) Stonely wave [14]. . . . . . . . . . . . 6

2.3 Antisymmetric and Symmetric Lamb wave modes. . . . . . . . . . . . 7

2.4 Cross section of semi-infinite plate of thickness 2h. . . . . . . . . . . . 8

2.5 Phase velocity, cp, and group velocity, cg, of a wave. . . . . . . . . . . 10

2.6 Lamb wave dispersion curves giving phase velocity. . . . . . . . . . . 11

2.7 Solutions for Rayleigh-Lamb equation for aluminium. . . . . . . . . . 11

2.8 Single element transducer schematic. . . . . . . . . . . . . . . . . . . 14

2.9 Schematic of LDV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.10 Schematic of UT in plate with and without damage. . . . . . . . . . . 19

2.11 A sine wave with a wavenumber of 40m−1 in the X direction, in (a)

the time domain and (b) frequency domain. . . . . . . . . . . . . . . 22

2.12 A sine wave with a wavenumber of 40m−1 in the x direction and

80m−m in the y direction, in (a) the time domain and (b) frequency

domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.13 The signum function of x. . . . . . . . . . . . . . . . . . . . . . . . . 24

2.14 Lox filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.15 Loy filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.16 Snapshot in time of (a) transient and (b) steady-state response. . . . 27

2.17 AWS process [69]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.18 LWM process [69]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1 (a) specimen 1 and (b) specimen 2 thickness maps. . . . . . . . . . . 36

3.2 Response map at time t of (a) specimen 1 and (b) specimen 2. . . . . 38

3.3 Measurement area (red) and transducer (black) of (a) specimen 1 and

(b) specimen 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 Experimental setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.5 Thickness correlation algorithm flow chart. . . . . . . . . . . . . . . . 41

3.6 S0 and A0 dispersion curves for 3mm thick aluminium plate. . . . . . 42

3.7 Specimen 1 (a) wave-field response at time t (b) True thickness map. 42

IV



List of Figures

3.8 Frequency domain data U(ν̃x, ν̃y, f) sliced at (a) f = 200kHz and (b)

ν̃y = 0 and Rayleigh-Lamb equation solutions. . . . . . . . . . . . . . 43

3.9 Wave mode filter, Fω(k, θ) at 350kHz. . . . . . . . . . . . . . . . . . . 44

3.10 Frequency wavenumber filter, fk(kx, ky, f), sliced at (a) f = 350kHz

and (b) ky = 0 and Rayleigh-Lamb equation solutions. . . . . . . . . 45

3.11 Thickness against wavenumber at 200kHz. . . . . . . . . . . . . . . . 46

3.12 Specimen 1 energy after mode filtering, At(x, y, d) (a) d = 3mm (b)

d = 1.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.13 Specimen 1 (a) Specimen 1 resulting thickness map (b) thickness error. 48

3.14 MPE with different window sizes and shapes. . . . . . . . . . . . . . 49

3.15 Single frequency Vallen transducer excitation and a flat top filter

kpass = 200m−1 (a) 75 kHz (b) 150 kHz (c) 300 kHz (d) 400 kHz. . . . 50

3.16 Single frequency Vallen transducer excitation and a Gaussian filter

kpass = 100m−1 (a) 75 kHz (b) 150 kHz (c) 300 kHz (d) 400 kHz. . . . 51

3.17 75kHz to 400kHz FM excitation signal and flat top filter kpass =

200m−1 (a) Vallen transducer (b) Pico-Z transducer. . . . . . . . . . 52

3.18 75kHz to 400kHz FM excitation signal and a Gaussian filter kpass =

100m−1 (a) Vallen transducer (b) Pico-Z transducer. . . . . . . . . . 52

3.19 Velocity profile of out of plane displacement at X = 247mm and

Y = 247mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.20 Mean normalised frequency response with Vallen and Pico-Z. . . . . . 53

3.21 Map of dominant frequency for FM excitation in specimen 2. . . . . . 54

3.22 A0 gradient over thickness range. . . . . . . . . . . . . . . . . . . . . 55

3.23 Horizontal slice at X=200mm (a) low frequencies (b) high frequencies. 56

3.24 Horizontal slice at X=153mm (a) low frequencies (b) high frequencies. 57

3.25 FM excitation results using Vallen transducer filter with a flat top

kpass of (a) 50m−1(b) 200m−1 (c) 350m−1 (d) 500m−1. . . . . . . . . . 59

3.26 U(ν̃x, ν̃y, f) at f = 300kHz and ν̃y = 0 with mode filter centred

around 6mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.27 U(ν̃x, ν̃y, f) of specimen 1 at f = 300kHz with (a) transient excitation

and (b) steady-state excitation. . . . . . . . . . . . . . . . . . . . . . 61

3.28 Specimen 1 data including in-plane and out-of-plane data filter with

(a) kpass = 200m−1 and (b) kpass = 140m−1. . . . . . . . . . . . . . . 61

3.29 Specimen 2 local amplitude with single frequency steady-state exci-

tation at (a) 75kHz, (b) 150kHz, (c) 300kHz and (d) 400kHz. . . . . . 62

3.30 Specimen 2 amplitude with Frequency Modulated (FM) excitation

generated by (a) Pancom and (b) Pico-Z transducers. . . . . . . . . . 63

V



List of Figures

4.1 Specimen 3, 4 and 5, transducer location (black) and measurement

area (red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2 Specimen 3 U(ν̃x, ν̃y, f) at f = 250kHz. . . . . . . . . . . . . . . . . . 68

4.3 Specimen 3 U(θ, cp) at f = 250kHz. . . . . . . . . . . . . . . . . . . . 69

4.4 Specimen 3 U(ν̃, f) propagation angles of (a) 90◦, (b) 45◦ and (a) 0◦. 70

4.5 Specimen 4 U(ν̃x, ν̃y, ) at f = 250kHz. . . . . . . . . . . . . . . . . . 71

4.6 Specimen 4 U(θ, cp) at f = 250kHz. . . . . . . . . . . . . . . . . . . . 72

4.7 Specimen 4 U(ν̃), f propagation angles of (a) 90◦, (b) 45◦ and (c) 0◦. 72

4.8 Specimen 5 U(ν̃x, ν̃y, f) at (a) f = 250kHz. . . . . . . . . . . . . . . 73

4.9 Specimen 5 U(ν̃x, ν̃y, f) at (a) f = 250kHz. . . . . . . . . . . . . . . 74

4.10 Specimen 5 U(ν̃, f) propagation angles of (a) 90◦, (b) 45◦ and (c) 0◦. 75

5.1 Specimen 7, GLARE, cross section. . . . . . . . . . . . . . . . . . . . 79

5.2 Specimen 6 (a) and 7 (b) measurement area (red) and transducer

location (black). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.3 Specimen 8 measurement area (red) and transducer location (black)

pre-damage (a) and post damage (b). . . . . . . . . . . . . . . . . . . 81

5.4 Rear face of specimen 8 showing thickness reductions. . . . . . . . . . 81

5.5 Specimen 6 normalised velocity , u(x, y), at time t = 488.28ms driven

with two transducers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.6 A0 dispersion curve for 1mm thick UD fibre glass at 0◦ propagation

along the fibre and 90◦ across the fibre. . . . . . . . . . . . . . . . . . 84

5.7 U(ν̃, f) at 50◦ propagation angle (a) detected edges and (b) detected

frequency wavenumber relationship. . . . . . . . . . . . . . . . . . . . 85

5.8 U(ν̃x, ν̃y, f) at f = 75kHz (a) Cartesian form and (b) Polar form

U(ν̃, θ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.9 U(ν̃x, ν̃y, f) at f = 75kHz (a) Cartesian form and (b) Polar form

U(ν̃, θ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.10 Dispersion curves for 1mm and 1.2mm thick UD fibre glass. . . . . . 88

5.11 Specimen 6 filter number map (a) assuming isotropic and (b) with

dispersion correction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.12 Specimen 7 annotated filter number map (a) assuming isotropic and

(b) with dispersion correction. . . . . . . . . . . . . . . . . . . . . . . 90

5.13 Specimen 6 (a) amplitude map a(x, y) and (b) propagation angle map

θ(x, y). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.14 Specimen 7 normalised velocity , u(x, y), at time t = 156µs driven

with two transducers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.15 Specimen 7 (a) response U(ν̃x, ν̃y, f) at f = 75kHz b) filter F (ν̃x, ν̃y, f)

at f = 75kHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

VI



List of Figures

5.16 Specimen 7 filter number map (a) assuming isotropic and (b) with

dispersion correction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.17 Specimen 7 (a) amplitude map a(x, y) and (b) propagation angle map

θ(x, y). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.18 Specimen 7 single frequency results (a) 60kHz, (b) 120kHz, (c) 180kHz

(d) 240kHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.19 Mean frequency response. . . . . . . . . . . . . . . . . . . . . . . . . 96

5.20 Specimen 8 frequency domain data U(ν̃x, ν̃y, f) at (a) ν̃y = 0 and at

(b) f = 75kHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.21 Specimen 8 frequency domain data U(ν̃x, ν̃y, f). . . . . . . . . . . . . 97

5.22 Specimen 8 (a) filter number map result and (b) riveted stiffener area. 98

5.23 Specimen 8 riveted stiffener area. . . . . . . . . . . . . . . . . . . . . 99

5.24 Specimen 8 normalised velocity , u(x, y, t), at time t = 156µs. . . . . 99

5.25 Specimen 8 (a) amplitude map a(x, y) and (b) propagation angle map

θ(x, y). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.26 Specimen 8 post damage filter number map. . . . . . . . . . . . . . . 100

5.27 Specimen 8 damaged (a) amplitude map a(x, y) and (b) propagation

angle map θ(x, y). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.1 Specimen 9 (a) and 10 (b) measurement area (red) and transducer

location (black). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2 Rear faces of (a) specimen 9 and (b) specimen 10. . . . . . . . . . . . 108

6.3 Specimen 9 results (a) non-mapped (b) As-Rigid-As-Possible (ARAP)

mapped. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.4 Specimen 9 cross section at Y = 135mm. . . . . . . . . . . . . . . . . 110

6.5 Specimen 9 ARAP mapped results in 3D. . . . . . . . . . . . . . . . . 110

6.6 Specimen 9 local amplitude map. . . . . . . . . . . . . . . . . . . . . 111

6.7 Specimen 9 local amplitude thickness relation. . . . . . . . . . . . . . 111

6.8 Specimen 9 (a) Detected edges in amplitude map and (b) edges over-

laid on mode thickness map. . . . . . . . . . . . . . . . . . . . . . . . 112

6.9 Specimen 10 results (a) non-mapped (b) ARAP mapped. . . . . . . . 113

6.10 Specimen 10 ARAP mapped results in 3D. . . . . . . . . . . . . . . . 114

6.11 Specimen 10 Gaussian curvature. . . . . . . . . . . . . . . . . . . . . 115

6.12 Specimen 10 local amplitude. . . . . . . . . . . . . . . . . . . . . . . 116

6.13 Specimen 9 (a) Detected edges in amplitude map and (b) edges over-

laid on mode thickness map. . . . . . . . . . . . . . . . . . . . . . . . 116

VII



List of Tables

3.1 A0 mode wavelength at different frequency and plate thickness. . . . . 54

3.2 MPE at different areas. . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.1 Specimen details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.1 Specimen details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.2 Dimensions of specimen 8 damage. . . . . . . . . . . . . . . . . . . . 82

5.3 Specimen 7 A0 wavelength. . . . . . . . . . . . . . . . . . . . . . . . . 96

VIII



Acronyms

AE Acoustic Emission

ARAP As-Rigid-As-Possible

AWS Acoustic Wavenumber Spectroscopy

CM Condition Monitoring

CNN Convolutional Neural Networks

CT Computerised Tomogrpahy

FEA Finite Element Analysis

FFT Fast Fourier Transform

FM Frequency Modulated

FML Fibre Metal Laminate

GFRP Glass Fibre Reinforced Polymer

GLARE Glass Laminate Aluminium Reinforced Epoxy

GMM Global Matrix Method

IFFT Inverse Fast Fourier Transform

IR Infrared

IW Instantaneous Wavenumber

LDV Laser Doppler Vibrometer

LISA Local Interaction Simulation Approach

MPE Mean Percentage Error

NDT Non-Distructive Testing

PVDF polyvinylidine fluoride

PZT Lead Zirconate Titrate

RMS Root Mean Squared

SAFE Semi Analytical Finite Element

SH Shear Horizontal

SHM Structural Health Monitoring

SLDV Scanning Laser Doppler Vibrometer

TMM Transfere Matrix Method

TNDT Thermal Non Destructive Testing

TPT Thermal Pulse Tomography

TWT Thermal Wave Tomography

IX



Acronyms

UD Unidirectional

UT Ultrasonic Testing

VI Visual inspection

WMS Wave Mode Spectroscopy

X



Nomenclature

Symbol Description SI Units

λ Wavelength m
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1. Introduction

1.1 Introduction

In an age where we so heavily rely on our infrastructure, there is an ever present

need to determine their health. In order for us to interact effectively with the world

around us in a sustainable manner a deep understanding of the structures we place

in it is needed. By monitoring the health and condition of these structures we

can better utilise them whilst still ensuring safety. Structural Health Monitoring

(SHM) is the development of a strategy that is used to detect damage in a structure

[1]. Through a combination of sensing technologies that are implemented on the

structure, commonly using sensors such as fibre optic, acoustic or strain gauges,

measurements are made at regular intervals in time [2]. This information is then

used to inform the SHM system which is then able to detect the presence of damage.

In industries from aerospace, to civil structures, such as dams, to green power, such

as wind, SHM will help increase efficiency, safety and life span as well as minimising

down time. As infrastructure is ageing and many structures, such as bridges, are

being operated well past their initial designed lifespan, SHM seeks to allow these

structures to remain in service with the knowledge that damage will be detected as

they degrade. Furthermore SHM brings with it the promise of being able to reduce

the weight of some safety critical structures as the ability to detect damage allows

designers to reduce safety factors [2]. In the aerospace industry for example this

could lead to major weight savings, helping to drive a reduction in fuel use. When

implementing the same concept as SHM on rotating or reciprocating machinery it

is considered Condition Monitoring (CM) [1]. This can encompass everything from

the generators of wind turbines to lathes.

While SHM aims to detect damage in a timely manner and at a low cost, damage

still needs to be characterised and assessed in a more detailed manner. It is this

information that is especially important when making decisions on the condition of

safety critical structures.

This is where Non-Distructive Testing (NDT) techniques are advantageous. NDT

is a class of techniques that seeks to characterise the material properties, therefore

detecting discontinuities or damage such as cracks [3]. These techniques are per-
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1.2 . Aims and Objectives 1 . Introduction

formed without damaging the part being examined. NDT techniques may be applied

at various points in the life of a part. Tests can be performed during manufacture,

as well as during the service life of the part. In some cases NDT can even be per-

formed in-situ, blurring the lines between NDT and SHM [2]. This work is focused

on methods that fall under the remit of NDT.

During the manufacturing stage NDT techniques can show defects as well as

deviations from the planned design. These can be present in all forms of manufac-

turing processes but can be particularly challenging to identify in processes such as

additive manufacturing or the manufacture of composite structures [4].

The ability to identify and quantify damage in all manufactured parts allows

for better informed decisions to be made about their ability to be put into service

or remain in service. Furthermore, issues with the manufacturing process can be

identified at an earlier stage with the help of good NDT. This allows waste to be

reduced as high value parts may be repaired if defects are identified with sufficient

accuracy. If these NDT techniques are sufficiently fast, accurate and cost-effective

to deploy they can also allow for higher quantity of parts to be tested giving greater

certainty of their quality. This again can allow designs to use smaller safety factors,

thereby creating lighter and more efficient structures.

When parts are in service NDT techniques give vital information as part of

the ongoing inspections. Some NDT techniques can be applied in-situ. This can

allow detailed damage characterisation to complement SHM. Structures such as

offshore wind turbines, for example, are challenging to inspect, repair and access.

The challenging environment and costly access of offshore wind turbines further

drives up the cost of inspection giving incentive to develop fast and simple-to-deploy

NDT techniques. The ability to detect damage or degradation in structures such

as these facilitates early repair, reducing further damage and unplanned downtime.

By deploying NDT that offers greater precision the possibility to reduce inspection

intervals is also introduced.

While a broad range of NDT techniques are available and well established, from

Computerised Tomogrpahy (CT) to visual inspection, these techniques have a num-

ber of limitations. From cost, to the time taken for an inspection, to accuracy, the

benefits and challenges faced by each technique are numerous and there is a great

need for an NDT system that can improve on these limitations.

1.2 Aims and Objectives

Wavenumber based NDT techniques have been proposed to address many of the

challenges faced by existing NDT techniques, offering the prospect of a fast, quanti-

tative, fully non-contact and highly automated NDT system. A number of different

2
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wavenumber based NDT techniques have been proposed. [5, 6, 7, 8]. Spatially

local changes in wavelength signify changes in thickness for a given material and

frequency. As such these changes in wavelength can be used to identify damage that

changes the effective thickness, such as delamination or corrosion defects. With

the use of a Laser Doppler Vibrometer (LDV) or air coupled ultrasound wavefield

data can be gathered with a high spatial sampling density over a surface giving a

map of damage. This presents a new class of NDT techniques that has been under

investigation for the last decade [9, 10, 11, 12].

While these techniques have gained interest their inability to quickly measure

structures as well as their limited effectiveness in terms of spatial and depth resolu-

tion have remained limiting factors.

This work aims to develop and demonstrate a novel wavenumber based NDT

technique. Unlike previous work it will use full multi-frequency data and aim to

determine changes in thickness within a structure not simply based on the change

in wavelength but changes in in the characteristics of a particular Lamb wave mode.

Key areas of investigation:

• Use of theoretical dispersion relations to establish thickness maps from multi-

frequency data using mode filtering.

• Investigate the ability of this approach to be furthered and optimised for non-

isotropic materials where dispersion characteristics can not be easily obtained

or are unknown.

• Investigate geometric transforms in order to allow wavelength to be determined

on curved structures with the use of a Scanning Laser Doppler Vibrometer

(SLDV).

1.3 Novelty statement

• Development of a frequency-domain mode based Lamb wave filtering tech-

nique, Wave Mode Spectroscopy (WMS) for isotropic materials.

• Investigation on effect of filter shape and bandwidth.

• Demonstration of technique on plate structures, quantifying ability and accu-

racy for damage detection.

• Expansion of WMS for application on non-isotropic composite samples with no

prior knowledge of material, dispersion characteristics or nature of anisotropy.

3



1.4 . Published work 1 . Introduction

• Developed and demonstrated WMS setup on complex geometries using no

prior knowledge of the part or its location relative to the measurement setup.

1.4 Published work

F. A. F. Purcell et al. “Non-destructive evaluation of isotropic plate structures by

means of mode filtering in the frequency-wavenumber domain”. In: Mechanical

Systems and Signal Processing 142 (2020), p. 106801. issn: 0888-3270. doi: 10.

1016/j.ymssp.2020.106801. url: https://doi.org/10.1016/j.ymssp.2020.

106801.

F. A. F. Purcell et al. “Lamb wave mode spectroscopy on complex structures

with amplitude based feature detection”. In: Submitting pending patent application

completion (2020).

F. A. F. Purcell et al. “Non-destructive evaluation of non-isotropic composite

structures by means of frequency-wavenumber domain filtering with no prior knowl-

edge of material”. In: Submitting pending patent application completion November

(2019).

1.5 Covid-19 statement

The covid-19 pandemic begun during the completion of this piece of work. During

the last 12 months of work no lab access was permitted for extended periods of time.

Once lab access was regained it came with time limitations as well as limited access

to technicians. This meant that not all planned experiments could be completed.

Plans to manufacture further test specimens were also not able to be realised.
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2. Literature review

2.1 Ultrasonic waves

Since the development of the first ultrasonic transducer in 1915 [13] in an attempt

to detects object on the ocean floor, ultrasound has been used in a broad range of

applications ranging all the way from simple rangefinders to 3D medical imaging.

Ultrasound is generally defined as a sound wave above the range of human hearing

[13]. This is mostly taken to be over 20kHz. Whilst ultrasound can exist in a liquid,

gaseous or solid medium this work will only deal with solid media.

In solid media it is possible to broadly class ultrasonic waves as either being a

bulk wave or a guided wave. A bulk wave travels, as its name suggests, through

the bulk of a material [14]. The two types of bulk waves are longitudinal waves and

transverse (or shear) waves as shown in Figure 2.1 [14].

Figure 2.1: Longitude and transverse wave motion.

It is possible to determine the longitudinal, cl, and transverse, ct speed of sound

in a given material from some physical parameters. The Lamè constants, λL and

µL, are given in Equation (2.1) and (2.2) [15].

λL =
νE

(1 + ν)(1− 2ν)
(2.1)

µL =
E

2(1− 2ν)
(2.2)
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2.1 . Ultrasonic waves 2 . Literature review

The Young’s modulus is given by E and the ν gives the Poisson’s ratio. Using

the Helmholz theorem and the Lamè constants it is possible to show that the values

of ct and cl can be given by Equations (2.3) and (2.4), where material density is

given by ρ [15].

ct =

√
ν

ρ
(2.3)

cl =

√
λ+ 2ν

ρ
(2.4)

While these waves interact with material boundaries, reflect and scatter, they

are very different in nature to guided waves despite being governed by the same

equations of motion [14].

Guided waves are ultrasonic waves that are bound and ”guided” by the boundary

of a material, so occur in plate-like or shell-like structures. Some common types of

guided waves are Lamb, Rayleigh, Shear Horizontal (SH) Love waves and Stonley

waves [14]. Schematics of three wave types are shown in Figure 2.2.

(c)

(b)

(a)

Figure 2.2: (a) Rayleigh, (b) Lamb and (c) Stonely wave [14].

Rayleigh waves occur on the surface of the material as shown in Figure 2.2 [16].
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There are also other surface waves such as Love waves [16]. While the particle

motion of a Rayleigh wave is elliptical; that of a Love wave is in-plane with the di-

rection of propagation [14]. The particular motion of SH waves is perpendicular to

the direction of propagation and in-plane with the bounding surface of the material

[14]. Lamb waves are also present in free plate structures and their particle motion

is perpendicular to the bounding surface [14]. For these wave types to be exploited

for NDT they will need to interact with damage to detect it. As Rayleigh and

Love waves decay with depth they are of less practical use for most NDT applica-

tion. The same is true for Stonely waves which occur at the boundary between two

solids. While these wave types may be used in certain applications the prevalence

of plate-like components in structures such as aircraft make Lamb waves a prime

candidate for NDT applications. While other wave types might not be desirable for

certain NDT applications it is important to understand their nature as they may

unintentionally be generated depending on the wave excitation method. They may

also arise from mode conversion that may occur as a particular wave interacts with

a defect or feature [16]. A useful analogy for a Lamb wave may be to think of it as

similar to light running down a fibre optic. Much like the light being reflected off the

edge of the fibre due to the change in optical impedance, Lamb waves are reflected

within plate-like structures at the edge where a change in acoustic impedance is

experienced.

2.2 Lamb waves

Lamb waves exist in a theoretically infinite number of modes [16]. These can be

grouped into two classes, symmetric and antisymmetric modes. As shown in Figure

2.3 the symmetry is referenced about the center of the material thickness.

Figure 2.3: Antisymmetric and Symmetric Lamb wave modes.
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2.2.1 Lamb waves in isotropic material

Lamb waves can exist in isotropic materials as well as non-isotropic multi-layered

materials common in engineering applications such as composites.

The motion vector at a point u can be described in terms of a scalar, φ, and a

vector, ψ, as shown by Equation (2.5) [15]. Here a scalar describes the magnitude

with in the vector space and a vector is the combination of magnitude and direction

[15]. It should be noted that φ is irrotational and ψ is divergence-free and that ∇
is the vectors differential operator. A irrotational vector has a curl of zero, that is

to say the vector phi does not rotate [15]. The lack of divergence of the vector field

in this application can be thought of as a lack of loss of energy.

u = ∇φ+∇×ψ (2.5)

Equations (2.6) and (2.7) is then given by substituting in Equations (2.3) and

(2.4) and must be true to satisfy the elastic theory wave equation [17].

∇2φ+ c2l φ = 0 (2.6)

∇2ψ + c2tψ = 0 (2.7)

Equations (2.6) and (2.7) can then be solved for thin plate structures to give

Equations (2.8) and (2.9), given the constant vectors A1, A2, B1 and B2 [15].

φ = (A1cosh(pz) +A2sinh(pz))e(ikx−iωt) (2.8)

ψ = (B1cosh(qz) +B2sinh(qz))e(ikx−iωt) (2.9)

The x and z axes refer to the direction of propagation and through thickness

axes respectively. These are shown in Figure 2.4.

x

z
2h = d

Figure 2.4: Cross section of semi-infinite plate of thickness 2h.

Equations (2.10) and (2.11) give the values for p and q.
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p2 =
ω2

c2l
− k2 (2.10)

q2 =
ω2

c2t
− k2 (2.11)

Wavenumber is the representation of spatial frequency. k denotes the angular

spatial frequency, given in 2π/λ, where λ is the wavelength. The linear wavenumber,

ν̃ on the other hand is given in 1/λ. Depending on the context both linear and

angular wavenumber are used in this work. Likewise ω denotes the angular temporal

frequency in 2π/s and f denotes the linear temporal frequency, given in 1/s. If we

consider a matrix with two spatial and one temporal axis, u(x, y, t), and convert

this into the frequency domain, it could be denoted using angular frequencies as

U(kx, ky, ω), or linear frequencies, U(ν̃x, ν̃y, f). The modes are commonly notated

as S for symmetric and A for anti-symmetrical subscripted by their mode number

[14]. Using this notation the fundamental symmetrical mode is denoted as S0 and

the fundamental antisymmetrical is denoted as A0.

p and q are then substitute into Equations (2.8) and 2.9 and then substituted

into the elastic relations given in Equations 2.12 and 2.12.

σxz = µ

(
2
δ2φ

δxδz
− δ2ψ

δx2
+
δ2ψ

δz2

)
(2.12)

σzz = γ

(
δ2φ

δx2
+
δ2φ

δz2

)
+

(
δ2φ

δz2
− δ2ψ

δxδy

)
(2.13)

Here γ and ν are Lamè constants. Taking σxz = σzz = 0 at z = 0 or z = 2h

as the traction free boundry conditions the Rayleigh-Lamb equations can be found

[15]. Rayleigh-Lamb equations for symmetrical and antisymmetrical modes are then

given by Equation 2.14 and (2.15) respectively.

h denotes the half thickness of a plate of thickness d as shown in Figure 2.4.

tanh(qh)

tanh(ph)
=

4k2pq

(q2 + k2)2
(2.14)

tanh(qh)

tanh(ph)
=

(q2 + k2)2

4k2pq
(2.15)

These characteristic equations have an infinite number of solutions for a complex

wavenumber, k, where k = k + i ∗ k. The imaginary number, i, represents the

value
√

(− 1). There is a physical interpretation for non-zero complex wavenumber

components. If kim > 0 the wave decays exponentially with distance so is of no

concern for this application as it will not propagate [14]. If kim < 0 on the other

hand suggests that the wave grows exponentially with distance. These waves are

9
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not known to exist [14]. As such only the real component, kreal, is taken.

The wavenumber can be related to the phase velocity through Equation (2.16).

cp =
ω

k
(2.16)

The phase velocity, cp, describes the velocity of a peak, or phase of a wave. The

group velocity, cg, on the other hand describes the velocity of a wave group as shown

in Figure 2.5. The group velocity is given by the change in frequency to wavenumber

ratio as shown in Equation (2.17) [15].

cg =
dω

dk
(2.17)

Figure 2.5: Phase velocity, cp, and group velocity, cg, of a wave.

The Rayleigh-Lamb equations are not exactly solvable so must be solved using

an approximation methods such as bisection or the Monte Carlo method [14]. In

this work the bisection method was chosen. The Rayleigh-Lamb equations were

solved over a range of wavenumber values for a given frequency thickness value. A

sign change in these solutions was then used to indicate the presence of a zero cross,

indicating a solution. Near the zero cross this process can then be repeated with

smaller steps in the wavenumber values to give more precise results. The Monte

Carlo method randomly selects wavenumber and frequency thickness values and

determines the solution. If this solution is sufficiently close to zero it is taken to be

a root.

A key characteristic of Lamb waves is their dispersive nature. A dispersive wave

will have a velocity that is dependant on the frequency [14]. That means for a

given material and material thickness the wave velocity will be different at different

frequencies. Using the Rayleigh-Lamb equations dispersion relations can be found

in terms of the phase velocity, cp, and a frequency thickness, fd. Figure 2.6 show

the solutions for a 3mm thick aluminium plate.
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Figure 2.6: Lamb wave dispersion curves giving phase velocity.

The Rayleigh-Lamb equations dispersion relations can also be found in terms of

the wavenumber, k, and a frequency thickness, fd. Figure 2.7 shows these solutions,

also for a 3mm thick aluminium plate.

Figure 2.7: Solutions for Rayleigh-Lamb equation for aluminium.

2.2.2 Lamb waves in non-isotropic material

While the behaviour of Lamb waves in isotropic plates has been well described, their

behaviour in anisotropic materials such as composites is markedly more complex.

That is however not to say dispersion relations can not be determined theoretically.

As theoretical calculation of composite dispersion curves are not a key part of this

work a few key techniques are only briefly discussed to gain an understanding of

their capabilities and limitations as covered by Kamal et al. [18].

Two key analytical methods are the Transfere Matrix Method (TMM) and Global
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Matrix Method (GMM) as used in the DISPERSE software [19]. The TMM is

advantageous as it can reduce the number of equations required and offers one of

the computationally lightest methods of calculating dispersion curves [20]. A key

drawback is its lack of stability at higher frequency thickness products [21]. The

GMM on the other hand does not suffer these instabilities making it suitable even for

large frequency thickness products [15]. By combining the stress at the boundaries

of each layer into one matrix dispersion is calculated. While this still keeps the

calculation to a single matrix it does result in a large matrix when considering

composites with a large number of layers [20]. These analytical methods can be

powerful tools but often do not offer an exact match with experimental data [21,

22]. While there are certain limitations to the analytical methods this error is often

due to the fact that there are many challenges faced when trying to produce highly

consistent and regular composites. As such determining the elastic properties of

any given material is of key importance to being able to theoretically determine

dispersion relations [22].

While Finite Element Analysis (FEA) does also offer the ability to solve these

problems it is computationally extremely resource intensive, preventing it from being

a viable option for most applications [18]. FEA does however offer the ability to

model thick and complex materials with much greater ease. By using methods such

as Semi Analytical Finite Element (SAFE) time can be reduced by applying a FEA

approach through the thickness of the material and an analytic approach along

the plane of propagation. This allows computational time to be vastly reduced

while retaining the benefits of an FEA approach [22]. Local Interaction Simulation

Approach (LISA) is another simulation approach that uses elastodynamic equations

to describe the behaviour of a local region [23]. Due to the local nature of the

method discontinuities and defects are much more easily modeled [22].

While there are different methods to determine dispersion relations a key feature

of Lamb waves in composite materials is their tendency to travel faster along the

fibre direction and slower across it [21]. So a material with all fibres aligned in a

single direction will have very different wave velocities across and along the fibre

[21]. Likewise a composite with random fibre placement or fibres oriented in a large

number of directions will display similar wave velocity in all directions [21].

2.3 Lamb Wave sensing and generation

Characteristics such as their ability to propagate large distances in plate, shell or

pipe like structure and their interaction with damage features makes Lamb waves

ideal candidates for various SHM techniques [24]. A broad range of techniques have

been proposed to detect damage using Lamb waves. These have been applied to
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a variety of structures and damage types. Despite the great diversity, Lamb wave

based SHM techniques can be categorised as either being passive or active tech-

niques [25]. While passive techniques only detect ultrasonic signals from a structure

to gain information about its health, active techniques both generate and detect

an ultrasonic signal. Passive methods only require signal sensing, whereas active

methods require both signal sensing and generation.

2.3.1 Piezoelectric materials

The most common and established way to both generate and receive Lamb waves, or

any form of ultrasound, is through the use of a piezoelectric material. A piezoelectric

material is any material that converts mechanical energy to an electronic potential

and vice versa [14]. This property is present mostly in crystal structures with the

most widely used being Lead Zirconate Titrate (PZT). While it can occur naturally

in materials most undergo a process of polling whereby the material is heated and

then cooled with a strong electric field across it [26]. This aligns dipoles in the

crystal [26]. As the crystal is then mechanically deformed a charge is formed as

the charged titanates move, breaking the symmetry and causing an imbalance in

charge. Likewise by placing an electric charge over the PZT crystal the dipoles in

the molecules will move causing mechanical displacement.

There are a number of different ways PZT crystals can be polled and cut. This

results in different types of displacement when a voltage is applied over the crystal.

The novel polled crystals has been proposed in the context of NDT to isolate specific

wave modes or direction [27].

PZT crystals can also be used in composite form. This allows piezoelectric

properties and shape to be further tailored [26]. PZT crystal have slots sawn in them

that are then filled with a polymer [26]. By varying the cut size and number of axes

in which the crystal is cut the crystal can be shaped and the acoustic impedance of

the composite can be changed [26]. Acoustic impedance of a transducer is of key

importance as a lower difference in acoustic impedance between the transducer and

the material into which energy is being driven will maximise energy transfer. It is

also possible to build flexible PZT transducers using this method by incorporating

a flexible polymer[28].

Polymer based piezoelectric materials are commonly also favoured for their abil-

ity to be flexible [26]. One such material is polyvinylidine fluoride (PVDF). The film

is commonly polarized through either stretching, being placed in a large electric field

or through curing the film under high pressure [29]. The surface of the film then

has an electrode deposited on it [30]. Benefits include flexibility, low cost and a low

acoustic impedance that is similar to that of water, making it of particular interest

for medical applications [26].
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2.3.2 Piezoelectric Ultrasonic transducers

The piezoelectric element, such as PZT, forms part of a packaged transducer. The

active elements are combined with other components to achieve better sensing and

pulsing characteristics as well as making a transducer practical for real world ap-

plication where it may be exposed to harsh environments [31]. Figure 2.8 shows a

common structure of a single element transducer [31].

Casing

Backing layer

Piezoelectric element

Matching Layer

Figure 2.8: Single element transducer schematic.

The transducer is built around the piezoelectric element. This may be any

piezoelectric material such as PZT or PVDF. The active element is backed by a

damping material or backing layer. This layer is made to be thick and helps prevent

ringing in the active element. Ringing refers to the continuous displacement of the

element after an impulse excitation. When using Acoustic Emission (AE) system

to locate damage, backing is of great importance as it shortens the impulse of the

transducer response [31] helping locate it in time. To ensure good energy transfer

from the active piezoelectric element into the backing layer it should be made of

a material with similar acoustic impedance and high attenuation [31]. Acoustic

impedance can be thought of much like optical or electrical impedance. It can be

defined by,Z = ρV [32] where V is the speed of sound in the material, ρ the density

and Z the acoustic impedance.

To minimise reflections from, and maximise energy transfer into the sample a

matching layer is also added. Reflections are reduced by choosing a material that

”matches” the acoustic impedance of the piezoelectric element and the sample. This

is half way between the acoustic impedance of the two elements [31]. The matching

layer can also have its thickness optimised to increase transmission [33]. A commonly

used value is one quarter of the wavelength of the central frequency. To couple the

transducer to the sample, coupling fluids such as grease, water or gels are commonly

used. In some applications where transducers are permanently attached with glue,

this can also be used as part of the matching layer to improve energy transfer [33].
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In transducer applications, where the active elements are usually thin in relation

to their width and length, the longitudinal-thickness mode has a dominant effect

on resonance [34]. For example considers a piezoelectric crystal polarized in its

thickness, with a voltage placed across its two faces that vibrates in a direction

orthogonal to the applied field, in the direction of its length. In this case the

resonance frequency, ω0 is dependant on the length, L, of the crystal, its density, ρ,

and its Young’s modulus, E [35]. Their relation is given by Equation (2.18).

L =
π

ω0

√
E

ρ
(2.18)

The temperature dependence of these properties also means that a temperature

rise of a crystal will reduce the resonance [35]. Temperature changes are not only

dependant on the surroundings but increases in temperature can also be caused by

particular vibration regimes of the crystal [35].

2.3.3 Air coupled ultrasound

Not all applications allow for direct contact to be made. As such there are a number

of ways with which ultrasonic energy can be driven into a structure without making

contact with it. One such method is air coupled ultrasound. It is based on a

transducer similar in construction to those used in contact setups but the energy is

passed through an air gap before being driven into the structure. The high acoustic

impedance of air means high power ultrasound is required. This also means when

using air coupled transducers stand-off distances can not be large and are typically on

the scale of centimeters [36]. Some work has shown much larger stand-off distances

on the scale of meters but this has only been shown in the region of tens of kHz

[36]. At higher frequencies these large stand-off distances are not practical due to

the high attenuation in air and higher attenuation present at higher frequencies

[37]. Furthermore it can be challenging to move a transducer over a complex surface

geometry and maintain good coupling by controlling distance and orientation to the

part.

2.3.4 Laser ultrasound

While piezoelectric material based sensing offers many benefits there are key limita-

tions. One of these is the fact that piezoelectric transducers will be resonant in their

nature. While this is often not of concern, a resonant transducer will not be able to

capture all frequencies equally meaning transducers may only be applicable to cer-

tain applications. A further limitation is temperature range in which materials such

as PZT can operate. While high temperature transducers have been developed the
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Curie temperature of a single PZT crystal is around 160◦C [26] making work in hot

locations challenging. Many of these limitations can be overcome by using a laser

ultrasound for non-contact Lamb wave sensing and generation. Unlike piezoelectric

based sensors, laser ultrasound is not based on one principle that can be used to

both sense and generate waves.

2.3.5 Laser Doppler vibrometer

For sensing of Lamb waves a Laser Doppler Vibrometer (LDV) is used which works

on the Doppler principle. Figure 2.9 shows a simple schematic of a LDV.

A laser beam is split with one half being sent to a test sample under investigation.

The reflected laser light from the test sample is then recombined with a reference

beam split from the original laser light. If the test sample is not in motion the

reflected beam will have the same frequency as the reference beam. Likewise if

the test sample is in motion there will be a difference in frequency which will lead

to interference at the the detector [38]. To be able to determine the direction of

motion an optical-moderator, known as a Bragg cell, is introduced to the reference

beam. This causes a constant frequency offset in the reference beam [38], allowing

a direction of motion to be determined.

The simplest form of a LDV is a 1D system which has a single laser able to

measure a single point. Furthermore it is only able to detect motion in line with the

laser beam. While it is possible to mount a LDV on a linear stage, movement can

often be limited in both range and speed [38]. Scanning Laser Doppler Vibrometer

(SLDV) is an extension of a LDV system that includes a galvanometer mirror system.

The mirrors can be used to rapidly and accurately drive the laser to different points.

This allows for fast data acquisition at high spatial resolution.

As with an LDV system an SLDV is only able to detect motion in line with the

laser beam. This means when there is a large angle of incidence between the laser and

the surface of the sample, less out-of-plane more in-plane motion is being measured.

While not an issue for many applications, when it comes to Lamb waves this also

means that the predominantly out-of-plane A0 mode will appear less dominant and

the predominantly in-plane S0 mode will be more visible.

A further extension of this setup is a 3D SLDV. The system consists of three

laser beams. By having three lasers at different spatial locations measuring the

same point, the angle between the lasers can be used to determine the velocity

at the measurement point in all three axes [38]. LDVs have long been used to

detect guided Lamb waves [39, 40, 41]. It is possible to get full-field response data,

analogous to a video of a Lamb wave passing through a structure.
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Laser

Bragg cell

Detector

Lens

Test sample

Figure 2.9: Schematic of LDV.

2.3.6 Laser Ultrasound generation

Guided Lamb waves can also be generated using the likes of a Q-switching laser [10,

12, 42]. There are two distinct regimes that are use to generate laser ultrasound.

In thermoelastic regime guided waves are generated by the laser causing thermal

expansion and constriction at its focal point on the structure [43]. The thermal

changes cause a shock wave to be generated. The wave characteristic can be tuned

by changing the wavelength, power and pulse length of the laser [42]. In the ablative

regime a small amount of the surface is ablated by the laser, which in turn causes a

shock wave [44]. The ablative regime is able generate higher energy waves than the

thermoelastic regime but it has the significant disadvantage of damaging the samples

surface. Using a laser pulse to generate Lamb waves holds a number of advantages

over contact methods. As with air coupled ultrasound its non-contact nature offers

advantages when access is limited. Unlike air coupled ultrasound greater stand-off

distances can be achieved adding to the practicality of the method. Furthermore

through the use of a mirror system the laser can quickly be driven to different points

on a sample [12, 45]. The impulse excitation is also capable of generating a broad

range of modes and frequencies in the structure [42]. Laser ultrasound can be used

to either drive ultrasonic energy continually into a structure or produce a single,

highly repeatable pulse [42, 45]. An inherent disadvantage of laser generated Lamb

waves in the ablative regime is surface damage by the laser. This is particularly

relevant when high energy excitation is required which can not be achieved in the

thermoelastic regime [42]. Methods have been proposed to overcome surface damage

problems such as indirect excitation through generating a laser plasma close to the
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sample, causing a shock wave impulse [43]. Unlike the lasers used for sensing of Lamb

waves those for generation are of much greater energy, meaning safety precautions

must be taken when using laser pulsing ultrasound. These same risks are not faced

when air-coupled or contact ultrasound methods are used.

2.4 Ultrasound NDT techniques

While ultrasonic based NDT is a very broad category that encompasses many varied

methods it is useful to understand a number of methods that are able to generate

similar results to the new techniques proposed in this work. Key considerations

are similar spatial resolution and measurement speed or depth resolution. A fur-

ther consideration is the ability of the technique to work on advanced composite

materials.

2.4.1 Ultrasonic testing

A long standing contact NDT method is Ultrasonic Testing (UT). While techniques

differ there are some commonalities. Broadly, data can be classed as either A-scan,

B-scan or C-scan [46]. An A-scan is the simplest form, giving data with a time and

amplitude axis. An ultrasonic pulse is emitted from the transducer and driven into

the part. The back face of a part or any imperfections inside the part will then cause

part of the ultrasonic pulse to be reflected back, exciting the piezoelectric element

and producing an electric potential [46]. By knowing the speed of sound in the bulk

of the material and the time between the pulse and the reflected wave the depth of

any defect can be quantified. A simple schematic is shown in Figure 2.10.

A B-scan can be thought of as an A-scan repeated on multiple points along an

axis [46]. This would give data analogous to a cross sectional cut. A C-scan furthers

this by covering two axes giving data 2D image, allowing the identification, sizing,

location and depth of defects to be determined [46].

These types of measurements may either be performed with transducers either

side or on a single side of the sample. When on a single side a single transducer

creates the pulse and then switches to sense the echo. This is known a pulse echo

configuration. Two transducers can also be used with one driving and one receiving

the echo on the same side in a pitch-catch configuration [47]. By placing a transducer

on either side of the sample, through-transition setups can be used to determine the

attenuation or scatter caused by defects in the sample [47].

Key advantages are the ease with which these techniques can be applied, for in

situ testing as well as their high sensitivity [47]. Disadvantages include the need

for skilled users, inabilities to easily locate the damage in reference to the global
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Damage

Transducers

Figure 2.10: Schematic of UT in plate with and without damage.

structure and the requirement for contact and coupling in most applications [47].

2.4.2 Phased array

Phased array ultrasonic inspection offers further advancements, especially in terms

of resolvable detail and sensitivity to small defects. By using an array of elements

that generate an ultrasonic pulse with slight offsets in time it is possible to focus

and steer the ultrasonic beam [48]. By varying the angle at which the ultrasonic

beam intersects with a defect sensitivity can be vastly increased [45, 48]. Phased

array ultrasound setups are common choices for in situ tests and can be effectively

used to detect defects ranging from delamination in composites to weld cracking

[45]. Further challenges are faced when it comes to complex materials such as Glass

Laminate Aluminium Reinforced Epoxy (GLARE) where many internal boundaries

are present even when damage is not present [49]. As with other ultrasonic methods

the contact nature of phased array scanning means that automating the testing

of large areas is challenging. Without automation it also is challenging to gain

positional information of any identified defects.

2.5 Non-ultrasound NDT techniques

Ultrasound based NDT techniques are used in a broad range of industries. There are

however a number of other techniques that can identify similar defects and should

be considered as they are viable alternatives to the methods developed in this work.

They also serve to demonstrate limitations to current NDT methods.
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2.5.1 Visual inspection

Visual inspection (VI) is one of the longest standing NDT techniques and can be

used to identify a broad range of defects from cracks to dent defects [45]. The na-

ture of VI means its quality is highly dependant on the skill and experience of the

individual carrying out the inspection. While they are able to move around many

structures with ease the need to be close to the part means challenges are faced

when inspection of hard to reach structures such as wind turbine blades or bridges

is required [45]. The requirement for close proximity also limits this technique in

hostile chemical or nuclear environments. While VI can identify surface damage

it can not identify internal damage such as internal corrosion defects. This poses

particular problems in composite structures where delamination defects are common

but often not externally visible [45]. Visual inspection can however be very effective

at detecting cracks in structures when using dye penetrates. Small cracks in struc-

tures can be challenging to detect using other methods such a guided ultrasound

techniques.

2.5.2 X-ray NDT

While the category of X-ray NDT techniques is broad they hold a number of common

features. The basis of the technique relies on an X-ray source emitting X-rays onto

a specimen. A detector on the other side of the specimen can then detect the X-rays

that pass through the part [45]. By analysing the transmitted radiation a detailed

view of the part can be gained. Information down to the crystal structure of metals

can be resolved [45]. By moving the source and emitter 3D information can also

be acquired. This is usually done in the form of a CT scan where the structure

and/or emitter are moved between measurements [50]. While X-ray NDT can give

a highly in depth view of a part it comes with limitations. The cost of running

equipment is high and highly trained users are required [50]. Parts also need to be

accessible from both sides for X-ray inspection to be used. This meaning extensive

disassembly is often required and even then it is not a suitable technique for many

structures. The high levels of radiation involved further increase safety precautions

required and make this method unsuitable for any form of in situ testing.

2.5.3 Thermal non-destructive testing

Thermal Non Destructive Testing (TNDT) includes a range of techniques such as

Thermal Pulse Tomography (TPT) and Thermal Wave Tomography (TWT). These

techniques have been proposed in a number of materials from metallic structures

to composites [51]. Most TNDT operate on a principle of rapidly heating an area
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of a sample, usually using a thermal source like Infrared (IR), and observing the

temperature change during the heating or cooling process [51]. Areas of different

thicknesses will cool or heat at different rates allowing defects such as delaminations,

disbonds or corrosion defects to be detected. While this can be a fast and effective

technique in many applications it is limited by the lack of an absolute measure in

depth. Furthermore many components used in industries, such as the aerospace

industry, are coated with thermally resistant coatings to protect them from harsh

environments [51]. Methods have been proposed whereby cracks can be detected

using thermal methods [52]. These methods usually rely on generating some level of

thermal flux across the surface of the sample allowing the lower thermal conductivity

of a crack to be shown.

2.5.4 Eddy Current testing

Eddy Current testing offers high resolution and detailed information about a part.

By driving an alternating current through a conductor a magnetic field is created.

the conductor is then placed close to the sample to be examined. This sample must

also be electrically conductive. The magnetic field generates an eddy current in the

sample [53]. That current will itself have a magnetic field which can be detected

by a sensor close to the sample. Changes in properties of the material such as

porosity, thickness change or cracks will all effect the eddy current and its magnetic

field, allowing detection [53]. To ensure correct measurement, distances between the

current coils and the part need to be accurately maintained. This creates challenges

when examining geometrically complex structures. The largest limitation of this

technique is however the fact that it relies on the sample being conductive, limiting

it to materials such as aluminium or steel [53].

2.6 Wave analysis methods

Before further discussing Lamb wave and wavenumber based NDT techniques it is

useful to consider some useful techniques used to analyse waves. An understanding

of fundamental wave features such as frequency, phase and amplitude is vital to

signal analysis. In this work frequency analysis is of particular importance.

2.6.1 Fast Fourier Transform (FFT)

Wave data is commonly recorded ether in relation to time or spatial position. These

waves would be describes as being in ether the temporal or spatial domain.

The FFT a powerful analysis technique that allows data to transformed into the

frequency domain. In this work data are gathered with relation to spatial position,
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time or both. The Fourier transform allows for the transformation from any domain

into the frequency domain. The equation for the Fourier transform is given in

Equation 2.19 [54].

f̂(ξ) =

∫ ∞
−∞

f(x)e−2πixξdx (2.19)

Here f̂ denotes the transformation of the function f , and ξ denotes any real

number. The operation on a function f(x) is usually denoted by F as shown in

equation 2.20.

f̂(ξ) = F (f(x)) (2.20)

We can briefly consider a 2D signal as shown in Figure 2.11. The signal shows

a sine wave with a wavenumber of 40m−1 in the X direction and with no fre-

quency component in the Y direction. This wavefield was then transformed into

the frequency domain using a 2D FFT as shown in Figure 2.11 (b). As such the

corresponding frequency representation of the 2D signals shows two spikes at the

negative and positive wavenumber of ν̃x = 40m−1. There is however no energy in

the ν̃y direction indicating no frequency present in that axis.
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Figure 2.11: A sine wave with a wavenumber of 40m−1 in the X direction, in (a)
the time domain and (b) frequency domain.

If we now consider the wavefield with the same wavenumber in the X direction

and a higher wavenumber of 80m−m in the Y direction we get the wavefield shown

in in Figure 2.12 (a). After applying a 2D FFT to that signal we get the frequency

domain representation shown in 2.12 (a).
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Figure 2.12: A sine wave with a wavenumber of 40m−1 in the x direction and 80m−m

in the y direction, in (a) the time domain and (b) frequency domain.

Considering only the ν̃y in the frequency domain in Figure 2.12 (b) we can

observe that the two bright spots align with ν̃y = 80m−1 and ν̃y = −80m−1. If we

now consider the same spots but in the ν̃x axis we still obverse the frequencies of

ν̃y = 40m−1 and ν̃y = −40m−1.

This same concept can be applied over any number of dimensions.

2.6.2 Hilbert transform

The Hilbert transform is another powerful tool for signal analysis that is able to given

an analytical signal from which features such as phase and local amplitude can be

determined. The Hilbert transform has a relationship with the Fourier transform,

allowing for a useful definition of the Hilbert transform in the frequency domain.

If we consider a real function, f(t), who’s frequency representation is F (ω), the

frequency domain Hilbert transform of is given by Fh(ω) as shown in Equation 2.21

[55].

Fh(ω) =


F (ω), ω > 0

− F (ω), ω < 0

F (0), ω = 0

(2.21)

The frequency domain analytic signal, Fa(ω) is then given by adding the original

signal to its Hilbert transform as shown in Equation 2.22

Fa(ω) = F (ω) + Fh(ω) (2.22)

To generate the Hilbert transform of a signal the sign of the negative frequencies

is turned negative. As such we can also show the Hilbert transform with the help

of a signum function, given in Equation 2.23 [55].
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sgn(x) =


1, x > 0

− 1, x < 0

0, x = 0

(2.23)

The signum function is shown graphically in Figure 2.13.
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Figure 2.13: The signum function of x.

The analytic signal can then be found with Equation (2.24).

Fa(ω) = (1 + sgn(ω))F (ω) (2.24)

The local phase, φ(t), and amplitude, A(t), of a signal f(t) can determined using

the Hilbert transform of that signal, fh(t) as shown in Equation 2.25 and 2.26 [55].

φ(t) = arctan

(
fh(t)

f(t)

)
(2.25)

A(t) =
√
f(t)2 + fh(t)2 (2.26)

2.6.3 Monogenic signal analysis

While the Hilbert transform is a powerful tool it is limited to 1D problems. The

Riesz signal is a mutli-dimensional extension of the Hilbert tranform. Where the

Hilbert transform is used to give an analytic signal, the Riesz transform uses the

same concept to give a monogenic signal. Given a real 2D signal, u(x, y), with

the frequency domain representation of U(kx, ky) the monogenic signal will have

three components as shown in Equation (2.27), (2.28) and (2.29) [56] . These are

analogous to the two components, Fh(µ and F (µ) of the Hilbert transform.

Lox(kx, ky) = i
kx√
k2x + k2y

U(kx, ky) (2.27)
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Loy(kx, ky) = i
ky√
k2x + k2y

U(kx, ky) (2.28)

L(kx, ky) = U(kx, ky) (2.29)

Lox(kx, ky) and Loy(kx, ky) are the two odd filters in the frequency domain and

their imaginary components are shown in Figure 2.14 and Figure 2.15. Their lack of

symmetry in the frequency domain means they are purely imaginary in the spatial

domain [57].

Figure 2.14: Lox filter.

The amplitude of the 2D signal can then be found using Equation (2.30) where

l(x, y) is the Inverse Fast Fourier Transform (IFFT) of L(kx, ky).

A(x, y) =
√
l(kx, ky)2 + lox(kx, ky)2 + loy(kx, ky)2 (2.30)

It is worth noting the analytical signal for a 1D problem is found by multiply-

ing the frequency domain representation, F (µ), of a real signal, f(x) by a signum

function, as given by Equation (2.23), where all negative frequency values undergo

a sign change [57].

Figure 2.15: Loy filter.
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The same signum function can be seen along ky = 0 and kx = 0 axes in the 2D

extension in Figure 2.14 and 2.15 respectively.

2.7 Full-field wavenumber NDT

As previously discussed Lamb waves are dispersive in their nature, meaning for a

particular Lamb wave mode the material, material thickness, wavelength and tempo-

ral frequency are related [14]. This relationship is described by the dispersion curves

as shown in Equation (2.7). As such if a single frequency Lamb wave is generated in

a plate-like structure thickness changes can be identified by changes in wavelength.

Using full-field data with a high spatial sampling frequency (about 2mm between

measurement points) it is possible to get a detailed image of damage. A technique

such as this may be able to give comparable results to a C-scan ultrasonic test. As

such, a number of attempts have been made to identify changes in wavelength of

guided Lamb waves. While this is theoretically possible with any Lamb wave mode

the dominant out-of-plane motion of the A0 make it preferable. The out-of-plane

motion allows for easier detection of the wave using both PZT sensors, or other

sensors such as an LDV. In material such as aluminium with thicknesses from 0mm

to about 15mm the A0 mode also shown greater dispersion, which means the wave-

length will change more for a given thickness change than the S0 mode. Other NDT

techniques also use changes in wavelength to identify damage in combination with

lower sensor density [6, 58, 59]. While these techniques are related they differ in

their results and application and will not be covered in detail in this section.

2.7.1 Full-field data

Full-field data are commonly gathered using a single PZT transducer attached to

the structure with a LDV on a mechanical stage or a SLDV to record the response

at a grid of spatial sampling points [10, 60, 61, 62]. The reverse of this method

is also possible whereby a fixed transducer is used to record the signal generated

by a pulsing laser that is moved over a spatial grid [10]. There are two distinct

excitation regimes: transient or steady-state. For a transient measurement the

pulse signal is generated in the specimen, triggering a measurement at a sample

point. The response at the point is recorded and the specimen is given time to

ring down. To reduce noise this may be completed a number of times at the same

spatial point. The measurement device is moved to the next spatial sample point

and the process is repeated. This technique gives a clear image of a wave front

moving through the structure. A snapshot in time of a transient wave is given

in Figure 2.16. This method offers advantages such as high signal-to-noise-ratio
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and the ability to detect damage based on wave reflection [60, 61, 63]. A major

disadvantage however is the large time taken for a measurement as a ring down

time is required after each excitation. Steady-state excitation on the other hand

continually drives a waveform into the structure so that a ’steady-state’ of excitation

is reached. Measurements can then be taken at a spatial point at any time as long

as they are phase synchronised with the excitation signal, therefore vastly reducing

the time require to take a measurement [40, 64, 65]. A greater wave amplitude can

also be generated improving the signal-to-noise-ratio meaning fewer averages need

to be taken at each sample point, allowing a further reduction in measurement time.

Figure 2.16 (b) shows a snap shot in time of a steady-state response. Each

result was normalised by its maximum value to show the wavefield clearly. It should

however be noted the the maximum amplitude of the steady-state excitation was

substantially greater than that of the transient excitation. This is due to the fact

that larger amounts of energy can be driven into the structure when using steady-

state excitation, improving signal-to-noise-ratio and propagation in materials with

high attenuation such as composites [6]. There have been a number of methods

proposed to utilise this data for damage detection. The commonality of all these

methods is that they use changes in wavenumber to detect areas of damage.

(a) (b)

Figure 2.16: Snapshot in time of (a) transient and (b) steady-state response.

2.7.2 Local wavenumber

Imaging through direct wavelength measurement was first proposed by Flynn et al.

[10]. This technique incorporated a broad band mode filter to remove the S0 mode.

Once the data had been filtered to a single mode in the frequency-wavenumber

domain it was converted to the spatial frequency domain. A single frequency slice

was selected giving a 2D velocity matrix with two spatial axis, u(x, y), at a given

frequency. The analytic signal was then determined in the dominant direction of
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propagation. As such this can be thought of as a series of 1D problems where

the dominant frequency is to be determined along the length of a signal at each

sampling point. This was achieved by removing a wavenumber component though a

bandpass filter centred around a wavenumber, kc, and then determining the amount

of energy remaining after the filtering process by finding the envelope of the analytic

signal [10]. This enabled the direct measurement of the wavelength but transducer

location is vital for accurate results. That is to say with a circular wave-front, as the

spatial location moves further out of line of the transducer the wavelength will be

over estimated. This method will also suffer from distortions around discontinuities

that cause scattering of Lamb waves. This technique was able to to give some clear

image of defects but it was not able to determine characteristics such as depth of a

delamination defect. Furthermore features such as sensitivity to the location of the

excitation transducer left further challenges.

In the work of Rogge and Leckey [9] many of these limitations were overcome.

Like the previous work, they used transient full-field data, u(x, y, t), and filtered it

to a single Lamb wave mode. Once filtered, it was broken up into spatially windowed

sections that were converted into the frequency domain with a 3D Fourier transform

Umn(kx, ky, ω) [9]. From the spatially windowed data the dominant frequency slice

was then taken and the dominant wavenumber found [9]. This process is somewhat

analogous to a short-time Fourier transform extended to a two-dimensional problem.

Window sizes ranging from 7mm to 11mm were used [9]. As with a short-time

Fourier transform there is a direct trade-off between frequency and spatial resolution.

With the frequency in this work referring to the spatial frequency, or wavenumber,

this trade-off is between spatial resolution and depth resolution. At larger material

thicknesses this problem would be further exacerbated as the wavenumber change

reduces for a given thickness change at greater material thicknesses for a given

frequency. In thicker components the wavelength will also be longer for a given

frequency [14]. To resolve a wave the spatial window should be at least the size

of two wavelengths according to work by Juarez et al. [66]. While not shown in

this work it is suggested that it is possible to create a thickness map using the

wavenumber and dispersion characteristics. It is however also recognised that the

anisotropy of the material is not taken into account.

Attempts to reduce the trade-off by spatial windowing were first made by Mes-

nil et al. [62]. A technique referred to as Instantaneous Wavenumber (IW) was

proposed. The IW was calculated by taking the spatial derivative of the phase

obtained from the Hilbert transform [62]. The spatial and temporal measurement

data, u(x, y, t), was turned into the spatial-frequency domain, u(x, y, ω). From there

the response at a dominant single frequency was found, uω(x, y). As wavelength is

frequency dependant having a single frequency allowed for correlation to thickness
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at a later stage. The Hilbert transform is inherently a 1D algorithm so is extended

by performing it in both the x and y axis. The wavelength is then determined by

taking the magnitude of the x and y component [62]. While this can be effective on

simple 2D wavefields this is not a true multi-dimensional extension of the Hilbert

transform [56]. This technique was compared with the previously developed local

wavenumber approach that spatially windowed the wavefield and found the domi-

nant wavenumber at the dominant frequency slice [9]. A spatial windowed approach

was shown to give much better results compared to the IW [62]. The local wavenum-

ber approach was extended to thickness correlation [62]. Dispersion characteristics

of the material were determined through SAFE. The wavenumber map was then

be used to create an effective thickness map [62]. Mesnil et al. furthered their IW

technique in later work [67] but were unable to overcome many limitations so did

not provide significantly improved results.

While this showed some good results for the local wavenumber approach this

technique still faces many limitations. The composite plate used was 1.6mm thick

at 8 ply. At greater thicknesses depth resolution would be lost due to the large bin

size in the wavenumber domain caused by the small number of samples in a spatial

window. To improve this a larger spatial window would need to be taken, resulting

in lower spatial resolution. Work by Fan et al. also used dispersion relations to

related wavenumber maps back to material thickness on an aluminium panel [68].

The wavenumber maps in the work were also found through the local wavenumber

approach inherently limiting both the depth and spatial resolution [68].

2.7.3 Wavenumber Spectroscopy

These inherent limitations of spatial windowing were first overcome successfully

by Flynn et al. in their 2014 work [12]. All previous work also used transient

excitation whereas Flynn moved to steady-state excitation which greatly reduced

measurement time [12]. A single frequency sine waveform was continually driven

in to the structures at either 100kHz or 200kHz. This allowed a spatial grid of

sampling points to be measured without having to wait for the structure to ring

down between measurements.

To further increase measurement speed Flynn et al. used a continuous measure-

ment [12]. Unlike previous work where the LDV was driven to a spatial point to

take a measurement in time, the laser was continually driven over the surface of the

structure. The rate of motion was chosen so that an integer number of excitation

cycles passed during the time it took to drive the laser between sampling points.

Knowing the scan speed this data were then broken up into a time history map,

u(x, y, t). Using a broadband mode filter in the frequency domain a single wave

mode was identified. As in all previous work the A0 mode was chosen due to its
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dominant out-of-plane nature as well as the fact that a thickness change will have a

greater effect on the wavelength of the A0 mode than the S0 mode. A time domain

Fourier transform was then used to identify the response map, r(x, y), at the driving

frequency [12]. The single mode response was passed through a bank of narrow band

wavenumber filters in the wavenumber domain. A 2D envelope was then determined

for the wavefield once it had been narrow band filtered. The central wavenumber of

the filter that maximised the 2D envelope at a given point is then assigned to that

point. This method was refined in a later paper [69] and given the name Acoustic

Wavenumber Spectroscopy (AWS). Figure 2.17 shows a visual representation of the

technique [69].

Figure 2.17: AWS process [69].

This technique can be compared with local wavenumber mapping as first pro-

posed by Rogge et al. [9]. A schematic describing this method is given in Figure

2.18.

Figure 2.18: LWM process [69].

These techniques were both demonstrated on an aluminium plate with a cor-

rosion defect, a pressure thinning on a steel pipe and a dis-bond stiffener on a

composite panel. Results were able to give consistent wavenumber results for areas

of similar thickness, thereby highlighting the damage [69].
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2.7.4 Wavelet transform

The same limitations of wavenumber resolution when using spatial windowing were

addressed using a wavelet transform [70, 71]. The wavefield data are processed using

a 2D wavelet. This reduces the issues present when using spatial windowing as the

wavelet is scaled and shifted allowing it to maintain frequency and spatial resolution

[71]. The use of a 2D wavelet transform does however carry with it different limita-

tions. A wavelet transform is able to identify instantaneous frequency, in this case

the spatial frequency or wavenumber [72]. This is obviously beneficial when trying

to identify changes in the wavelength. Wavelet transforms face limitations in terms

of spatial resolution when large wavelengths are considered [72]. This would limit

the use of wavelet transform based techniques when applied to thick materials, or

materials with high phase velocity’s. On the other hand wavenumber spectroscopy

is not effected in the same way allowing for better damage detection, especially when

considering thicker materials where the Lamb wave wavelengths will be larger.

2.7.5 3D structures

The works referenced so far have all made use of LDVs or SLDVs. As discussed

this technique gives only out-of-plane velocity data. The measurement of complex

shapes is not easily achieved without complex automation to manipulate the position

of parts when using LDVs. All the previous work has also been limited to flat plate-

like structures with the exception of some measurements carried out on pipes, these

include Flynn et al. [10], Kang et al. [69] and Truong et al. [73]. These were

measured using a SLDV and while they can measure velocity at incidence angles

as high as 45◦, signal-to-noise-ratio decreases and in-plane velocity is included in

the data, making the need for mode filtering even greater [40]. Koskelo and Flynn

further investigate the ability of AWS to be used on complex structures [40]. By

placing a mirror between the LDV and test specimen a high angle of incidence was

simulated between the laser and the part [40]. The wavefield was then distorted to

correct for this by mapping the plate coordinates on the measurement plane and

then interpolating the values. As the measurement plane did not line up with the

sample the wavefield was in essence compressed in one axis and stretched to correct

it. Minimising distortion in the wavefield is crucial as it will cause distortion in

the wavenumber-wavenumber domain. With filters being applied in that domain

distortion will cause errors in wavenumber estimation.

While wavefields with curvature in a single plane can easily be projected onto a

flat plane, no solutions are offered for parts that show curvature in two planes. A

surface that is not developable can not be translated onto a single plane without

some form of distortion. The problem investigated by Koskelo and Flynn [40] could
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also be solved by the application of a 3D SLDV system that can use triangulation

to determine the direction of velocity. It is also important to note that while it

is possible to project wavefields of curved or angled surfaces onto a flat plane it

requires information about the parts surface geometry and its positional relation to

any measurement device such as a SLDV.

2.7.6 Multi-frequency excitation

Multi-frequency excitation was utilised by Flynn et al. [65] in conjunction with

the AWS technique he had proposed [12]. A continuous excitation tone with three

frequency components was used to generate a steady-state response in a 1.5mm thick

aluminium plate and 7mm thick carbon panel [12]. While the excitation varied

the processing algorithm did not stray far from previous work. The steady-state

response was broken up into three distinct response maps, each at one of the tone

frequencies [12]. These were then separately processed to give wavenumber maps

for each response map. Due to the dispersive nature of Lamb waves a different

wavenumber is prominent at a given thickness at the different frequencies. The

wavenumber of the plate and the defect was plotted on a dispersion curve for a 1.5mm

aluminium plate but no attempt was made to correlate to thickness or combine the

three separate maps [12]. For the composite plate the anisotropic nature of the

dispersion means even a simple comparison of expected and calculated values is not

undertaken [12].

Juarez and Leckey [66] also demonstrated multi-frequency excitation in their

work. They used chirp excitation as also used by Micheals et al. [74]. A 20kHz to

1MHz 1µs chirp was used to generate a transient wavefield. A spatial windowing

technique as proposed by Leckey and Rogge and was applied [9, 66]. While a

frequency range of 300kHz to 400kHz was used a window size of 10mm was selected

as it would be twice as large a the A0 wavelength at that frequency range in the given

material [66]. As such, the dominant wavenumber for each spatial window at each

frequency was determined. By calculating a dispersion curve for each ply thickness

in the plate it was then possible to determine which dispersion curve best describes

the wavenumber relations of each spatial window and frequency [66]. As such, a ply

thickness can be assigned to each spatial window. Good results were shown using

this method. Apart from the inherent limitations of using spatial windows a key

limitation of this technique is the detailed prior knowledge required of the composite.

A full description of the lay up is required to select window size and determine

dispersion curves. Furthermore if the material displays anisotropic properties, as

many complex composite structures do, the wavenumber will be different at different

angles of propagation at the same material thickness and frequency. This also means

the technique will not easily be extended to support steady-state excitation, placing
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a limit on the minimum measurement time achievable. Multi-frequency excitation

does show many benefits. Being able to generate a wavenumber map at different

frequency responses is analogous to multiple single frequency measurements. This

can allow results to be combined, reducing noise and increasing accuracy [12]. With

that there is however a trade-off, as the more frequencies are excited, the lower

the energy input at each individual frequency [12]. Lamb waves also attenuate

differently at different frequencies and plate thicknesses [75]. Higher frequencies and

thinner plate structures tend to display higher attenuation of Lamb waves for a given

material [75]. Spatial resolution however drives the need to use a high frequency.

Lamb waves are generally taken to only interact meaningfully with defects that are

on a scale of their wavelength [66]. While this is a useful rule of thumb for techniques

such as AU and AE, this limit is a result of the diffraction limit which states that

a wave will diffract when it interacts with obstacles, in this case defects [76]. The

full wavefield technique proposed in this work does however not rely on diffraction

but rather a change in wavelength, as such it should be possible to resolve sub

wavelength damage. The diffraction of waves on the scale of features is also one of

the reason that not all frequencies will propagate will in composite structures. The

internal structures of the composites will result in diffraction and attenuation of

wavelengths on their scale. Due to these factors wavelength selection is particularly

important when using a single frequency wave in composites.

It has been shown that Lamb wave interaction with defects it dependant on

many aspects such as thickness frequency product and defect shape and size [77].

Without prior knowledge of the thickness of the structure, or when presented with

a structure that has a large thickness range, single frequency excitation may not

be able to adequately excite Lamb waves in all parts of the structure that will

interact meaningfully with damage. As such, multi-frequency excitation offers great

advantages when real world applications are considered. A further key step for

realising this technique for real world application is reducing measurement time. A

significant step forward was taken by Flynn et al. [78] who were able to utilise single

frequency steady-state excitation in conjunction with continuous measurement using

a SLDV. For a scan area of 314cm2, scan times as low as 0.7s were achieved. For

higher signal-to-noise-ratios the scan time was increased to a maximum of 21s.

One form of damage that does not effect the wavelength of a Lamb wave is

through thickness crack damage. Techniques have been proposed to identify these

damage types through wave reflections in wavefields. Ruzzene et al. [60] proposed

a method of removing incident waves in the frequency-wavenumber domain to iden-

tify reflected waves and thereby visualise discontinuities in a structure through the

use of a Root Mean Squared (RMS) map [60]. This process requires a transient

wave and will also show up discontinuities that are part of the part geometry mak-
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ing this technique less effective for complex geometries. A similar approach was

taken by Michaels et al. [61]. A wavefield was filtered to a particular wave mode

and then filtered in the frequency-wavenumber domain to remove the incident wave

[61]. As such an RMS map can be created from the back scattered wave. This

approach was also demonstrated on a composite plate with non-isotropic charac-

teristics. Filtering in the polar domain while in the frequency-wavenumber domain

allowed for mode separation even in non-isotropic plates [60] but the same limita-

tions that applied to the work of Ruzzene et al. apply here. This work was based on

frequency-wavenumber domain filtering but it did not attempt to directly determine

the wavelength of a Lamb wave.

It has been shown that wavenumber based NDT techniques hold promise but are

still limited in a number of respects. The use of spatial windowing will inherently

limit spatial and depth resolution so is not considered a good option for determin-

ing damage based on wavenumber. The issues of spatial windowing are broadly

addressed through the use of wave number filters in the spatial domain as presented

by [12]. While addressing many of the shortcomings of instantaneous wavenumber

techniques and methods that rely on spatial windowing, wavenumber filtering does

not allow for the use of multi-frequency excitation to be combined into a single re-

sult as part of the technique. The use of multi-frequency excitation is important to

ensure full excitation of complex structures. Furthermore, the use of different filter

window shapes and widths has not been investigated but is known to significantly

effect the depth and spatial resolution. The investigation of previous work also

showed no direct optimisation of this technique for composite structures. While

wavenumber based techniques have been demonstrated on composite parts, these

have been limited to ones that are quasi-isotropic in their dispersion characteristics.

2.8 Conclusions

While there are a broad range of effective NDT techniques available there is still a

clear need for a fast and effective technique that can be applied in a broad set of

use cases. Full-field, guided wave based techniques offer solutions to many of these

challenges, namely their potential for high speed as well as their ability to be applied

in a non-contact configuration. Much work is however still needed to develop these

techniques to the point where they can effectively be applied to complex structures

and a variate of materials. A key requirement for any such technique, which is not

met by excising techniques, is the lack of any requirement for prior knowledge of the

structure or its material. The rest of this work seeks to meet this requirements and

ultimately propose and innovative and effective full-field approach.
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3.1 Introduction

This chapter proposes a novel method of bandpass mode filtering called Wave Mode

Spectroscopy (WMS). Mode filter shapes were determined using the Rayleigh-Lamb

equation and centred around a particular thickness in order to determine the most

probable thickness at each measurement point. Contrary to previous methods that

aim to determine the wavenumber in a response map at a particular frequency slice,

a method was developed that utilises all the data in the frequency wavenumber

domain. By finding the instantaneous amplitude post filtering to a given mode a

thickness map can be found by assigning the thickness of the filter that maximises

energy at each point. Unlike previous techniques this allows multi-frequency exci-

tation to be used and analysed with a single filter stack as the dispersive nature

of Lamb waves is taken into account. The aim of the algorithm proposed is to use

multi-frequency excitation to achieve a greater data volume and attain low noise

and accurate thickness maps. Multi-frequency excitation will further help ensure

Lamb waves are generated in a broad range of plate thicknesses making it suitable

for parts with thickness ranges larger then 5mm.

Current techniques are limited in this respect by their inability to utilise broad-

band multi-frequency data for a single result. The use of the full frequency domain

data also helps to minimise the trade-off between spatial and depth resolution.

3.1.1 Aims and objectives

The aim of this chapter is to develop and demonstrate the concept of mode based

filtering for thickness identification on isotropic plate-like structures. Particular

challenges faced by other work help define certain requirements. Steady-state exci-

tation was used to reduce measurement time and, to help improve spatial resolution,

spatial windowing was not utilised. This work aims to demonstrate the ability of

this algorithm by demonstrating it on two test specimens. A key limitation in pre-

vious work, and an inherent limitation of this method, is depth resolution. As such

this work has a particular focus on obtaining high spatial and depth resolution at

greater part thicknesses.
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3.2 Experimental setup

This section covers the general experimental setup used to gathering full-field re-

sponse maps.

3.2.1 Test specimens

Two test specimens were manufactured to test the algorithm developed in this chap-

ter. The first one, specimen 1, was manufactured out of 6082 T6 Aluminium. It

consisted of a 3mm x 350mm x 350mm plate with three circular areas of 30mm

diameter with reduced thickness of 1mm, 1.5mm and 2mm. The low thickness and

large defect area was chosen to test the algorithms ability to accurately determine

thicknesses. The large defects would also give the ability to determine the clarity of

thickness step changes. A thickness map of specimen 1 is given in Figure 3.1 (a).

(a) (b)

Figure 3.1: (a) specimen 1 and (b) specimen 2 thickness maps.

To validate the abilities of this algorithm over a larger thickness range a second

plate, specimen 2, was also manufactured. Specimen 2 consisted of a flat 400mm x

400mm, 8mm thick 6082 T6 aluminium plate with a stepped and a ramped thickness

change from 1mm to 8mm. Circular thickness changes were also present at every

second 1mm thickness step and were mirrored on the thickness ramp. These were

30mm, 17.5mm, 10mm and 4mm in diameter. The 1mm thick area of the plate

had thickness reductions from 1mm to 0.9mm and 0.5mm. Over the rest of the

plate thickness reductions were from 3mm to 2mm, 5mm to 3mm and from 7mm

to 4mm. This allowed spatial and depth resolution to be tested over a large range

of thicknesses and defect size. A thickness map of specimen 2 is given in Figure

3.1 (b). Both thickness maps given in Figure 3.1 were calculated so that a pixel

would represent the same spatial step as was taken between measurement points.
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At smaller defects in specimen 2 this caused some quantization. As such these

thickness maps can be thought of as ideal results. The resolution was however not

limited in the thickness domain.

3.2.2 Signal acquisition

All measurements were completed using a 3D SLDV. The full-field data were

captured using the Polytec PSV-500-3D-M in conjunction with an external cam-

era. Data were exported from Polytec’s proprietary software containing three-

dimensional spatial coordinates of each sample point as well as the velocity in three

dimensions for that point. For specimen 1 an area of 300mm by 300mm with an

evenly spaced grid of 280 points in each axis was measured. For specimen 2 an area

of 350mm by 300mm was measured with 285 and 239 samples in the respective

directions. 50 measurements were averaged at each sample point. The maximum

temporal sampling frequency of 2.56 MHz with a sample length of 0.0004 seconds

was used. For specimen 2 this means that 23 minutes were required to capture all

the temporal data. The measurement times were however between 20 and 30 hours

with the extra time taken to perform steps such as 3D triangulation of the laser

heads. No efforts were made to reduce measurement times at this stage in the work.

The fact that the time spend on data capture is such a small proportion of the total

measurement time, indicates that the measurement time can be reduced greatly.

3.2.3 Signal generation

The specimen plates were excited with either a Vallen System VS900-M PZT trans-

ducer with a face diameter of 20mm or a Pancom Pico-Z PZT transducer with a face

diameter of 5mm. The Pancom Pico-Z transducer has a resonant range of 200kHz to

500kHz whereas the Vallen System VS900-M PZT transducer has a slightly broader

resonant range of 100kHz to 900kHz. For specimen 1 the transducer was located

at X = 312.5mm and Y = −12.5mm. The transducer location relative to the scan

area is shown in Figure 3.3 (a). For specimen 2 the transducers were placed at

X = 175mm and Y = 350mm. Again the transducer location relative to the scan

area is shown in Figure 3.3 (b). On both specimens transducers were coupled with

grease and clamped to the specimen. For multi-frequency excitation a FM sine wave

signal was modulated upwards between 75 kHz and 400 kHz at a rate of 2.45 kHz

at 200Vpp. The FM signal was windowed using a Tukey window allowing the signal

to be continually repeated without transient spikes between repetitions. The Tukey

window, w(n), of length n is given by Equation (3.1) [79].
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(3.1)

As α varies from zero to unity, the window, of length N , varies from a rectangular

window to a cosine window. Specimen 2 was excited using both transducers with

the FM signal. Only the larger Vallen System transducer was used to generate the

FM signal in specimen 1. As a comparison specimen 2 was also driven at single

frequencies within the range of the FM excited. A continuous 200Vpp sine wave

signal was driven at either 75 kHz, 150 kHz, 300 kHz or 400 kHz using the Vallen

System transducer. All signals were generated using a Red Pitaya STEMLab 125-14

in conjunction with a Krohn-Hite 7500 amplifier. Figure 3.2 shows a steady-state

multi-frequency response for both specimen 1, (a), and specimen 2, (b).
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Figure 3.2: Response map at time t of (a) specimen 1 and (b) specimen 2.

While transient excitation can offer clear wavefield images the time taken to

acquire data are significantly larger than that taken to acquire data from steady-

state excitation. As an example a representative scan area of 300mm by 300mm

with a spatial sampling resolution of 1000m−1 and 20 measurements per point would

require 12 minutes for a full measurement assuming data are continually taken with

a temporal sample length of 0.0004 seconds. For a transient measurement a ring

down time would have to be added to let waves disperse, taking the time for a single

measurement to 0.01 seconds resulting in a full measurement time of 10 hours.

therefore steady-state excitation is chosen for this work. Steady-state excitation

further allows signal-to-noise-ratio to be improved in smaller plates as waves will be

reflected off all edges and thickness change features. While this adds complication

to the nature of the wave-field it is a desirable feature as the multiple propagation

directions add more information in the wavenumber-wavenumber domain to which

each mode is filtered, reducing error. This effect could be further enhanced by

38



3 . Wave mode spectroscopy 3.3 . Processing algorithm

0 100 200 300

X (mm)

0

100

200

300

Y
(m

m
)

0 100 200 300 400

X (mm)

0

100

200

300

Y
(m

m
)

(a) (b)

Figure 3.3: Measurement area (red) and transducer (black) of (a) specimen 1 and
(b) specimen 2.

simultaneously driving multiple transducers on a single structure. The reflections

within the plate also makes transducer location less critical as energy is relatively

evenly distributed around the plate. This can be seen in Figure 3.2 (b) where it is not

clear simply by the amplitude of the wavefield where the transducer is located. In

larger structures with fewer reflective surfaces or materials such as composites with

higher attenuation, increased damping as distance from the transducer is increased,

is likely to affect measurements. This effect could also be mitigated by using multiple

transducers. A diagram of the experimental setup is shown in Figure 3.4.

Test specimen

Sensor

Amp

scan path

STEMlab 125-14
signal generator

Polytec
PSV-500-3D-M

Laser head 3

Laser head 2

Laser head 1

FM signaltrigger signal

Figure 3.4: Experimental setup.

3.3 Processing algorithm

The following sections describe the developed processing algorithm used to calculate

a thickness estimate map from wavefield data using WMS. While this is presented
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as a general processing method for isotropic materials the steady-state FM response

from specimen 1 is used to clarify and visualise a number of the processing steps. The

nature of the algorithm means it can be applied to a broad variety of scenarios, using

different windowing, excitation and frequencies. As such it is presented in general

terms. The following sections investigate some of these aspects using the two test

specimen constructed. Figure 3.5 shows a flow chart summarising the processing

algorithm.

3.3.1 Dispersion calculation

Lamb waves are dispersive, that is to say their velocity changes with their frequency

thickness product [14]. The relation between frequency, thickness and wavenumber

are described by the Rayleigh-Lamb Equations [14] as given in Equations (2.14)

and (2.15). The dispersion curves, in terms of frequency thickness product and

wavenumber, was calculated using a bisection method. Further information on solv-

ing the Rayleigh-Lamb Equations can be found in [14]. Figure 3.6, shows dispersion

curves calculated for the fundamental modes of both S0 and A0 waves in a 3mm

thick aluminium plate.

For rolled aluminium cl = 6420ms−1 and ct = 3040ms−1 were used [80]. As

solutions are simply points of a zero cross a process was used to identify separate

modes where two close points were identified and a linear regression drawn between

those points. The frequency value of the next point was taken and a wavenumber

calculated using the linear relation determined from the previous points. If the

actual wavenumber of the next point fell within a range of the value calculated from

the linear relation it would be deemed to be part of the same line. For these thickness

and frequency ranges the A0 mode is used as its out-of-plane motion gives a better

signal-to-noise-ratio. In addition its dispersive nature means that a greater change

in wavenumber would be expected for a given thickness change compared with the

S0 mode. In different materials and thicknesses it may however be advantageous to

use the S0 mode. For examples in thicker materials or at higher frequencies the S0

mode will become more dispersive.

3.3.2 Frequency-wavenumber domain data

The full-field wave velocity data that is captured can be stored in the form of a 3D

matrix, u(x, y, t), with two spatial domain axes, x and y, and one temporal domain

axis, t. This will make further processing much faster and simpler as processes such

as a FFT can be directly applied to the data. To ensure even spatial sampling, the

wavefield at each time sample was interpolated in 2D using spatial coordinates as

given by the 3D SLDV and re-sampled over an evenly spaced grid in the spatial
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Select n number of thicknesses:
d1, d2, d3...dn

Measured data:
u(x, y, t)

(Figure 3.7 a)

mode filter stack:
Fk(kx, ky, ω; d)
(Figure 3.10)

3D Tukey window

Frequency broad-
band pass filter

3D FFT

⊗ U(kx, ky, ω)
(Figure 3.8)

3D IFFT

u(x, y, t, d)

2D envelope over (x, y)

A(x, y, d, t)

Average in time domain:
A(x, y, d) =

∑
t A(x, y, t, d)

Assign the maximum
d to (x, y) of A(x, y, d)

(Figure 3.13 a)

Figure 3.5: Thickness correlation algorithm flow chart.

domain of the same number of points measured. Interpolation was done using a

cubic spline as in the analysis of Dierckx [81]. While 3D velocity data were gathered

for this work only out-of-plane velocity was considered. A 1D LDV would have

sufficed for this work, however the use of a 3D system will help allow this technique

to be expanded to 3D structures in the future.

Figure 3.7 (a) shows a snapshot in time of the response of specimen 1 besides the

true thickness map given in Figure 3.7 (b). Through visual comparison it is possible

to identify areas of thinning. This is however not easily done through identifying a

reduction in wavelength but rather an increase in velocity amplitude. It should be

noted that there are noticeable differences in wavelength in the areas of consistent

thickness due to the multi-frequency excitation present.
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Figure 3.6: S0 and A0 dispersion curves for 3mm thick aluminium plate.

In order to convert the wavefield data to the frequency domain, U(kx, ky, ω), it is

windowed using a 3D Tukey window. This is a 3D extension of the one dimensional

Tukey window, wn as given by Equation (3.1). A Tukey (also known as tapered

cosine) window [79] was chosen for its ability to smooth to zero at the edges while

minimising the amount of information lost [79].

(a) (b)

Figure 3.7: Specimen 1 (a) wave-field response at time t (b) True thickness map.

After windowing, the data are zero buffered spatially to the nearest power of

two. Depending on the number of original samples taken this might result in a

large zero buffer. While a large zero buffer will reduce the frequency bin size in

the frequency spectrum, it can not be considered as a way of increasing frequency

resolution. it must rather be thought of as interpolation in the frequency spectrum.

This is important when considering frequency bin size in later steps of the process.

The prime motivation for zero buffering is to ensure efficient execution of the FFT.

A 3D FFT, as shown in Equation (3.2), is applied, converting each axis of the data

into its corresponding frequency domain.

U(kx, ky, ω) = F3d(u(x, y, t)) (3.2)
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While in the frequency domain a broadband bandpass temporal frequency filter

may be applied which removes frequencies outside of the excitation range. Generally

the pass band will be larger than the excitation frequency range and only be used

to remove environmental noise rather then separating different frequency responses.

A 3rd order Butterworth bandpass filter was used as it has a very flat frequency

response in the pass band [82] and any inaccuracies in cut-in and cut-off frequencies

are not of great concern.

3.3.3 Lamb wave mode filter design

Using the Equations (2.14) and (2.15) the expected wavenumber for a given fre-

quency and mode can be found. Figure 3.8 shows full-field data from specimen 1

sliced in a temporal (a) and spatial (b) frequency axes. On each figure values are also

plotted that have been calculated for a 3mm thick plate using the Rayleigh-Lamb

equations described in Section 3.3.1. Both Figure 3.8 (a) and (b) show a band of

energy around the calculated values of the A0 mode. A filter can be built around

this distinct band of energy.
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Figure 3.8: Frequency domain data U(ν̃x, ν̃y, f) sliced at (a) f = 200kHz and (b)
ν̃y = 0 and Rayleigh-Lamb equation solutions.

To ensure symmetry in the wavenumber domain the filter is calculated as a stack

of 2D filters at each frequency slice ω in the wavenumber-wavenumber domain.

The frequency slice of the mode filter was calculated in polar form, Fω(k, θ),

where the value k is given by Equation (3.3) and θ is the angle ranging from 0 to

2π.

k =
√
k2x + k2y (3.3)
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It is also worth noting that the angle of propagation, θ is given by Equation (3.4)

θ =

(
tan−1

ky
kx

)
(3.4)

For this example a flattop window was chosen but any windowing function, w(n),

can be applied. As can be seen in Figure 3.8, k will be constant for any angle of

propagation for a given frequency due to the isotropic nature of the material. The

bandpass center is given by kpass and the bandpass width is given by kwidth.

As such a bandpass wavenumber filter was calculated using Equation (3.5) where

kwidth is the width of bandpass window.

Fω(k, θ) =


0, 0 ≤ k ≤ kpass −

kwidth
2

w(k − kpass −
kwidth

2
), kpass −

kwidth
2
≤ k ≤ kpass +

kwidth
2

0 kθ +
kwidth

2
> k

(3.5)

Figure 3.9 shows a flattop filter slice in the polar domain with a bandpass width

of kwidth = 240m−1 and a bandpass center of kpass = 120m−1.
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Figure 3.9: Wave mode filter, Fω(k, θ) at 350kHz.

Initially filters were calculated in the Cartesian coordinate system but this proved

to be significantly less time effective in term of computation time. The polar form

filter, Fω(k, θ), can then be converted into Cartesian form, Fω(kx, ky).

The shape of the filter as well as its bandpass width affects the accuracy of the

results. For similar image filtering problems a Gaussian filter is a common choice.

This has also been used by Flynn et al. in a similar context [12, 78]. The full mode

filter is created using the steps given below for a given mode, thickness and material:

1. Select frequency value, ω0, of first frequency bin in U(kx, ky, ω).
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2. Using the Rayleigh-Lamb Equations calculate the wavenumber value, k, for
the selected mode and thickness, d at ω0.

3. Create a 2D window, Fω(k, θ), with a centre value of k, as described by Equa-
tion (3.6).

4. Convert from Polar form to Cartesian form, giving Fω(kx, ky).

5. Move onto next frequency bin and repeat steps 1-4 and stack the 2D filter
slices created to create a matrix, Fk(ω, kx, ky; d) .

Figure 3.10 (a) shows a slice of a filter created for specimen 1 centred around

3mm in the wavenumber domain. Figure 3.10 (b) shows the same filter sliced in the

wavenumber-frequency domain along with calculated A0 and S0 dispersion curves.

The filter has a bandwidth of ν̃ = 200m−1 and is the shape of a flat top filter

window.

It is now possible to create a filter bank, Fk(kx, ky, ω; d) of mode filters calculated

about different thicknesses d where d = [d1, d2, d3...dn]. The dispersive nature of

Lamb waves means that for a frequency the relationship between plate thickness

and wave number change is non-linear. The thicknesses, d, of a filter bank should

be chosen so that a maximum overlap between filters in the wavenumber domain is

not exceeded.
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Figure 3.10: Frequency wavenumber filter, fk(kx, ky, f), sliced at (a) f = 350kHz
and (b) ky = 0 and Rayleigh-Lamb equation solutions.

Figure 3.11 shows the relationship between wavenumber and thickness at a given

frequency. This also demonstrates the reduction in thickness resolution at increasing

thickness.
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Figure 3.11: Thickness against wavenumber at 200kHz.

3.3.4 Monogenic signal analysis

Once a wavefield has been filtered by the filter bank in the frequency-wavenumber

domain an IFFT can be used to return the data to the temporal and spatial domain.

The average of the absolute amplitude of the filtered wavefield at each time interval

gives a measure of the amount of energy remaining after each filter has been applied.

In a one dimensional problem this would be completed using the Hilbert trans-

form with which the complex analytic signal can be found and the envelope of a

signal calculated. The Riesz transform is an extension of this same principle to

higher dimensions [83]. The monogenic signal being the higher dimensional equiv-

alent of the analytic signal. The monogenic signal is described in Equations 2.29,

2.27, 2.28. The monogenic signal is found in the spatial domain at each temporal

sample to give the instantaneous local energy as used by Langley et al. [56] and

Flynn et al. [78].

As with a 1D signal a large variety of scale in the signal causes inaccurate results

[84]. Multi-frequency excitation means there are multiple wavelengths present but

even at relatively large frequency ranges the range in wavelength is small enough to

consider the signal as band limited after it has been mode filtered. No improvement

in results were observed when using a scale space Reize transform where the signal

is first bandpass filtered in the frequency domain [57]. For this work the python

implementation of the monogenic signal was adapted from the work of Hidalgo-

Gato and Barbosa [85].

3.3.5 Mode filter application

Once the filter bank, Fk(kx, ky, ω; d), has been calculated each filter at thickness

d can be multiplied with the measurement matrix, U(kx, ky, ω) in the frequency
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domain, before being returned to the temporal spatial domain with an inverse 3D

Fourier transform, F−13D , as in Equation (3.6).

u(x, y, t; d) = F−13d [Fk(kx, ky, ω; d)U(kx, ky, ω)] (3.6)

The local energy of each filtered response at thickness d can then be calculated

using Equation (2.30) at each time step, giving A(x, y, t, d). This is then be averaged

in the time domain using Equation (3.7).

At(x, y, d) =
∑
t

A(x, y, t, d) (3.7)

Figure 3.12 shows results At(x, y, d) for d = 3mm and d = 1.5mm for specimen

1.

(a) (b)

Figure 3.12: Specimen 1 energy after mode filtering, At(x, y, d) (a) d = 3mm (b)
d = 1.5.

It is clear that when filtered to d = 3mm the amplitude is greater in the bulk of

the plate surface where the true thickness is 3mm. The area of least amplitude is at

the greatest thickness reduction where the material thickness is 1mm. Likewise for

the filter of d = 1.5mm the central thinning displays the highest energy. The two

other thinnings of similar thicknesses follow closely.

The filter thickness, dn, of the filter which maximises the energy at sample point

(x, y) is then assigned to that point creating a thickness map d(x, y) as given by

Equation (3.8).

d(x, y) = max
d

A(x, y, d) (3.8)

Specimen 1 measurements were filtered using a flattop shaped mode filter and

a bandpass width of ν̃ = 200m−1. The thickness to which the mode filters were

calculated were chosen so that they would have a minimum separation of 0.25mm or
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a minimum separation of ν̃ = 3m−1, whichever was smaller. A value of ν̃ = 3m−1 was

chosen as this was approximately the width of each frequency bin in the wavenumber

domain. This gives a large overlap between filters leading to an over-complete

interpretation which helped give consistent and repeatable results.

The thickness map calculated for specimen 1 is shown in Figure 3.13(a) and

the error, which is given by subtracting true thickness from the measured results,

is shown in Figure 3.13(b). A low thickness error is shown across the specimen

with higher error around the edges of the thickness changes. This is likely due

to the limited spatial sampling frequency, with over 1mm between spatial sample

points as well as the fact that the wavelengths of generated Lamb waves range from

approximately 17mm to 6mm. This will result in a small region where a change in

wavelength cannot be identified.

(a) (b)

Figure 3.13: Specimen 1 (a) Specimen 1 resulting thickness map (b) thickness error.

3.3.6 Mode filter optimisation

In previous papers that use wavenumber domain filtering, Gaussian filters were used

at a single bandwidth [12, 78]. This is a common choice in similar image processing

applications. Work by Felsburg et al. [84] shows the importance of filter shape

selection when applying a scale space before calculating the monogenic signal. Seeing

as this work essentially replaces the application of a scale space with the application

of the mode filter its shape is of equal importance.

To further investigate the selection of filter bandwidth the ideal thickness maps,

I(x, y), shown in Figure 3.1 were used to calculate a Mean Percentage Error (MPE).

Using Equation (3.9) the MPE was calculated for each matrix of results, d(x, y),

where n is the number of spatial sampling points.

MPE =
100

n
∗

n∑
t=1

I(x, y)− d(x, y)

I(x, y)
(3.9)
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While attempts where made to align the specimen so that it aligned with mea-

sured results, the low spatial sampling frequency means that an offset of just 2 pixels

results in a 2mm spatial error. As such it is best to think of the MPE scale not as

absolute but rather a comparative index.

3.4 Results and discussion

Results were calculated using a Gaussian filter with a standard deviation of σ = 15

and a Flat top filter over a range of widths from ν̃ = 50m−1 to ν̃ = 500m−1. A

value of σ = 15 was chosen as it gave a zero value at the filter edge for all filter

widths considered and has been shown to useful in similar contexts [86]. Figure 3.14

shows the MPE as given by Equation (3.9) over a range of bandpass widths and

both filter shapes. These values were calculated for specimen 2 excited using the

75kHz to 400kHz FM excitation in conjunction with the Vallen driving transducer.

Figure 3.14: MPE with different window sizes and shapes.

3.4.1 Single frequency results

Resulting single frequency thickness maps calculated using a flat top shaped filter

of width kpass = 200m−1 are shown in Figure 3.15. The same data were processed

using a Gaussian filter window with a sigma value of σ = 15 and kpass = 100m−1.

These results are shown in Figure 3.16. While a full mode filter was applied over

the entire frequency range a single frequency slice was clearly dominant making it

comparable to a single frequency slice being passed through a simple wavenumber

filter bank, as done in previous work [12, 40, 64, 78]. Unlike most of the previous

work the wavenumber here is related back to thickness using the Rayleigh-Lamb

equations.
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The 1mm to 3mm thick areas of the specimen are generally well resolved in

all single frequency results shown in Figure 3.15 and 3.16. Thickness changes of

0.5mm at 1mm are visible down to a diameter of 10mm. At the higher frequencies

of 300 kHz and 400 kHz the 4mm diameter thickness change is also visible. At the

spatial sampling frequency, 4mm represents about three samples (or pixels). The

0.1mm thickness change at 1mm plate thickness is not well resolved with some being

visible at lower frequencies but without clear edges. As the frequency increases the

maximum resolvable depth appears to reduce.

(a) (b)

(c) (d)

Figure 3.15: Single frequency Vallen transducer excitation and a flat top filter kpass =
200m−1 (a) 75 kHz (b) 150 kHz (c) 300 kHz (d) 400 kHz.

At the lower excitation frequencies of 75kHz and 150kHz the regions of 7mm and

6mm are approximated to that thickness. At the higher frequencies of of 300kHz and

400kHz thicknesses larger than 6mm are increasingly estimated to be the maximum

thickness of 8mm. The two different filter shapes do not generate markedly different

results. The Gaussian filter does however produce results with the lowest MPE.

3.4.2 FM results

In Figure 3.17 the resulting thickness maps are shown for FM excitation processed

using the same flat top and Gaussian shaped filter banks as applied to the single
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(a) (b)

(c) (d)

Figure 3.16: Single frequency Vallen transducer excitation and a Gaussian filter
kpass = 100m−1 (a) 75 kHz (b) 150 kHz (c) 300 kHz (d) 400 kHz.

frequency results. In Figures 3.17 and 3.18 both a Vallen and Pico-Z transducers

were used separately to excite specimen 2.

Likewise Figure 3.18 shows the thickness maps for FM excitation using the Gaus-

sian shaped filter.

While the Vallen transducer was able to generate much larger amplitude, and

therefore better signal to noise ratios, the results are very similar. A comparison of

the out-of-plane velocity for a sample point is shown in Figure 3.19.

The Pico-Z and Vallen transducers also have different resonances, resulting in

different frequencies being excited to different levels in the structure. Figure 3.20

shows the mean frequency response of all points for the two excitation methods.

The frequency data were normalised to give a better relative comparison. Despite

the differences in excitation the comparative nature of the filtering technique gives

highly consistent results.

FM excitation results show greater feature clarity across the plate with a

smoother thickness map giving a better representation of true thickness with sub-

stantially less noise in the thickness estimates. The multi-frequency excitation

means there is more information present in the frequency-wavenumber domain. As

an example with the temporal sampling frequencies used here the FM excitation
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(a) (b)

Figure 3.17: 75kHz to 400kHz FM excitation signal and flat top filter kpass = 200m−1

(a) Vallen transducer (b) Pico-Z transducer.

(a) (b)

Figure 3.18: 75kHz to 400kHz FM excitation signal and a Gaussian filter kpass =
100m−1 (a) Vallen transducer (b) Pico-Z transducer.

covered over 130 frequency slices in the frequency domain, compared with one to

two frequency slices excited by single frequency excitation. This greater quantity

of information that is able to be gathered is likely one of the reasons edges and

features are resolved with less noise in the FM results.

For all single frequency excitation at thickness larger than 4mm clarity becomes

limited and the 30mm diameter thickness changes become distorted and difficult to

identify at 7mm plate thickness. The results shown in Figure 3.17 and 3.18 on the

other hand show good clarity down to a defect size of 17.5mm diameter even at a

thickness of 7mm. The noise in thickness estimate present in single frequency results

is on a scale of the wavelength of the excitation frequency. While at low frequency

larger thicknesses are better resolved, as in Figure 3.15 (a), at the highest frequency

of 400 kHz the maximum thickness value is assigned to most points thicker than

5mm.

With FM excitation the noise is at very low levels with consistent thickness

readings across areas of uniform thickness. At thicknesses larger then 6mm the depth
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Figure 3.19: Velocity profile of out of plane displacement at X = 247mm and
Y = 247mm.

Figure 3.20: Mean normalised frequency response with Vallen and Pico-Z.

resolution drops off and the thickness map begins to lose accuracy. It is important

to note that at the larger thickness of 7mm a wavenumber change of ν̃ = 3m−1

corresponds to a thickness change of over a millimeter leading to quantisation in the

thicknesses.

For a given material and thickness Lamb wave modes will attenuate at different

rates for different thicknesses and frequencies [75]. As such any single frequency

may not be ideal for propagation in a structure with a large thickness range. FM

excitation requires little prior knowledge of the part being inspected as excitation

frequencies do not have to be chosen for a particular thickness range. Figure 3.21

shows a map of the dominant frequency in the time domain at each spatial point.

This was achieved by performing a FFT in the time domain at each spatial sample

and taking the frequency of the maximum peak for a given spatial point.

While no clear trend can be drawn from this, as the resonant behaviour of the

driving transducer appears to be the dominant factor, it does show some change in

dominant frequency between the 8mm thick surrounding of the plate and thinner

central parts.

Table 3.1 shows the wavelengths of the A0 mode at different frequencies over a

range of plate thicknesses. Lamb waves will only interact with defects on the scale

of, or larger, than their wavelength [14]. Furthermore the wavelength of a Lamb

wave is greater than the thickness of the material [87].
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Figure 3.21: Map of dominant frequency for FM excitation in specimen 2.

Table 3.1: A0 mode wavelength at different frequency and plate thickness.

A0 wavelength (mm) Plate thickness
Frequency (kHz) 1mm 4mm 8mm

25kHz 19.54 38.00 51.92
75kHz 11.07 20.48 26.41
400kHz 4.29 6.35 6.90
550kHz 3.50 4.84 5.11

These results verify the behaviour observed in the single frequency excitation

results for specimen 2. The higher frequency excitation of 400kHz, with shorter

wavelength, interacted with smaller defects and gave better spatial resolution. At a

plate thickness of 8mm the wavelength was too short to form Lamb waves resulting

in poor thickness approximation. This is the likely explanation for sudden drop off

in depth resolution seen at high frequency single frequency excitation. At the lowest

single frequency excitation of 75kHz the wavelength is long enough to generate Lamb

waves in the whole range of plate thickness. With a wavelength of 11mm in 1mm

plate thickness spatial resolution is however limited. At a plate thickness of 8mm

the wavelength grows to 26mm further reducing spatial resolution.

Figure 3.22 shows the gradient of the wavenumber for the A0 mode over a range

of thickness for both highest and lowest frequency in the FM excitation range. As

the gradient reduces so does the ability to identify changes in thickness.

The lower frequency has greater change in wavelength improving depth resolu-

tion. This demonstrates the trade off between depth and spatial resolution.

While FM excitation outperformed single frequency excitation it is important

to note that FM excitation spreads energy over a large frequency range leading to

a trade-off between signal-to-noise ratio and the bandwidth of the FM excitation.

It is noted that the edges of the plate suffer from edge effects due to the spatial

windowing applied. If completing larger scans this would simply require a small

overlap between scan areas to resolve.

Despite the same frequencies being covered with FM excitation none of the single
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Figure 3.22: A0 gradient over thickness range.

frequency results are able to give the same accuracy at the larger thicknesses. This

shows that it is not simply a matter of the excitation frequency being appropriate

for a given thickness but that mode based filtering is able to exclude information

that does not conform to the behaviour of the A0 Lamb mode in the wavenumber-

frequency domain and therefore gives a better measure of the likely thickness.

Figure 3.23 shows thickness for slices in the Y direction of Specimen 2 at X =

200mm along the ramp. Thickness is overestimated across all thickness maps with

the 1mm thick area being estimated at 1.34mm. As shown in Figure 3.23 this error

reduces as thickness increases but the tendency to overestimate remains. For the

Gaussian window with kpass = 100m−1 slices along the x axis were taken to compare

results. Lower frequencies shown in Figure 3.23 (a) match the FM results closely

until around the 4mm thickness at which point the thickness of the single frequency

excitation results begin to lose accuracy. At thicknesses greater then 5mm the FM

excitation begins to outperform the single frequency excitation significantly with

large spikes and dips in thickness estimates in single frequency measurements. The

higher frequency single frequency excitations shown in Figure 3.23 (b) match actual

thickness well until 3mm. At thicknesses larger than 5mm the thickness estimate of

the high frequency single frequency excitation begins to break down. 400 kHz for

example gives estimates ranging from below 4mm to over 8mm in a very small area

with a true thickness of 6mm.

To give a better idea of the behaviour over the stepped thickness changes the

same results are shown in Figure 3.24 at x = 153mm.

The stepped thickness changes are somewhat smoothed by all thickness esti-

mates. As with the ramped thickness changes a constant offset for all frequencies is

observed at the 1mm thickness.

The Lowest MPE of 14.86% is given by a Gaussian filter with a bandpass width

of ν̃ = 100m−1. While this filter gives the lowest mean percentage error it is not

necessarily the best filter for resolving all the thicknesses present on specimen 2 as
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percentage error of thin areas of the plate will have a larger effect on the MPE.

(a)

(b)

Figure 3.23: Horizontal slice at X=200mm (a) low frequencies (b) high frequencies.

MPE was also calculated for all four steady-state excitations as well as the FM

excitation and is shown in Table 3.2. The values are calculated for the area of the

plate were Y is larger then 150mm, the thick half of the plate, and the lower half

where Y is less then 150mm, containing the thinner areas of the plate. Both area

classifications still contain the 8mm thick border.

When considering the entire plate FM excitation outperforms all single frequency

excitation with the 300 kHz single frequency excitation showing the best results of

single frequency excitation. When examining the thicker area of the plate the FM

excitation greatly outperforms any of the single frequency excitations. The 300 kHz

single frequency excitation does however match FM excitation when only examining

the thinner areas of the plate. The smaller thickness also means that any error due

to quantisation will result in a larger percentage error. While MPE gives a measure

of error it does not paint a complete picture of the clarity of the results. When

looking at the resulting thickness maps shown in Figure 3.15 and 3.17 it is clear

that the FM excitation offers clearer results with more defined features that closely
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match the ideal thickness map. Without prior knowledge of a part or for parts

spanning multiple thickness ranges the advantage of FM excitation in combination

with WMS is clear.

(a)

(b)

Figure 3.24: Horizontal slice at X=153mm (a) low frequencies (b) high frequencies.

3.4.3 Filter width

Further to the results given in Table 3.2, Figure 3.25 shows resulting thickness maps

from different bandpass filter widths for flat top filters. While a Gaussian filter

gave the lowest MPE, flattop filters offer a good shape for comparison of bandpass

widths as they will always be zero at their edges. At the lowest filter width a general

idea of thickness can be gauged but a very low spatial resolution is present. The

narrow band filter applied in the frequency domain will generate ’ringing’ features

when returned to the spatial domain [88]. While the filter shape should not generate

large artifacts the narrow nature of it will result in a bad approximation of the filter

shape. With a bin size in the frequency domain of between 3m−1 and 4m−1 the

filter is represented by only 16 bins in the filter.

57



3.4 . Results and discussion 3 . Wave mode spectroscopy

Table 3.2: MPE at different areas.

Excitation Transducer Area MPE

75kHz Vallen all 19.93%
150kHz Vallen all 18.68%
300kHz Vallen all 18.25%
400kHz Vallen all 20.21%

75kHz - 400kHz Vallen all 14.86%
75kHz - 400kHz Pico-Z all 14.79%

75kHz Vallen Y > 150mm 12.94%
150kHz Vallen Y > 150mm 12.42%
300kHz Vallen Y > 150mm 14.36 %
400kHz Vallen Y > 150mm 18.09%

75kHz - 400kHz Vallen Y > 150mm 8.32%
75kHz - 400kHz Pico-Z Y > 150mm 8.71 %

75kHz Vallen Y < 150mm 26.66 %
150kHz Vallen Y < 150mm 25.50%
300kHz Vallen Y < 150mm 24.30 %
400kHz Vallen Y < 150mm 23.68%

75kHz - 400kHz Vallen Y < 150mm 23.38%
75kHz - 400kHz Pico-Z Y < 150mm 22.94 %

As a higher filter width of 200m−1 is applied feature clarity is drastically im-

proved. The 8mm thick region around the edge is however poorly resolved. With

an even larger filter width of 350m−1 feature edge clarity is improved further and

the 8mm thick bounding area is well resolved. Thickness steps in the left region of

the plate are also clearly identified. Saturation is however reached at thicknesses

greater than 6mm. At the maximum filter bandwidth of 500m−1 all areas of thick-

ness greater than 5mm are estimated to be the maximum thickness of 8mm. Figure

3.26 shows a slice of the FM generated data in the frequency domain, U(ν̃x, ν̃y, f), of

specimen 2 at ν̃y = 0 and f = 300kHz. Also included on the figure are the slices of

the 6mm mode filter with bandpass widths of kpass = 200m−1 and kpass = 400m−1

The wider filter is so wide that the filter is cut off at the zero wavenumber

value for low kpass values. As the kpass value increases the filter will contain more

energy regardless of material thickness changes. The comparative nature of the

filter therefore will bias thickness estimates toward the mode filter centered around

a greater thickness. For the narrower filters this same problem will still occur at

low frequency thickness products. therefore an over estimate of thickness at lower

true plate thicknesses is to be expected. The use of a filter such as a log-Gabor

filter may help combat this issue as it will always have zero gain at k = 0. The

change in bandwidth as the bandpass center approaches zero will however still bias

the measurements in a particular direction.
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(a) (b)

(c) (d)

Figure 3.25: FM excitation results using Vallen transducer filter with a flat top kpass
of (a) 50m−1(b) 200m−1 (c) 350m−1 (d) 500m−1.

These results seem to indicate that a wider filter pass-band in the frequency

domain improves spatial resolution by limiting ringing artifacts. Limits are however

faced when a wider pass-band has a non zero gain at k = 0, which will result in

a more complete filter representing a larger thickness returning higher comparative

energy.
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Figure 3.26: U(ν̃x, ν̃y, f) at f = 300kHz and ν̃y = 0 with mode filter centred around
6mm.
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3.4.4 Steady-state mode generation

When using steady-state excitation it was observed that A0, SH0 and S0 modes

were being generated. This can be seen by the three distinct bands of energy in

the wavenumber-wavenumber domain. These fundamental modes of S0 and SH0

are present at the same thickness frequency product used in this measurement. To

further investigate this behaviour a transient measurement was taken on specimen

1. This investigating was performed on specimen 1 as the lower thickness variability

made visualising modes in the frequency domain simpler. Specimen 1 was excited

using a 300kHz, 10 pulse sine wave at 200Vpp. As specimen 1 is not large in size

compared to the scan area it does not take long before reflections from the edges

are generated. To simulate data taken on a larger plate the measurement time was

reduced to 86µs as to only include the forward propagating wave. All other settings

were kept the same as with steady-state excitation including transducer location and

type. Figure 3.27 shows the frequency domain data for both excitation regimes at

f = 300kHz. This frequency domain data includes both in-plane and out-of-plane

displacement.

In Figure 3.27(a) the direction of the transient excitation is clearly visible. The

wave travels at a 45◦ angle across the plate. Two bands of energy are clearly visible.

Equation (3.4) gives further information on propagation angle. The outer larger

band being the A0 mode and the smaller central band the S0 mode. The steady-

state excitation in comparison has the same bands but propagates in all directions,

therefore forming circles. As well as this notable difference Figure 3.27 contains

a third band of energy. This aligns with the expected wavenumber value for the

fundamental shear-horizontal mode, SH0. The transducer used in this application

is not expected to generate strong SH0 mode waves due to its lack of in-plane

motion. Therefore it is concluded that SH0 mode is likely to have been generated

by mode conversions occurring at the boundary of the plate as Lamb waves are

reflected back [14]. While this causes no issue in the measurements used in this

chapter where out-of-plane displacement was isolated, in-plane data may be harder

to exclude when performing measurements on complex geometries. If wide filter

bands were to be used in this scenario they would likely include other modes at

this thickness frequency product. The same data as shown in Figure 3.13 (a) were

reprocessed using the same flattop filter with a bandpass width of kpass = 200m−1.

In-plane data were however included alongside the out-of-plane data. These results

are shown in Figure 3.28 (a). Figure 3.28 (b) shows the same data as in (a) but

processing using a narrower filter bandpass width of kpass = 140m−1.

When including in-plane data the results show much greater level of inaccuracy

when estimating thickness. This is likely caused by the inclusion of the SH0 mode.
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As it is non-dispersive its wavenumber will change at a different rate with frequency

compared to the A0 mode and it will therefore distort the amount of energy in

certain mode filters. Figure 3.28 (b) displays less inaccuracy in thickness estimates

as the narrower filter bands will have little overlap with the SH0 or S0 mode.

(a) (b)

Figure 3.27: U(ν̃x, ν̃y, f) of specimen 1 at f = 300kHz with (a) transient excitation
and (b) steady-state excitation.

The reduction bandpass width does however increase spatial error compared to

the results shown in Figure 3.13 (a) which only include out-of-plane data.

(a) (b)

Figure 3.28: Specimen 1 data including in-plane and out-of-plane data filter with
(a) kpass = 200m−1 and (b) kpass = 140m−1.

3.4.5 Local amplitude imaging

The implementation of monogenic signal analysis to allow the filter which removed

the least amount of energy to be identified was also applied to the wavefield data

before filtering. By applying Equation (2.30) before filtering it is therefore also

possible to generate an amplitude map. This is analogous to imaging techniques
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such as RMS imaging where the RMS of a wavefield is found to image defects.

Figure 3.29 show the local amplitude map of specimen 2 at all single frequency

excitations. These maps were determined by calculating the local amplitude of the

wavefield at each time sample and then averaging them in the time domain.
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Figure 3.29: Specimen 2 local amplitude with single frequency steady-state excita-
tion at (a) 75kHz, (b) 150kHz, (c) 300kHz and (d) 400kHz.

In areas of lower thickness higher amplitude is generally observed. In Figure

3.29 (d) this does not hold true and high levels of amplitude are shown around the

transducer at Y < 100mm. As the higher frequency of 400kHz it is likely that

a large amount of energy will attenuate close to the transducer resulting in this

increased amplitude which does not relate to material thickness. It would not be

possible to determine areas of damage or geometric part features using any of these

excitation frequencies. The amplitude maps show amplitude features that are on

the scale of the wavelength of the excitation signal. In all measurements, apart

from the one shown in Figure 3.29 (d), it appears a good steady-state ultrasonic

excitation was achieved. No clear areas of high amplitude are visible around the

transducer. This allows some features to be identified. For example the step up to

8mm material thickness is visible around Y = 280mm. Figure 3.30 show the same

results for specimen 2 using the 75kHz to 400kHz FM excitation. Results for both

the Pancom and Pico-Z generated wavefields were determined.
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When using FM excitation vastly different results are obtained. In both Figure

3.30 (a) and (b) a large proportion of geometric features are clearly identifiable.

At a material thickness of 1mm thickness reductions down to 0.5mm are clearly

resolvable. Even the thickness reduction with a 4mm diameter can be seen. At

the same material thickness, thickness reductions of 0.1mm are however not at all

resolvable. At greater material thickness all defects are visible but hard to iden-

tify. At 7mm material thickness all defects are barley visible and thickness steps

are not identifiable at thicknesses greater than 4mm. At low thicknesses this local

amplitude approach clearly shows sharp stepped edges. For certain structures this

clear definition of edges may be of use for identifying geometric features. As these

results are easily obtained alongside WMS results local amplitude maps might offer

additional useful information for damage detection purposes. The amplitude de-

pendant nature of this technique does however limit it to materials in which a true

steady state excitement can be generated. Furthermore only at low thicknesses were

thickness changes clearly visible. The lack of quantitative data also limits the use

of these results.
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Figure 3.30: Specimen 2 amplitude with FM excitation generated by (a) Pancom
and (b) Pico-Z transducers.

3.5 Conclusions

A new technique of WMS was proposed. This was achieved by calculating mode

based filters and applying them to wave-field data generated with FM excitation.

WMS to gain thickness maps was performed on two specimen plates with a large

thickness range from 0.5mm to 8mm with single and FM excitation. Single fre-

quency excitation was able to identify defects at low thicknesses but unable to cover

the broad thickness range presented. Clarity of features and edges was further

increased by using FM excitation along WMS. Multi-frequency data gained from

FM excitation gave a thickness map with lower noise and ability to identify defects
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across the whole thickness range with a single LDV measurement. The importance

of filter bandpass size and shape was shown. Local amplitude mapping was also

shown as being able to identify certain defects with high spatial resolution. While

this technique has many limitations it might help to offer clear identification of cer-

tain features in thin structures. This work was completed on isotropic materials.

The primary aim is to expand the technique to non-isotropic composite materials

in the future. While theoretical methods of solving dispersion curves are available

for composites their lack of accuracy and the detailed knowledge of layup required

create further challenges to this expansion. While only demonstrated on a flat plate

the application of a 3D scanning laser vibometer was successfully shown, giving the

ability to also further this technique to more complex part geometries.
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terisation

4.1 Introduction

To be able to expand WMS to composite materials a number of challenges must first

be addressed. While it would be possible to expand the method described in Chapter

3.1 to composites by determining theoretical dispersion curves for composites this

would not be a practical solution. Using methods such as TMM or GMM it is

possible to determine the dispersion characteristics of a multi-layered composite [18,

89], but detailed knowledge of the material and layup must be known. Theoretical

methods require a stiffness matrix of the entire composite layup, which would need

to be determined experimentally for each layup. Alternatively composites can be

modeled with a stiffness matrix for each layer. While this offers benefits in terms

of being able to model composites with different layups and fibre orientation this

quickly generates a large matrix that becomes challenging to solve [18].

Changes to characteristics such as fibre content percentage will affect the strength

and stiffness of the composite, thereby changing the dispersion characteristics of

a Lamb wave in the material. Variations like this are not only foreseeable but

very likely in many composite manufacturing processes. Any other imperfections or

variations during the manufacturing stage would have a similar effect. Furthermore,

for composites in service it may be hard to obtain detailed information about the

exact layup that was used in their construction. Even when detailed information is

present over the lifetime of a composite structure everything ranging from repairs to

reinforcement to different paint thickness could affect the dispersion characteristics.

As such it can be seen that a NDT method that requires a deep understanding of

the composite in a structure is not practical for most real world applications.

This chapter investigates the dispersion behaviour of Lamb waves in a range of

carbon fibre composites. A particular interest is placed in the overlap and dispersion

behaviour of modes. As the WMS concept relies on the ability to differentiate be-

tween different modes in the frequency domain, overlap of modes would prevent this

from being completed effectively. A further consideration is the dispersive nature
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of the mode. The fundamental S0 and A0 tend to be dispersive at lower frequency

thickness products but do not show strong dispersive behaviour at higher frequency

thickness products. A clear understanding of this relationship is needed to allow

mode filters to be calculated. This understanding of the behaviour of composites

will help towards the ultimate goal of developing a method whereby no prior knowl-

edge of the composite is required and steady-state multi-frequency wavefield data

can be utilised by mode filtering for damage detection.

4.2 Experimental setup

4.2.1 Test specimens

Three composite plates were manufactured from 12 plies of pre-impregnated carbon

fibre. Details of the specimens are given in Table 4.1.

Table 4.1: Specimen details.

Specimen Material Layup Thickness

3 UD carbon [0◦]12 2.88m

4 UD carbon [[0◦/90◦]3]s 2.74mm

5 2/2 Twill carbon [[0◦/90◦]3]s 3mm

The specimen plates were 400mm by 400mm in size. The scan areas for all

samples is 288mm by 315mm with a resolution of 234 samples by 256 samples.

This gave a sampling frequency of 812m−1. All samples were excited using two

Vallen System VS900-M PZT transducers. These were placed at x = −20mm and

y = 150mm and x = 150mm and y = −20m. The transducer location in relation

to the measurement area is shown in 4.1.
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Figure 4.1: Specimen 3, 4 and 5, transducer location (black) and measurement area
(red).

These placements were chosen to drive waves in both down the length of the

specimen as well as across the specimen in the measurement area. The composite

specimens considered in this chapter showed high attenuation of waves that were not

traveling in the direction of the fibres in the specimen. This ensured there would be

information about dispersion at least 0◦ to 90◦ propagation angles. The symmetry

of the material means that no further angles of propagation were required. The

transducers were driven with a continuous 200Vpp signal varying from 150kHz to

350kHz at a rate of 2.6kHz. The same driving circuit and 3D SLDV measurement

setup as used in Chapter 3.1 was employed to capture in-plane and out-of-plane

data.

4.3 Results and Discussion

The data taken from the 3D SLDV was interpolated in the two spatial axes using

a cubic spline and a surface interpolation algorithm as described by Dierckx [81].

This was to ensure the even spacing of all spatial sample points. Both in-plane

and out-of-plane velocity data were combined into a single wavefield by adding the

velocity values in the spatial domain. The data were then windowed spatially using

a Tukey window as given in Equation (3.1) with a shape value of α = 0.1. The

α value was chosen as it allowed for a minimum data loss while ensuring transient

spikes at the edge of the measurement area were removed. In the temporal domain

a 3rd order Butterworth bandpass filter was applied between 100kHz and 600kHz

to exclude any external noise [82]. The data were then zero buffered to a size of

512 samples in the spatial domain. Using a 3D FFT, as given in Equation (3.2),
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the data were transformed from the spatial and temporal domain to the frequency

domain.

Once the data had been transformed into the frequency domain in the form

U(ν̃x, ν̃y, f), it could be sliced in a number of axes to show the wavenumber-frequency

relationship at different dispersion angles as well as the wavenumber-wavenumber

relationship at different frequencies.

It is also possible to obtain slowness curves, showing the phase velocity, cp, at

different angles of propagation. A slice of U(ν̃x, ν̃y, f) was taken and converted

into polar form, Up(θ, ν̃). The relationship between wavenumber components and

dispersion angle is given in Equation (5.2). The phase velocity of each sample

U(θ, ν̃, f) was determined using Equation (2.16) and assigned the energy of that

point. This converted the data to the form Us(θ, cp).

4.3.1 Specimen 3

For specimen 3 the 0◦ fibre direction was placed in the y direction. As such,

waves traveling across the fibre direction corresponded to ν̃x. Figure 4.2 shows

the wavenumber-wavenumber relationship of specimen 3 at a frequency of 250kHz.

To improve resolution of low amplitude features in the figure, all values that were

greater than 50% of the maximum were taken to be 50% of the maximum. It was

found throughout that this ’clipping’ had no significant detail was lost at higher

amplitude.

A0

S0

SH0

Figure 4.2: Specimen 3 U(ν̃x, ν̃y, f) at f = 250kHz.

The three fundamental modes, S0, A0 and SH0 are visible. The nature of the

excitation means energy bands are clearest in the positive ν̃x and ν̃y region. The

A0 mode has the largest wavenumber showing slow propagation speed relative to

the other modes. At ν̃y = 0 the A0 mode is traveling at 90◦ to the fibre direction

and has its largest wavenumber of ν̃ = 245m−1. When traveling in the y direction

the mode speeds up significantly with a wavenumber of ν̃ = 162m−1. The SH0
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mode displays this same behaviour but to an even greater extent. In contrast to

the A0 and S0 modes the particle motion of the SH0 mode is perpendicular to the

direction of propagation. As such the SH0 mode travels faster in the x direction,

perpendicular to the fibre direction. The wavenumber of the SH0 mode varies from

ν̃ = 125m−1 to ν̃ = 161m−1. This means that the SH0 mode intersects with both

the S0 and the A0 mode. The identification of the modes was based on work carried

out by A. Gallina et al. and M. Kersemans et al. [89, 90]. Figure 4.3 shows the

phase velocity, cp, at the same frequency of 250kHz.
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Figure 4.3: Specimen 3 U(θ, cp) at f = 250kHz.

While the S0 mode is challenging to identify with the high phase velocities the A0

and SH0 modes can be clearly identified at the lower velocities of 2.5kms−1. Figure

4.4 shows the wavenumber frequency relationship of the sample at three angles of

propagation.

The values of these results were again clipped at half of the maximum value.

A key feature that can be identified from the A0 mode, which has the highest

wavenumber values, is the fact that its wavenumber-frequency relationship is linear

in this frequency thickness range. This does not hold true for the S0 mode which

shows its dispersive nature the most clearly in Figure 4.4 (c). The A0 mode does

not only have different wavenumber values in different propagation angles but these

are shown to change over the frequency range. This can be identified by changes in

the gradient of the A0 modes wavenumber-frequency relationship. It is also worth

noting the wavenumber of the SH0 mode varies from overlapping with the S0 mode

at a 0◦ propagation angle to overlapping with the A0 mode at a 90◦ propagation

angle. If a filtering technique were to be implemented using in-plane data this may

cause some challenges as S0 and SH0 modes are not separable at certain angles of

propagation. While this is also true for the A0 mode it presents less of a challenge

as the dominant out-of-plane motion of the A0 mode can be separated from the

in-plane motion of the S0 and SH0 modes.

69



4.3 . Results and Discussion 4 . Composite dispersion characterisation

0 100 200 300 400

Frequency (kHz)

0

100

200

300

ν̃
(m
−

1
)

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

is
ed

am
p

li
tu

d
e

0 100 200 300 400

Frequency (kHz)

0

100

200

300

ν̃
(m
−

1
)

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

is
ed

am
p

li
tu

d
e

(a) (b)

0 100 200 300 400

Frequency (kHz)

0

100

200

300

ν̃
(m
−

1
)

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

is
ed

am
p

li
tu

d
e

(c)

Figure 4.4: Specimen 3 U(ν̃, f) propagation angles of (a) 90◦, (b) 45◦ and (a) 0◦.

4.3.2 Specimen 4

Figure 4.5 shows the wavenumber-wavenumber relationship of specimen 4. Again

the A0 mode is the most easily identified but unlike in specimen 3 it is shown to

maintain similar wavenumber values at all angels of propagation.

At a 45◦ angle of propagation the wavenumber is somewhat increased, indicating

slightly reduced propagation speed when all fibres are being crossed at an angle

by the wave. This is in line with the behaviour observed in specimen 3 where the

mode had a much higher wavenumber value when traveling at right angles to the

fibre direction. Despite the symmetry of the sample in the 0◦ and 90◦ angles the

wavenumber of the A0 mode is greater in the x direction than that of the y direction,

decreasing form ν̃ = 190m−1 to ν̃ = 200m−1. Lamb wave velocity is related to the

stiffness of the structure it is traveling in [18, 91].
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A0

S0

SH0

Figure 4.5: Specimen 4 U(ν̃x, ν̃y, ) at f = 250kHz.

Specimen 4 was constructed symmetrically with an even number of plies. As

such the two internal plies are aligned in the same direction, as are the two outer

most plies. The strong anisotropic mechanical properties of the UD plies result in

a plate that is slightly greater bending stiffness in one axis then the other. This

slight change in stiffness causes the measurable difference in wavenumber between

the 0◦ and 90◦ propagation angles. The S0 and SH0 modes however are not affected

and give the same behaviour in both the 0◦ and 90◦ propagation angles, which is

expected for these modes [92]

The S0 mode energy takes the form of a rectangle in the centre of Figure 4.5

ranging between wavenumber values of ν̃ = 32m−1 and ν̃ = 45m−1. Its wavenumber

is the lowest at right angles where the wave is traveling along either the 0◦ or 90◦

direction. The SH0 mode can also be identified and shows the greatest variability

with relationship to propagation direction. Its wavenumber varies between that of

the S0 mode and the A0 mode. Once again there is overlap between the S0 and the

SH0 mode making it challenging to distinguish between the two separate modes.

This can also be seen when showing the same data in terms of phase velocity as

in Figure 4.6. The mode shapes are in line with those identified by A. Nandyala et

al. [91]. The SH0 mode undergoes the largest changes in phase velocity, varying

between 7.5kms−1 at 45◦ propagation to 2.5kms−1 at 0◦.
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Figure 4.6: Specimen 4 U(θ, cp) at f = 250kHz.

Figure 4.7 shows the wavenumber-frequency relationship of specimen 4 at three

different propagation angles.
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Figure 4.7: Specimen 4 U(ν̃), f propagation angles of (a) 90◦, (b) 45◦ and (c) 0◦.

While the A0 mode appeared mostly quasi-isotropic in the wavenumber-
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wavenumber domain a slight increase in wavenumber is visible at a propagation

angle of 45◦. The wavenumber-frequency relationship is again linear within this

frequency thickness range. The gradient of the relationship also changes less over

different angles in comparison to specimen 3.

4.3.3 Specimen 5

The wavenumber-wavenumber domain relationship at a frequency of f = 250kHz is

shown in Figure 4.8. The relationship appears very similar to that of the specimen

4. While specimen 5 consists of a twill weave and specimen 4 of Unidirectional (UD)

material they both have approximately the same quantity of fibres running in each

axis.

A0
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Figure 4.8: Specimen 5 U(ν̃x, ν̃y, f) at (a) f = 250kHz.

The similarity is also given in the wavenumber values. At a propagation angle

of 0◦ and 90◦ the wavelength of the A0 mode is ν̃ = 190m−1. This is the same value

as specimen 4 had for the A0 mode in the 90◦ direction. The S0 mode is however

slower with a larger wavenumber observed in specimen 3.

Figure 4.9 shows the phase velocity at the same frequency of f = 250kHz. As

above these results are very similar to those of specimen 4. Notable differences are

the reduction of maximum S0 and SH0 phase velocities. The maximum SH0 velocity

reduces from 10kms−1 to 8kms−1. The S0 mode has its maximum velocity reduced

from 7.5kms−1 to 6kms−1. The varying pattern of the SH0 mode is more clearly

visible. At an angle of 180◦ a band of energy can be seen around cp = 8kms−1,

reducing to cp = 7kms−1 at 225◦.
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Figure 4.9: Specimen 5 U(ν̃x, ν̃y, f) at (a) f = 250kHz.

The wavenumber-frequency relationship of specimen 5 is given at 0◦, 45◦ and

90◦ proportion angles in Figure 4.10. At the 90◦ propagation angle the in-plane S0

mode is the only visible mode. The low energy propagating in that direction gives

high levels of noise preventing other modes from being identifiable. This is likely

an artifact of poor sensor coupling of one of the sensors resulting in lower levels of

energy being driven in the 90◦ direction. This measurement could not be repeated

due to limited lab access during the Covid-19 pandemic. The material symmetry

does however mean that the dispersion characteristics at the 90◦ angle should closely

match those found at a 0◦ angle of propagation. At the propagation angle of 45◦ the

S0 mode coincides with the SH0 mode. Despite clipping the amplitude values by

half of the maximum, the high amplitude seen where the S0 and SH0 modes overlap

results in only a faintly visible A0 mode. High amplitude is also observed in the

S0 mode at a 0◦ propagation angle. Again the A0 mode is visible at a wavenumber

between ν̃ = 150m−1 and ν̃ = 200m−1. The high amplitude of S0 mode is not

in line with other measurements taken. It is likely to be the result of an error in

the measurement taken by the SLDV. It is however possible to observe that the

gradient of the A0 mode does not undergo significant changes between the 45◦ and

0◦ propagation angles.
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Figure 4.10: Specimen 5 U(ν̃, f) propagation angles of (a) 90◦, (b) 45◦ and (c) 0◦.

4.4 Conclusions

It was shown that the propagation and dispersion characteristics of Lamb waves in

composites are highly dependant on the nature of the composite. Despite the high

levels of variability the A0 mode, which is of greatest interest, was least affected by

changes in layup and fibre orientation.

Within the frequency thickness ranges investigated the A0 mode showed overlap

with the SH0 mode. When considering only out-of-plane motion it would still be

possible to minimise the energy of the SH0 mode in the range of the A0 mode, there-

fore allowing for effective mode separation. Challenges would however be faced if

attempts were to be made to use the S0 mode for wavenumber based defect identifi-

cation in composites due to the overlap in the frequency domain between the S0 and

SH0 modes. It was also clearly shown that assuming isotropic behaviour will cause

serious errors when using wavenumber to detect damage. While the wavenumber of

the A0 mode does not vary greatly in composite weaves this is not the case in UD
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materials. Even small changes in wavenumber for a given material thickness and

frequency will cause errors, especially when considering the small changes observed

in wavenumber with damage at larger material thicknesses. While the frequency

wavenumber relationship was shown to vary between different angles of propaga-

tion the gradient of that relationship did not change by considerable amounts. This

would allow this characteristic to be used for mode based filtering. Through this

work a deeper understanding of the wavenumber-wavenumber and wavenumber-

frequency relationship of different materials was gained. The clearer knowledge of

this behaviour in representative composite samples will allow wavemode filtering to

be developed further for application on composite structures.

76



5. Wave mode spectroscopy on

non-isotropic materials

5.1 Introduction

This chapter proposes a method to expand WMS to non-isotropic materials. Disper-

sion characteristics were identified from frequency-wavenumber domain data. Using

this information, non-symmetric mode filters were calculated allowing the identifica-

tion of defects and geometric features in non-isotropic plate structures. No previous

work has been undertaken to mitigate the the non-isotropic behaviour of compos-

ites when performing any form of fullfield wavenumber analysis. This technique

requires no prior knowledge of a material or features that affect its dispersion such

as a composites layup. The same algorithm can be applied to isotropic materials,

such as aluminium, and anisotropic materials, including composites such as carbon

fibre or even composites such as GLARE. This offers a significant advantage to this

technique when considering real world application. Furthermore it will allow WMS

to be applied to existing structures where records of the layup of the composite are

not available. Even if details of the layup are known, extensive testing would be

required to fully determine the dispersion characteristics. Characterisation of dis-

persion in the wavenumber-wavenumber domain as proposed in this section could

also be applied to existing wavenumber filtering techniques such as AWS. This would

allow methods such as those proposed by Flynn et al. [12, 65, 78] to improve their

performance in anisotropic composites. For the measurement of an inspection area a

fullfield, multi-frequency, steady-state response was captured using a 3D SLDV. This

follows the same measurement process used in the previous chapters. In the WMS

technique proposed in Chapter 3.1 information about wave dispersion was gathered

from Rayleigh-Lamb equations. For WMS to be expanded to unknown materials

and composites with complex dispersion behaviour, information about the disper-

sion of the material was found in the wavenumber-frequency domain. Mode filters

were then calculated using this information to which the frequency domain data

were filtered. While this does not give a thickness map it allows the utilisation of

steady-state multi-frequency data to create “filter number maps” where each filter
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number represents a thickness. While analogous to a wavenumber map this method

allows the integration of multi-frequency data into one result, without any prior

knowledge of the material even when the material displays strongly non-isotropic

behaviour, a significant advancement in this technique. Without knowledge of the

dispersion characteristics determined in this method it would not be possible to use

multi-frequency results to give a single map showing damage. The use of multi-

ple energy sources was also utilised to improve signal to noise ratios of the entire

surfaces of the structure. This is of particular importance when large stiffeners or

stringers are attached to the structure as these can greatly reduce the amplitude of

Lamb waves. The use of multiple energy sources has not previously been used in

conjunction with wavenumber filtering. The first part of this work describes this

new technique and demonstrates it on a highly non-isotropic and a quasi-isotropic

structure with damage and varying geometric features.

5.2 Experimental setup

While only out-of-plane motion was utilised in this chapter the use of a 3D system

allows for this technique to be expanded to three dimensional parts in the future.

Equally this work could be completed using a 1D system. The measurements were

performed with a Polytec PSV-500-3D-M. Measurements were taken with a temporal

sampling frequency of 2.56MHz and a sample length of 1024 samples.

While the density of sampling points varied slightly between specimens, sampling

frequency ranged between 600m−1 and 800m−1. The specimens were excited using

a linearly FM sinusoidal signal ranging from 30kHz to 350kHz, being modulated

at a rate of 2.6kHz. Vallen System VS900-M transducers were used to excite the

specimens and were driven at 200Vpp. Depending on the sample either single or

multiple transducers were used.

A consideration when selecting a frequency range was the increase in attenuation

with increase in Lamb wave frequency [75]. Composites also display higher attenua-

tion compared to metallic structures such as aluminium [75]. Therefore steady-state

excitation was used, which is to say the signal was continually driven into the speci-

men. Large single thickness structures will not introduce many reflections, meaning

energy will be prominent in one direction which can make identifying dispersion

relationships for different angles of propagation challenging. Reflections will also be

minimised if the material attenuates the wave before it reaches edges of the ma-

terial. To introduce more angles of propagation, multiple transducers in different

locations outside of the measurement area were employed. Multi-transducer setups

were demonstrated using Vallen System VS900-M transducers excited by the same

signal.
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An average of 100 measurements were taken at each spatial sample point on the

specimen. These were averaged to give a better signal to noise ratio. While a lower

number of averages would have been able to produce results of similar quality and

would have reduced the measurement time no efforts were made during this stage

of the work to optimise the measurement speed. Three specimens were examined in

this work to investigate a broad range of materials that display a range of dispersion

behaviours from highly anisotropic to quasi-isotropic.

Specimen 6 was constructed from UD glass with all fibres aligned in the Y -

axis. While this is not a layup likely found in many real world applications it

demonstrates an extreme, giving a highly anisotropic material. Specimen 6 was

vacuum infused and cured at room temperature. Specimen 7 consisted of a 2/2 twill

weave carbon fibre and was chosen to demonstrate the type of near quasi-isotropic

materials common in a broad application of composite structures. It was constructed

from pre-impregnated carbon and cured in an autoclave under vacuum. Specimen 7

was also damaged by a 20J impact in the centre causing a delamination but without

causing large visible damage to the face of the plate.

Specimen 8, made of GLARE, was selected as a material that offers particular

challenges for conventional NDT techniques [49]. This specimen is a Fibre Metal

Laminate (FML) and represents a class of materials on which no form of wavenumber

filtering has been performed to date. This specimen was a panel removed from

the fuselage of an Airbus A380. The skin was 3.1mm thick and stiffeners and

stringers were attached to the rear side. In the measurement area the stringers

where bonded and the stiffeners were both bonded and riveted. The specimen had

a slight curvature over the measurement face. This was however small enough to

have a negligible effect on the estimation of wavelength allowing the specimen to

be treated as a flat surface. The GLARE laminate was constructed of alternating

layers of aluminum and Glass Fibre Reinforced Polymer (GFRP). A diagram of the

cross section is shown in Figure 5.1. Details of the specimens are given in 5.1.

0.4mm Aluminium

[0◦/90◦]2 GFRP

Figure 5.1: Specimen 7, GLARE, cross section.

The measurement area for specimen 6 was 372mm by 398mm. Specimen 6 was

driven by two Vallen transducers placed at X = −10mm and Y = 410mm and

X = 350 and Y = 410mm. Specimen 7 had a measurement area of 255mm by

255mm and was driven by three transducers. These were located at X = 110mm

Y = 260mm, X = −10mm Y = 260mm and X = −10mm Y = 130mm. The
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relationship between the measurement area and transducer location for specimen 6

and 7 is shown in Figure 5.2.
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Figure 5.2: Specimen 6 (a) and 7 (b) measurement area (red) and transducer location
(black).

Table 5.1: Specimen details.

Specimen Material Layup Thickness

6 Fibre Glass UD [0◦]14 2mm to 3.3mm

7 Carbon Fibre Twill [[0◦/90◦]2]s 2.1mm

8 GLARE 4B 3.1mm

All transducers were clamped to the specimens using grease as a coupling agent.

Both specimens 6 and 7 had overall dimensions of 400mm by 400mm.

Specimen 8 had a measurement area of 449mm by 380mm and was driven by a

single Vallen transducer located at X = 0mm and Y = 400mm. To further inves-

tigate the ability to detect defects specimen 8 had a number of pockets machined

into its rear face. Post introduction of damage the measurement area of specimen 8

was 449mm by 408mm and shifted over the damage features. The transducer was

located at X = 50 and Y = 450. Measurement area and transducer locations for

pre and post damage setups of specimen 8 are shown in Figure 5.3
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Figure 5.3: Specimen 8 measurement area (red) and transducer location (black)
pre-damage (a) and post damage (b).

While an impact damage would be preferable, challenges surrounding verifying

the depth and size of the damage make this a less practical option. As such small

thickness reductions were machined into the rear face of the panel, allowing a clearer

test of depth and spatial resolution. Figure 5.4 shows an image of the defects

introduced to the rear face of the panel.

A B C D

E F

G

Figure 5.4: Rear face of specimen 8 showing thickness reductions.

Table 5.2 shows the dimensions of the thickness reductions.

5.3 Frequency domain mode filtering

To identify areas of different thicknesses the relationship between frequency, mode,

and wavelength of Lamb waves is exploited. Using Rayleigh-Lamb equations theo-

retical dispersion curves can be calculated for a given material and thickness. Using
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these results a theoretical mode filter can be determined in the temporal and spa-

tial frequency domain for a given material thickness. The filter is then applied to

measurement data obtained from multi-frequency excitation and used to determine

the energy present at each material thickness.

Table 5.2: Dimensions of specimen 8 damage.

Defect Maximum diameter Depth

A 30mm 2.00mm

B 19mm 1.88mm

C 10mm 1.88mm

D 5mm 1.78mm

E 30mm 1.33mm

F 31mm 1.80mm

G 30mm 0.50mm

By repeating this process for a range of theoretical mode filters at different

thicknesses it is possible to filter multi-frequency measurement data to a number of

thicknesses, generating a thickness map. This technique is fully described in Chapter

3.1. For this technique dispersion characteristics of the material must be known.

This chapter focuses on extracting information of dispersion characteristics from

the frequency domain data and creating mode filters accordingly, allowing this ap-

proach to be applied to non-isotropic materials with no prior knowledge of the

material or its dispersion characteristics.

Spatial coordinates of each measurement point were used to re-sample the wave-

field at each time point over an evenly spaced grid using a 2D cubic spline as in the

analysis of Dierckx [81]. The velocity data from the vibrometer was placed into a

3D matrix with one temporal and two spatial axes, u(x, y, t). Figure 5.5 shows the

response, u(x, y), of specimen 6 at time t = 488.28ms .

To identify dispersion characteristics of a material the multi-frequency measure-

ment data were analysed in the wavenumber-frequency domain. A 3D FFT as given

in Equation (3.2) was used to transform the measured velocity data, u(x, y, t) into

the wavenumber frequency domain, U(kx, ky, ω).
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Figure 5.5: Specimen 6 normalised velocity , u(x, y), at time t = 488.28ms driven
with two transducers.

5.3.1 Frequency-Wavenumber relationship

The dispersion characteristics of the material of the test specimens were identified in

two distinct steps. The first was to identify the relationship between the temporal,

ω, and spatial, k, frequency. In the frequency thickness ranges used in this work

the fundamental anti-symmetric Lamb wave mode, A0, can be assumed to have a

linear wavenumber-frequency relationship [22, 89]. It is noted that this will not be

true for all materials, material thicknesses or frequencies but can be used as a useful

approximation for the common materials, frequencies and thicknesses used in this

work. Figure 5.6 shows a theoretical dispersion curve calculated using DISPERSE

[19] software. Dispersion curves were calculated for a 1mm thick fibre glass plate with

all fibres aligned to 0◦. Dispersion curves for the A0 mode are shown for a 0◦ and 90◦

propagation direction. While there is a slight difference in slope of the linear region

of the 90◦ curve compared with the 0◦ curve, this difference is low in comparison to

the variability present when calculating this relationship from measured data where

information is binned in the frequency domain. Figure 5.6 also serves to show the

large variability in wavenumber for a material of uniform thickness, demonstrating

the inability of wavenumber mapping or wavenumber spectroscopy to show areas of

thinning in non-isotropic structures.

As such the relationship between frequency, ω, and wavenumber, k, can be de-

scribed by a linear equation as shown in Equation (5.1) where m is the slope and c

a constant for a given mode.

ω = m ∗ kpass + c (5.1)

To determine this relationship, the point of maximum energy in U(kx, ky, ω) was
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located. The angle of propagation of that point was identified and the frequency-

wavenumber relationship was extracted for that angle of propagation. Figure 5.7

shows the frequency-wavenumber data for specimen 6 at a 50◦ propagating angle.

The multi-frequency nature of the excitation means bands of energy correspond-

ing to the fundamental symmetric, S0, and anti-symmetric, A0, Lamb wave modes

can be identified. While in thin plate-like structures the band of energy will be a

clear narrow band making it easy to identify the wavenumber frequency relation, in

parts with larger thickness ranges this band of energy will be spread out due to the

relationship between thickness, frequency and wavelength of a Lamb wave mode.

This can be thought of as the result of many dispersion curves for a material at

different thicknesses laid on top of each other. To reliably identify the relationship

between frequency and wavenumber of the A0 mode a Canny edge detection algo-

rithm [93] with a standard deviation of σ = 3 was applied. While other algorithms

would also be appropriate the Canny edge detection algorithm was chosen due to is

success full application on similar image processing problems [93]. The σ value was

chosen as it showed good sensitivity in this application.

Figure 5.6: A0 dispersion curve for 1mm thick UD fibre glass at 0◦ propagation
along the fibre and 90◦ across the fibre.

As Canny edge detection is not amplitude dependant all values less than 1
100

of

the maximum value were assigned a value of 0 prior to performing edge detection.

Once edges were detected a probabilistic Hough transform was used to find straight

lines present in the detected edges as described by Matas et al. [94] and imple-

mented with the OpenCV [95] software library. The results of the edge detection

is shown in Figure 5.7 (a) along with the first five straight lines identified by the

Hough transform. Criteria, such as minimum length can be tuned depending on

factors such as the frequency range of the FM excitation used to improve reliability.
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The dominant out-of-plane A0 mode was reliably identified as the most prominent

straight line. An equation was then found to describe the line giving a relationship

between wavenumber and frequency. Figure 5.7 (b) shows the identified relation-

ship in the form of a dashed line plotted on the original frequency domain data at

a propagation angel of 50◦.

(a) (b)

Figure 5.7: U(ν̃, f) at 50◦ propagation angle (a) detected edges and (b) detected
frequency wavenumber relationship.

5.3.2 Wavenumber-Wavenumber relationship

A further complication with composite materials is that the group velocity of a

Lamb wave varies depending on the direction of wave propagation in relation to

fibre orientation for a given mode [21]. For example the A0 mode will travel much

slower perpendicular to the fibre direction compared to its velocity when traveling

parallel to the fibre direction [21]. Figure 5.8 shows a slice of the frequency domain

data at f = 75kHz from specimen 6. Across the fibre, propagation is in the X

direction, and along the fibre propagation is in the Y direction. Specimen 6 is

highly non-isotropic with all fibers aligned in a single direction which corresponds

to the Y axis. This difference in propagation velocities results in the wavenumber

for the same thickness of plate being different depending on direction of propagation

as is shown in Figure 5.8 (a). The angle of propagation, θ is given by Equation (5.2).

θ = tan−1
(
ky
kx

)
(5.2)

As such a circular filter in the wavenumber-wavenumber domain will show

changes in energy depending on dominant direction of wave propagation. Ap-

proximating composites with fairly even fibre distribution, such as specimen 7, to

be isotropic can give good results. For non-isotropic material this distortion will
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greatly limit depth resolution and distortion will be present and dependant on

the positioning of the exciting transducer as well as wave reflections of geometric

features.
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Figure 5.8: U(ν̃x, ν̃y, f) at f = 75kHz (a) Cartesian form and (b) Polar form U(ν̃, θ).

To account for this the wavenumber filter was calculated to be non-circular in the

wavenumber-wavenumber domain, but a shape that best matches the shape of the

wavenumber-wavenumber relationship at the dominant frequency. This relationship

was described in terms of a sinusoidal waveform that matched the shape of dispersion

at the dominant frequency in polar form as shown for specimen 6 in Figure 5.8(b).

Equation (5.3) describes a sine wave with a number of parameters that can be

adjusted to best match the data.

z(θ) = −a ∗ sin(q ∗ θ + φ) + a (5.3)

Where a is the amplitude, q is the wavenumber which was taken to be either 2 or

4 and the angle of propagation is θ, which ranged from 0 to 2π. The phase, φ, was

taken to be either 0 or π allowing the peaks to either align with 0◦/90◦ fibre direction

or the 45◦/− 45◦ fibre direction. For more complex fibre orientations this may need

to be extended. Two sets of shifting values, z(θ), were used to approximate the

shape of the dispersion as given by Equation (5.4).

zn(θ) = z1(θ) + z2(θ) (5.4)

For simplicity some general variables were defined as shown in Equation (5.5).

zn(θ) = [−a1 ∗ sin(q ∗ θ +
π

2
) + a1] + [−a2 ∗ sin(q ∗ θ +

π

2
) + a2] (5.5)

Figure 5.8 (b) shows the polar form data along with the function z(θ) overlaid.
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This value is then simply added to the bandpass centre, kpass. The bandpass centre

is dependant on the angle θ and is given by zn(θ) + kpass.

5.3.3 Thickness mode filter calculation

The mode filter was calculated in the frequency domain and in the form F (kx, ky, ω).

To calculate a mode filter for a thickness, represented by the c value in Equation

(5.1), a frequency, ω, was first selected. The wave mode filter can be thought of as a

stack of wavenumber-wavenumber domain filters. Using the relationship established

in Equation (5.1) a value for wavenumber, kpass was determined at a frequency. The

wavenumber domain slice of the mode filter was calculated in polar form, Fω(k, θ),

where the value k is given by Equation (3.3) and θ is the angle ranging from 0 to

2π.

For this work a flattop window was chosen but any windowing function, w(n),

can be applied. Equation (5.6) gives the bandpass centre for the polar form filter.

k(θ) = kpass + zn(θ) (5.6)

As such a bandpass wavenumber filter was calculated using Equation (3.5). Fig-

ure 5.9 shows a slice of an example filter used for specimen 6 in both Cartesian,

Fω(kx, ky), and polar form, Fω(k, θ). For zn, q = 2, a1 = 10 and a2 = 2. This

process is then repeated for all values of ω to create a mode filter, F (kx, ky, ω).
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Figure 5.9: U(ν̃x, ν̃y, f) at f = 75kHz (a) Cartesian form and (b) Polar form U(ν̃, θ).

The changes in wavenumber for a given thickness change, at different angles of

propagation are not constant for highly non-isotropic materials. Figure 5.10 shows

the dispersion curves of the A0 mode for 1mm and 1.2mm thick fibreglass plates as

given by DISPERSE software. As an extreme example and to demonstrate highly

anisotropic materials a [0◦/0◦] UD arrangement was chosen.
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Figure 5.10: Dispersion curves for 1mm and 1.2mm thick UD fibre glass.

All fibres run in line with the 0◦ degree direction. While it is clear that the change

in wavenumber due to a thickness change is not constant at different directions

of propagation the error does not cause great issues. For this example a material

thickness change of 0.2mm at a frequency of 100kHz causes a wavenumber change of

ν̃ = 14m−1 when propagating across the fibre and a change of ν̃ = 4m−1 propagating

along the fibre direction. This wavenumber difference of ν̃ = 10m−1 represents

approximately three frequency bins at a representative sampling frequency. It is

also important to note that, had isotropic filters been used, there would have been a

wavenumber difference of approximately ν̃ = 59m−1 for the same frequency thickness

at different dispersion angles making small thickness change impossible to resolve.

5.3.4 Mode filter application

Using different values of c in Equation (5.1) mode filters centred around different

thickness were calculated. Initially a large range of values were used for c. An

iterative process was then applied to give 15 values of c that covered the range of

wavenumber-frequency values present in the measurement. The final 15 mode filters

were multiplied with the frequency domain data and returned to the spatial domain

as shown in Equation (5.7).

uc(x, y, t; c) = F−13d [T (kx, ky, ω; c)U(kx, ky, ω)] (5.7)

The Riesz transform [56], which is a higher dimensional extension of the Hilbert

transform was used to find the monogenic signal after a mode filter had been applied.

From the monogenic signal the local amplitude, A, at each time step can be found

from the filtered spatial domain data giving A(x, y, t, c). To determine the energy
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that remains after a particular mode filter had been applied the amplitude data were

summed in the time domain, t , as shown in Equation (5.8).

A(x, y, c) =
∑
t

A(x, y, t, c) (5.8)

Each spatial location (x, y) was then assigned the value of c which maximised

A, thereby finding the mode filter that removed the least energy and best described

the behaviour of the A0 mode of the lamb wave at that point. As the values of c

hold no inherent meaning they were substituted with integers ranging from 1 to 15,

representing the filter number.

5.4 Results and Discussion

5.4.1 Specimen 6 results

Figure 5.11 shows the resulting filter number maps for specimen 6. Figure 5.11

(a) shows the results using an isotropic filter that is circular is the wavenumber-

wavenumber domain. The wavenumber frequency relationship however follows that

given in Section 5.3.1. In Figure 5.11 (b) the filters were distorted using values

q = 2, a1 = 10 and a2 = 2.

While the filter number map does not give a unit of thickness it relates directly

to it, noting this relationship is not linear. As such an area can only be identified as

being thicker or thinner then another area. This relationship is inverse, so a larger

number relates to a lower thickness. Using prior knowledge of the geometry it would

then be possible to identify defective areas using this information.

(a) (b)

Figure 5.11: Specimen 6 filter number map (a) assuming isotropic and (b) with
dispersion correction.

To further analyse these results Figure 5.12 shows the same results but with
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known areas of differing ply numbers marked.

(a) (b)

Figure 5.12: Specimen 7 annotated filter number map (a) assuming isotropic and
(b) with dispersion correction.

Using the corrected wavenumber, filters areas containing the same number of

plies are generally identified as being the same thickness. Single ply changes are

clearly visible with defined edges. At X = 280mm a fold was placed in one of the

plies, thereby adding a thickness of two plies. This makes the area 12 plies thick

and gives the same filter number as the area around X = 100mm which is also 12

plies thick. In the region of X > 300mm the thickness appears to increase despite

there being no changes in ply thickness. While this may well be a measurement

error it is also possible that it is a true geometric feature of the specimen. Through

the vacuum infusion process it was noted that the specimen included imperfections

such as indents where the infusion lines where pushed into the the dry cloth. A

further investigation into thickness variation of the specimen was not possible due

to restricted lab access during the Covid-19 Pandemic. A wide angle lens was used

on the optics system of the 3D SLDV, causing barrel distortion. Sample points were

placed in straight lines with this distortion resulting in pincushion distortion when

measurement points were placed at their spatial position as determined by the 3D

SLDV. This accounts for the lack of points on the edges which are assigned values

of 0.

Assuming isotropic dispersion behaviour gave results with much greater distor-

tion. The boundaries between ply thicknesses are not clearly defined. It is possible

to generally identify thickness trends and features such as the fold and thickness

increase. It would however not be possible to clearly identify delamination of lower

plies which would cause small effective thickness changes. The large areas of the 12

ply and 13 ply thickness were assigned the same value. In the region of Y = 250mm

to Y = 400mm this distortion is the most noticeable. The highest level of distortion

would be expected where the dominant propagation angle differs to the rest of the
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measurement area. Using monogenic signal analysis it is possible to map propaga-

tion direction as well as local amplitude. Using Equations (2.29), (2.27) and (2.28)

the monogenic signal was found. Using Equation (2.30), where l(x, y) is the IFFT

of L(kx, ky) it was then possible to map the signal envelope, or local amplitude, at

each time sample t of the measurement matrix u(x, y, t). The resulting amplitude

matrix a(x, y, t) was then averaged in the time domain to give the average ampli-

tude matrix a(x, y) which is shown in Figure 5.13 (a). Likewise the orientation of

a multi-dimensional signal can be found from the monogenic signal using Equation

(5.9) [83].

θ(x, y) = arctan

(
loy(kx, ky)

lox(kx, ky)

)
(5.9)

The values of loy and lox are the temporal domain representations of Loy and Lox

given in Equation (2.27) and (2.28) As before the orientation was found at each time

sample giving θ(x, y, t) and was then averaged in the time domain to leave θ(x, y)

which is shown in Figure 5.13 (b).

(a) (b)

Figure 5.13: Specimen 6 (a) amplitude map a(x, y) and (b) propagation angle map
θ(x, y).

Propagation at 90◦ runs along the fibre in the Y direction. Due to the transducer

location the angle of propagation is generally between 55◦ and 40◦. The area with

the greatest distortion in the results assuming isotropic propagation aligned with a

region with a dominant proportion angle of 30◦ at Y > 300mm. As the wavenumber

will be different for a given thickness and frequency at different angles it is likely

that this high level of distortion was caused by the decrease in propagation angle.

This underlines the need for for non-isotropic wavenumber filters when considering

materials such as these under steady-state excitation. It also serves to show that

the distortion would change depending on the location of the excitation sources. As

steady-state excitation was used, reflections will be generated from edges, defects
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and geometric features. As such it is important to note that Figure 5.13 (b) only

gives the dominant propagation angle of the Lamb wave. Another features of interest

is the increased angle of propagation visible in the fold at X = 280mm. It appears

to show an increase in Lamb waves traveling down the fibre length in this section.

The thickness decrease either side of the fold is likely to have internally reflected the

Lamb wave.

Figure 5.13 (a), which shows the mean local amplitude, acts to demonstrate the

increased attenuation experienced by Lamb waves in composite materials [75]. The

ultrasonic energy is not spread evenly, but rather shows a number of more intense

beams. The likely reason for this is the differing attenuation observed with fibre

direction as described by Ono et. al. [75]. It may also in part be due to interference

fringes generated when two wave sources are close to one another. The driving

transducers were close to the edge of the specimen resulting in reflections off those

surfaces. These could act as secondary sources causing constructive and destructive

interference. The spread out nature of these sources and the high attenuation of the

composite plate does make this less likely to be the dominant factor. While negative

interference is not a desirable characteristic, difference in amplitude has been shown

not to impact results in the previous chapter.

5.4.2 Specimen 7 results

Specimen 7, constructed from a carbon twill weave, demonstrated a sample with

near quasi-isotropic dispersion behaviour. Figure 5.14 shows a snapshot at time

t = 156µs of the velocity in the specimen.

Figure 5.14: Specimen 7 normalised velocity , u(x, y), at time t = 156µs driven with
two transducers.

All three transducers were being driven with the same signal, voltage and were

of the the same type. Despite this the third transducer at X = −10mm and

Y = 130mm produced lower amplitude. This could be due to a number of factors
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but is likely due to variation in the transducer build or poor coupling with the

specimen. As in all previous setups the transmitting transducers were clamped to

the specimen with a thin layer of grease between the transducer face and specimen.

The near quasi-isotropic behaviour of this plate can be identified by the circular

nature of the A0 band in the wavenumber-wavenumber domain as shown in Figure

5.15 (a). In Figure 5.15 (b) the filter at the same frequency is shown. An optimal

distortion was determined as follows: q = 4, a1 = −2 and a2 = 2.

(a) (b)

Figure 5.15: Specimen 7 (a) response U(ν̃x, ν̃y, f) at f = 75kHz b) filter F (ν̃x, ν̃y, f)
at f = 75kHz.

The results were found using both assuming isotropic dispersion as well as correct

filters and are shown in Figure 5.16.

(a) (b)

Figure 5.16: Specimen 7 filter number map (a) assuming isotropic and (b) with
dispersion correction.

Both filters give similar results. This is to be expected with distortion correction

values in z(θ) on the scale of two frequency bins in the frequency domain. The bulk

of the area differs by one filter number between the results. While there appears
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to be a difference in the results it is simply an artefact of the shift in the bandpass

centre with z(θ). The corrected results shown in Figure 5.16 (b) do include some

changes in filter number over the undamaged area, most notably aroundX = 100mm

and Y = 220mm. These are likely artefact of the quantisation of the filters and

the increase in kpass introduces by the correction in the wavenumber-wavenumber

domain. Without further testing it is not possible to easily determine which filter

gave more accurate results. It is however clear that when testing quasi-isotropic

materials the difference in dispersion depending on propagation direction is minimal.

As before a map of local amplitude and dominant local orientation was calculated

using Equation (2.30) and (5.9). The results are shown in Figure 5.17.

(a) (b)

Figure 5.17: Specimen 7 (a) amplitude map a(x, y) and (b) propagation angle map
θ(x, y).

As was seen in Figure 5.14 the third transducer drove very little energy into the

specimen. As the local orientation is amplitude independent, the signal being driven

in by the third transducer is identifiable from a band of energy propagating in the

0◦ direction along the X axis.

While changes to the filter shape in the wavenumber-wavenumber domain did

not have a great effect on the quality of the result the use of multi-frequency ex-

citation enables the utilisation of the steady-state multi-frequency data. Without

knowing the dispersion characteristics of the material this was not previously achiev-

able. As a comparison the results were processed using wavenumber filtering for a

single frequency taken from the multi-frequency excitation data. These results are

analogous in their natures to those of previous work using AWS [64, 69, 78]. Fig-

ure 5.18 shows the single frequency results of four frequencies contained within the

excitation range. These results were processed by applying the same filter stack to

only one temporal frequency slice. As there is no other information outside of the

frequency slice this is the same as wavenumber filtering rather than mode filter.
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The best performing single frequency responses were at the lower frequencies

of 60kHz and 120kHz. While the central delamination is still visible at 120kHz

its prominence is reduced. At the two higher frequencies of 180kHz and 240kHz

the defect is not clearly identifiable and is on the scale of noise furthest from the

transducers. At these higher frequencies attenuation will be much higher resulting in

lower signal to noise ratio. This is particularly visible in the lower parts of the plate

in the region of Y < 100mm. This lack of energy caused noise in the measurements

at the higher frequencies of 180kHz and 240kHz.

(a) (b)

(c) (d)

Figure 5.18: Specimen 7 single frequency results (a) 60kHz, (b) 120kHz, (c) 180kHz
(d) 240kHz.

Figure 5.19 shows the mean frequency response for the area closer to the driving

transducers, Y > 225mm, and the same area on the opposite side of the specimen

at Y < 30mm. The frequency values were normalised to their peak to give a relative

scale of attenuation of different frequencies in this setup.
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Figure 5.19: Mean frequency response.

The area further from the excitation source in the region of Y < 30mm clearly

shows less energy at higher frequencies. This is in line with what was observed in

Figure 5.18. Furthermore the resonant behaviour of the transducer means there is

relatively little energy at the lower frequency of 30kHz to 75kHz. The results at

60kHz, shown in Figure 5.18, gave a clearer view of the delamination than the result

at 240kHz despite both frequencies having similarly low energy. Another key factor

is the increase in wavelength compared to materials such as aluminum. Table 5.3

shows the wavelength of the A0 mode at each single frequency as determined from

the frequency domain data.

Table 5.3: Specimen 7 A0 wavelength.

Frequency Wavelength

60kHz 35.7mm

120kHz 21.7mm

180kHz 15.6mm

240kHz 12.2mm

A Lamb wave will interact more strongly with a defect that has a size on a similar

scale to the wavelength of the Lamb wave. At 60kHz the wavelength is substantially

longer than the size of the 25mm diameter delamination defect. While the higher

frequencies are subject to higher levels of attenuation their wavelengths allow them

to interact more strongly with the defect. This serves once again to demonstrate

the benefit of multi-frequency excitation.

5.4.3 Specimen 8 results

Unlike the first two specimens, specimen 8 was manufactured from GLARE, a com-

posite made up of a mix of isotropic and non-isotropic materials. Figure 5.20 shows
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the frequency domain data, U(ν̃x, ν̃y, f), sliced in the spatial and temporal frequency

axes.

(a) (b)

Figure 5.20: Specimen 8 frequency domain data U(ν̃x, ν̃y, f) at (a) ν̃y = 0 and at
(b) f = 75kHz.

The relationship shown in Figure 5.20 (b) shows the isotropic dispersion nature of

the GLARE composite. As such no correction was undertaken in the wavenumber-

wavenumber domain. The same process as previously was however applied to de-

termine the wavenumber-frequency relationship. Once again this was completed

without prior knowledge of the material. Figure 5.20 (a) shows the relationship

overlaid with the frequency wavenumber data. The relationship is again confirmed

as being very close to linear in this frequency thickness range. The fitted line also

matches the gradient of the A0 energy band very closely. Unlike the other specimens

in this section, the A0 energy band appears to have regular parallel bands despite

the specimen mostly being a single thickness. Figure 5.21 shows a closer view of

this area of the frequency domain data.

Figure 5.21: Specimen 8 frequency domain data U(ν̃x, ν̃y, f).

Four energy bands are visible in Figure 5.21. The top band at the larger
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wavenumber corresponds to the thicker part of the material and contains the most

energy, suggesting it relates to 3.1mm thick sheet of GLARE which makes up the

bulk of the surface area. While the areas with stringers and stiffeners attached give

a greater effective thickness they also contain very little energy as is shown in Fig-

ure 5.25 (a). The other bands have a lower wavenumber, with each band shifted

downwards by approximately 6m−1. The lower wavenumber indicates a longer wave-

length and for a given material and frequency relates to a thinner material. As this

structure has no defects there are no parts thinner than the 3.1mm GLARE sheet.

Therefore it is suggested that the energy bands at lower wavenumber correspond to

Lamb waves present in a fraction of the laminate. This is also supported by the

clear regularity and separation of the energy bands.

A filter number map was again determined using a filter bank of 15 filters with

a width of kpass = 200m−1. An iterative process was used to ensure the 15 filters

spanned all measured thicknesses of the specimen. A broad range of filter band path

centres was first chosen and used the generate a result. The bandpass centre of the

the maximum and minimum filter value in the result is then taken as the maximum

and minimum bandpass centre for a new filter stack. This process is then repeated

until both the maximum and minimum filter values apear in the results. The results

are given in Figure 5.22.

Figure 5.22: Specimen 8 (a) filter number map result and (b) riveted stiffener area.

As with specimen 6 the pincushion distortion was clearly visible along with

some minor edge effects. The bulk of the surface was determined as being the same

thickness with the stiffener and stringer clearly visible. The bonded stringer is at

Y = 250mm and runs the length of the specimen in the X axis. The bonded and

riveted stiffener is centred at X = 385mm and spans into the Y direction. A third

stiffener that is bonded and riveted is visible at Y < 30mm. Figure 5.23 shows the

same result but highlights the rivets.

The area directly between the two lines of rivets are identified as areas of thicker

material. This stiffener was of a ”T” configuration with a wide flange and a central
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Figure 5.23: Specimen 8 riveted stiffener area.

beam. This central area was correctly identified as being thicker than the surround-

ing area. A single Vallen transducer was used to excite the structure as can be seen

in Figure 5.24.

Figure 5.24: Specimen 8 normalised velocity , u(x, y, t), at time t = 156µs.

The location of the transducer is visible in the top left corner and while Lamb

waves appear to have been generated in all parts of the specimen there is a noticeable

drop off at X < 250mm. This is at the location of the bonded stiffener. Figure 5.25

(a) shows the local amplitude. With further insight into the wave motion given by

the local orientation shown in Figure 5.25 (b).

From Figure 5.25 (a) the reduction in normalised energy clearly shows that

much of the amplitude of the steady-state excitation is lost post the stringer. The

bonded stringer as well as the footprint of bonded and riveted stiffeners have the

lowest wave amplitude. The large mass and high stiffness of these structures will

have a significant damping effect. As stiffeners are a common features on plate-like

structures the benefit of this technique being able to function with multiple sources is

clear. The local orientation shown in Figure 5.25 (b) shows the changes in dominant

propagation angle caused by reflections around features such as the stiffener and
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(a) (b)

Figure 5.25: Specimen 8 (a) amplitude map a(x, y) and (b) propagation angle map
θ(x, y).

stringer.

Post damage

Using the same processing parameters as using pre-damage in the above section

specimen 8 results were processed. Figure 5.26 show the resulting mode number

map.

Figure 5.26: Specimen 8 post damage filter number map.

The areas of damage are clearly visible, including the 5mm diameter defect. For

the 30mm diameter defects, A, E, F and G as shown in Figure 5.4, are also given

correct depth values relative to one another. The depth of defects C and D are

underestimated relative to the other defects. Defect C has a diameter of 10mm.

From the frequency wavenumber relationship shown in Figure 5.20 it can be seen

that at a frequency of 150kHz, a wavelength of approximately 12.5mm would be

expected for the A0 mode in the bulk of the material.
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Local amplitude and orientation maps were also recalculated for the damaged

state and are shown in Figure 5.27.

(a) (b)

Figure 5.27: Specimen 8 damaged (a) amplitude map a(x, y) and (b) propagation
angle map θ(x, y).

Figure 5.27 (a) shows clear increases in local amplitude at the defects. While

not utilised in this section the use of monogenic signal analysis to determine local

amplitude could be used to increase accurate location of defect edges. Small changes

in local orientation are also visible in Figure 5.27 (b).

5.4.4 Conclusions

An expansion of the Lamb wave WMS technique was demonstrated and was shown

to function on a broad range of materials. It was able to identify defects using

frequency wavenumber relationships gained from the measurement data. Strongly

non-isotropic materials such as those used in specimen 6 were in particular shown to

benefit from correction to the filter in the wavenumber-wavenumber domain. While

results were very clear, identifying single ply thickness changes, it may be possible

to further improve sensitivity by adapting the wavenumber frequency relationship

over a range of dispersion angles as this relationship was shown to change. The

technique was shown to work with no prior knowledge of the parts material, lay up

or geometry. The use and benefit of multi-frequency excitation for composite struc-

tures was shown. This was done in conjunction with multiple excitation sources.

The use of a Canny edge detection algorithm to identify the wavenumber-frequency

relationship was applied for its simple physical interpretation and ease of applica-

tion. It would however be expected that the application of a Convolutional Neural

Networks (CNN) to detect the A0 mode in in the frequency domain would give more

repeatable and accurate results. Likewise a CNN could be applied to identify dis-

persion characteristics in the wavenumber-wavenumber domain. A CNN would be
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a good candidate for these applications due to its success in similar applications in

computer vision problems [96]. When applying this technique to a large number of

the same part, information on these frequency domain relationships would not need

to be recalculated for each measurement. With a number of measurements of a part

of known thickness it would also be possible to directly relate a mode number to a

true material thickness.
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and feature detection

6.1 Introduction

All measurements in this work so far were completed on flat, plate like structures.

This is in line with previous work that utilises wavenumber filtering of wavefields for

damage detection. Some work has been completed on pipe structures or structures

with a very large radius of curvature [10, 73, 97]. Geometries such as the cylinder

of a pipe fall into the category of developable surfaces. A developable surface can

be defined as any surface with a Gaussian curvature of zero, in other words any

surface that can be flattened onto a 2D plane without any distortion [98]. It can

be thought of as a surface shape that could be created by bending a piece of paper.

When considering a wavefield this would allow it to be mapped onto a 2D plane

without distortion of wavelength. In the cases of large radii of curvature, like those

commonly found in structures such as aircraft wings, surfaces were assumed to be

flat. This assumption has a negligible effect on the estimation of the wavelength,

with A0 mode wavelengths being on the scale of tens of millimeters for common

material thicknesses and frequency ranges. Radii of curvature on the scale of tens of

centimeters will therefore cause little error in estimation of the A0 mode wavelength.

While some work has employed wavenumber related techniques on pipe struc-

tures, as 1D LDV or SLDV systems were being used, the pipes were being measured

and periodically rotated [58, 73, 99]. As wavelength is being used to determine

thickness this directly relates to the accuracy of this technique. It is also of partic-

ular importance in thicker parts, where small changes in wavenumber can relate to

significant thickness changes.

Work by Spytek et. al. [100] aimed to further wavenumber mapping approaches

to non-developable complex structures. In their work a SLDV was used. While this

allows the laser to be driven over the surface of a structure it can not differentiate

between in-plane and out-of-plane displacement. To complete the measurement of

a complex surface they had to realign the specimen to the SLDV multiple times to

allow the laser to measure the wavefield on different surfaces. To account for variable
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geometry a nonuniform Fourier Transform (FT) was applied over each measurement

area. As a SLDV system is used this requires prior knowledge of the specimen’s

geometry as well as known alignment between the specimen and the SLDV, further

complicating the set up. While the use of a nonuniform FT allows for certain

structures to be measured using wavenumber based techniques it does not account

for distortion present when non-developable geometries are presented. The use of a

3D SLDV makes this step substantially simpler as a good estimate of the 3D spatial

coordinates of each measurement point are known.

While developable surfaces can be mapped onto a 2D plane without distortion

this is not an arbitrary task when considering parts that do not have the same level

of symmetry or consistent curvature as that found in pipes. Consider for instance a

surface that has curvature with both positive and negative radii and curvature of a

variable radius. Correcting this distortion on a wavefield is a non arbitrary task.

For in-situ tests a set up is proposed where a 3D SLDV can be placed some

distance from the area to be measured. Ultrasonic energy is then driven into the

structure using either a contact transducer, air coupled transducer or pulsing laser

ultrasound. The use of a 3D SLDV system allows for an estimate of the specimen’s

shape to be extracted using triangulation alongside the recording of the wavefield.

This chapter proposes the use of mapping algorithms to use the geometric in-

formation obtained by the 3D SLDV to map the wavefield of complex geometries

onto a 2D plane so that WMS can be performed. This means no prior knowledge of

the specimens geometry or its position relative to the 3D SLDV needs to be known,

representing a significant step towards real world applications.

While non-developable surfaces only account for a small proportion of the sur-

faces found on structures such as aircraft or wind turbines they are also considered.

By definition distortion will be present when mapping these surfaces onto a 2D

plane. An algorithm is chosen to minimise distortion and give the most accurate

estimate of wavelength.

While WMS has been shown to give accurate thickness maps with high spatial

and depth resolution the clear definition of some edge features can still be challeng-

ing. This has been the case for a broad range of wavenumber based techniques [0,

62, 78, 101]. As such the use of monogenic signal analysis is proposed to generate

a local amplitude map from which edge features are extracted using Canny edge

detection [93]. The detected features can then be shown along side thickness esti-

mates to help visualise structural features and potential damage. A novel and robust

complete imaging approach is presented in this work representing a significant step

towards practical real world applications of WMS.
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6.1.1 Mesh Parameterization

This section presents a method of spatial parameterisation that allows an accurate

representation of the spatial wavelength to be gained in a structure with a non-

developable geometry. As such this technique will allow a single algorithm to be

applied to any geometrical shape. The main limitation is that the maximum angle

of incidence between the surface of the specimen and the SLDV can not be too great.

At large angles it will not be possible to have the surface visible to all three laser

heads preventing measurement. An increased angle of incidence between the laser

and the sample will reduce spatial resolution and the signal to noise ratio. A 45◦

angle of incidence to the specimen has been shown to cause significant distortion

[40]. For highly complex structures the specimen or the 3D SLDV would have to be

re-positioned and multiple measurements would have to be combined. Combining

the vision system present on the a 3D SLDV and fiducials on the structure would

make this possible.

There are a large number of techniques that map the surface of a 3D structure

to a 2D plane or vice versa. These have had applications in areas such as computer

vision or texture mapping [102]. Different processes have been designed for different

purposes and as such offer a number of trade-offs. Authalic mapping aims to preserve

the area of each mesh element, whereas conformal mapping aims to preserve the

angle between nodes and isometric mapping preserves length features [102]. Most

mapping algorithms are not solely based on a single principle but a combination

of them. This chapter will use As-Rigid-As-Possible (ARAP) as described by Liu

et al. [102]. This algorithm can be found in libigl [103] which is an open source

C++ geometry library. The python bindings for libigl were used to implement the

ARAP algorithm in this work. The ARAP method was chosen due to its ability to

preserve shape, computational speed and simplicity. When considering steady-state

wavefields, shape distortion is the primary concern that would lead to an inaccurate

estimation of spatial wavelength.

6.1.2 As Rigid as Possible mapping

Given a mesh of triangles, each triangle has the parameters xb = (x0b , x
1
b , x

2
b), locating

it in a plane, where b ranges from b = 1 to B which is the total numbers of triangles

present in the mesh [102]. The area of each element of the mesh is given by Ab.

Using a piecewise linear function these 3D coordinates of xb are mapped to a 2D

plane and assigned coordinates as ub = (u0b , u
1
b , u

2
b). A number of transformations

are used to transform xb to ub. Jb(u) denotes a 2x2 Jacobian matrix which is used

to perform this linear transform with auxiliary linear transforms being given by Lb

[102]. Lb is one linear transform from a set of allowable transforms B. Equation
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(6.1) gives the energy of the paramaterization [102].

E(u, L) =
B∑
b=1

Ab||Jt(u)− Lb||2F (6.1)

The Frobenious norm is donoted by || · ||F . This now becomes an optimization

problem where the energy is to be minimised. Equation (6.2) shows the optimization

problem faced where L = L1, L2, ..., LB, L being an allowable linear transform. [102].

(u, L) = argmin(u,L)E(u, L) (6.2)

Conformal mapping is not desirable in this use case as scaling factors can distort

triangles, therefore losing length data for a triangle which is of key importance

when identifying small changes in wavenumber in the wavefield. As such for ARAP

mapping the allowable transforms of rigid rotation, M , are defined by Equation

(6.3) [102].

M =


 cosθ sinθ

−sinθ cosθ

 : θ ∈ [0, 2π]

 (6.3)

More detailed information on the geometric transform can be found in work by

Liu et al. [102].

A further concept when considering geometric transforms is Gaussian curvature.

Gaussian curvature, K, is given by the product of the two principle curvatures k1

and k2, as shown in Equation (6.4).

K = k1k2 (6.4)

Developable surfaces, by definition, have a Gaussian curvature of zero [104]. The

curvature is the inverse of the radius which best describes the curvature in an axis

at that point [104]. As such the Gaussian curvature of a sphere of radius, q, is given

by Equation (6.5).

K =
1

q2
(6.5)

Once coordinates were mapped onto a Euclidian plane the wavefield was inter-

polated onto those new coordinates using a cubic spline as described by Dierchx

et al. [81]. The data could then be placed into a 3D matrix with two spatial and

one temporal axis in the form of u(x, y, t). Once in this form it was processed as

described in Chapter 3.1. The spatial Z axis values of the original coordinates were

then interpolated over the evenly spaced grid used to calculate the thickness map.

This allowed the results to be shown in the form of a 3D surface plot.
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6.1.3 Experimental setup

As in previous chapters a Polytec PSV-500-3D-M 3D SLDV was used to capture

the velocity at a number of discrete points on the structure. 100 measurements

where captured at each spatial point and averaged in the time domain to improve

the signal to noise ratio. Two specimens were selected, specimen 1, a 3mm thick

aluminium plate with three thickness reductions, was put through a roller to bend

it and give it a curvature. The plate did not have a constant radius of curvature as

the edges cannot be bent by the roller. With an arc height of 40mm the radius of

curvature was approximated to be 210mm. This specimen was labelled as specimen

9. Dimensions of the features of specimen 9 are given Figure 3.1 (b). It is however

noted that bending the specimen through rolling will likely have caused a small

thickness reduction of the bulk surface area of the plate. The specimen was excited

using a FM signal ranging from 30kHz to 350kHz at 200Vpp, which was driven into

the specimen through a single Pancom Pico-Z PZT transducer which was super-glued

to the specimen. The measurement area was 260mm by 260mm with the transducer

located at X = 130mm and Y = 270mm. Figure 6.1 (a) show the measurement

area in red and transducer location.
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Figure 6.1: Specimen 9 (a) and 10 (b) measurement area (red) and transducer
location (black).

A second specimen, specimen 10 is a aluminium panel removed from a Hawk jet.

It has a nominal thickness of 0.75mm with regions of 1.75mm and 1.5mm thickness.

Likewise it was excited using a 30kHz to 350kHz FM signal at 200Vpp, which drove

two Vallen System VS900-M PZT transducers. These transducers were clamped to

the structure with grease used as a coupling agent. The non-developable nature of

the surface meant establishing a rectangular measurement area. The measurement
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area of specimen 10 was nominally 475mm by 291mm. The transducers were located

at X = −50mm, Y = 150mm and X = 500, Y = 120mm. The transducer location

in relation to the measurement area is shown in Figure 6.1 (b). Specimen 10 also

had a hatch in the scan area. The thickness of the hatch material was 1.75mm. It

was attached with three screws and a silicate sealant. Images of the rear faces of

both specimens 9 and 10 are shown in Figure 6.2.

(a) (b)

Figure 6.2: Rear faces of (a) specimen 9 and (b) specimen 10.

As well as the measurement data, geometric data were taken from the 3D SLDV.

These data were generated through the 3D alignment of the lasers as well as the 3D

triangulation that is performed at every ten scan point. During 3D alignment each

laser head is turned off individually and the vision system confirms the alignment of

all three lasers onto the same point. This information further updates the geometric

model which is exported in the form of a tri mesh giving the coordinates of each

measurement point once the measurement is completed. Better estimates of the

surface geometry of parts can be obtained from the 3D SLDV by first determining

the exact positions of the lasers and their relation to the vision system with a

calibration tool that gives. The calibration tool gives points a known distance apart.

This step was however not performed as it represented an increase in measurement

setup time. When considering real world application it would be advantageous not

to have to perform this step.

6.2 Results and Discussion

6.2.1 Specimen 9 results

Specimen 9 was processed using the same WMS process as used to process specimen

1. A filter bandpass of kpass = 100m−1 was applied and filters were calculated at

thicknesses between 0.25mm and 3.25mm in 0.125mm intervals. Mode filters were
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calculated using a flattop shaped window. To show the benefits of ARAP mapping

the results were first found using only the X and Y coordinates. The coordinates

were rotated as to minimise the angle between the bottom corners. They were then

transformed to ensure the bulk of the surface was perpendicular to the angle of the

lasers. This ensures a fair comparison is given between mapped and un-mapped

results. As before all X and Y spatial coordinates were re-sampled and interpolated

using a cubic spline as in the analysis of Dierckx [81]. to give evenly spaced data

points before an FFT was performed. Figure 6.3 (a) shows the WMS results of

specimen 9 using only the X and Y coordinates, assuming a flat structure. Figure

6.3 (b) shows the results where WMS has been performed after the coordinates of

the measurement points had been projected onto a 2D plane using ARAP algorithm.
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Figure 6.3: Specimen 9 results (a) non-mapped (b) ARAP mapped.

The first notable issue when not mapping coordinates onto a 2D plane is the

decrease in length in the X axis. The length in the X axis is measured to be

247mm without mapping in comparison to 258mm when the geometry is flattened

using ARAP mapping. The measurement area was set between two lines marked

on the specimen in the X axis. These were nominally 260mm apart. Without

mapping, the centre of the panel is estimated to be 2.75mm thick with a reduction

of thickness down to 2.5mm at the edges. As the angle between the specimen and the

vibrometer increases the wavelength appears to shorten, corresponding to a lower

thickness. Figure 6.4 shows a cross section of specimen 9 at Y = 135mm.

When coordinates are corrected using ARAP mapping the thickness of the plate

structure is estimated to be 2.88mm thick. The area directly around the defect in

the centre of the plate was estimated to have a thickness of 2.75mm using ARAP

mapping. It was confirmed through measurement of the specimen that it had a re-

duced thickness of 2.9mm over most of the central area (X = 25mmtoX = 230mm).

This is likely due to the roll bending process. The non-mapped results correctly es-
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Figure 6.4: Specimen 9 cross section at Y = 135mm.

timate the area in the center of the specimen around 80mm < X < 190mm, where

the specimen is perpendicular to the SLDV but then indicates reduced thickness

towards the edges.

Once a flat projection of 3D coordinates had been determined and thickness re-

sults found, Z axis coordinates were interpolated over the new X and Y coordinates.

These were then mapped as a surface with the thickness results. This is shown in

Figure 6.5.

A local amplitude map was also calculated for this specimen using the ARAP

mapped coordinates and is shown in Figure 6.6. The envelope of the wavefield was

found using Equation (2.30) at each time sample and then averaged in the time

domain.
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Figure 6.5: Specimen 9 ARAP mapped results in 3D.

The three thickness reductions are clearly shown with good definition of the

feature edges. The largest thickness reduction shows the highest amplitude with a

decrease in amplitude shown at the greatest material thickness. The relationship

between material thickness and local amplitude was found by taking the average

amplitude of an area of ten by ten samples at each area of differing thicknesses.

Results are shown in Figure 6.7. The line of best fit is in the form of y = a∗e−c∗x+d
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also shown, where a, c and d are constants.
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Figure 6.6: Specimen 9 local amplitude map.

When considering the plane wave function, f(x) = Ae±ixk, where k is wavenum-

ber, A amplitude and x is a spatial coordinate this same relationship is also present.

Knowing the thickness of one or more areas of the specimen it may be possible to

determine thickness from local amplitude maps.
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Figure 6.7: Specimen 9 local amplitude thickness relation.

Unlike when local amplitude maps were generated for composite specimens as

in Chapter 5.1 full steady-state excitation is achieved allowing clear identification

of geometric features. When considering mode filtered results some edges show

a gradual change in thickness. This is particularly noticeable for small thickness

changes such as that seen around the 1mm thickness reduction in specimen 9. The

wavelength of the Lamb wave along with the spatial sampling frequency means

determining these instantaneous thickness changes can be challenging. Using the

local amplitude map a Canny edge detection algorithm was applied as implemented

by OpenCV [95]. Figure 6.8 (a) shows the detected edges with a standard deviation

of σ = 1.4. The detected edges can then be shown along with the thickness map

generated by mode filtering to help allow the easy identification of geometric features

as shown in Figure 6.8 (b).
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Figure 6.8: Specimen 9 (a) Detected edges in amplitude map and (b) edges overlaid
on mode thickness map.

The three thickness changes are clearly identifiable along with an edge around the

perimeter of the measurement were the spatial Tukey window was applied. A small

number of noise artefacts are also identified as edge features. The edge detection

shows the small amount of error present at the edges of the defects. The thinning

to 1mm is the largest thickness reduction and shows a sharp transition between the

3mm and 1mm thickness. Some area outside of the defect is however incorrectly

identified as being 1mm thick instead of 3mm thick. As the change in material

thickness reduces, thickness estimates show less abrupt thickness changes. For the

region of 2mm thickness a gradual transition is visible between the 2mm and 3mm

thick regions. This is due to the filter width selected to process this data. Had a

larger kpass value been used this transitional region would have been reduced but so

would have depth resolution. As such the edge detection can mitigate some of the

trade-offs between spatial and depth resolution by demarcating edges of thickness

change. While this would show up defects such as delamination defects that often

have abrupt thickness changes it would not be expected to effectively show gradual

thickness reductions such as those brought about by corrosion defects.

6.2.2 Specimen 10 results

A more complex geometry was offered by specimen 10. Again the results were first

found using only the X and Y coordinates projected onto a flat plane. Before this,

alignment and orientation of the coordinates were adjusted so that the four corners

would generate a plane perpendicular to the scanning laser. The spatial coordinates

were also interpolated to ensure even spatial sampling. Mode filters were calculated

using a bandpass width of kpass = 100m−1 and a flattop shaped window. Filters

were centered around thicknesses between 0.25mm and 2.5mm at 0.125mm intervals.
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Figure 6.9 shows the non-mapped and ARAP mapped results.

Using the mapped X and Y coordinates Z coordinates were re-interpolated over

those values. The edges of the results were cropped by five samples to remove some

of the spatial measurement errors present at the edges. Thickness map results weere

mapped onto these 3D coordinates, giving the results shown in Figure 6.10. The

un-mapped nature of the results shown in Figure 6.9 (a) can be identified from the

curved appearance of the stiffeners.
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Figure 6.9: Specimen 10 results (a) non-mapped (b) ARAP mapped.

The greatest angle between the surface of the specimen and the SLDV are in

the region of Y < 100mm. Substantial levels of spatial distortion thickness estimate

error are seen in this region of the non-mapped results in Figure 6.9 (a). As this

area of the specimen is at an angle relative to the SLDV the wavelengths would be

expected to be interpreted as shorter than they truly are. Reduced wavelength, and

therefore increased wavenumber, should result in a lower thickness estimate. This

is seen across this area with the bulk of the material estimated at a thickness of

0.65mm and in some places thickness reduces to as low as 0.5mm. There is also a
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region of over-estimated thickness between Y < 40mm and 150mm < X < 430mm.

This is likely due to the wavelengths being outside of the range of the wave mode

filters.
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Figure 6.10: Specimen 10 ARAP mapped results in 3D.

The steady-state excitation nature of the measurement combined with its geom-

etry means that while Lamb waves will propagate in all directions, distortion will be

dominant in a single axis, resulting in unpredictable measurement errors in certain

regions. The nature of the curvature of the specimen can be seen in Figure 6.10.

Once coordinates had been recalculated onto a flat plane using ARAP mapping

and mode filtering had been performed, the distortion previously seen in the area

of Y < 100mm is removed as can be seen in Figure 6.9. The bulk of material is

correctly assigned a thickness value of 0.75mm. The stiffeners are now also shown as

being straight. Prior to ARAP mapping being performed the stiffener at X = 180

was shown to have reduced thickness at Y < 100mm. Post mapping a uniform

thickness value of 1.625mm was assigned to this region.

Post ARAP mapping had been performed new artefacts are introduced at either

end. A small region at X < 10mm is estimated to the largest thickness value, as is a

region at X > 250mm. This is largely due to the geometric transform. As the area

over which the wavefield is measured is a rectangle projected onto a complex shape

the edges are not straight once projected onto a 2D plane. Without ARAP mapping

the X dimension is 460mm whereas with mapping is extends to 477mm. The empty

spatial data points that result from mapping the coordinates to a 2D plane are

assigned a value of zero. While this accounts for much of the error at the edges in

the X axis, which measured 2.5mm, there are still edge artefacts which appear to

cause errors a few millimeters further into the scan area. The spatial Tukey window

is applied after the coordinates are mapped onto a 2D plane. As such there will be

a step change in the wavefield causing errors when estimating wavenumber. While

performing spatial windowing before ARAP mapping is completed might reduce

such artefacts in this instance it would still result in an uneven spatial window one
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ARAP mapping had been performed. For measurements of complex geometries the

scan area would need to be cropped post being projected onto a plane to reduce

these effects and minimise the amount of lost data at edges.

At X = 308mm and Y = 285mm a thickness increase is also shown in the thicker

area of the stiffeners. To further explore this the Gaussian curvature of the surface

was calculated and is shown in Figure 6.11.
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Figure 6.11: Specimen 10 Gaussian curvature.

In the region of X = 308mm and Y = 285mm an area of high Gaussian curvature

is shown which indicates a measurement artefact, as the surface of the specimen is

smooth. The edges of the measurement area are particularly susceptible to this types

of errors. A low Gaussian curvature across the bulk of the geometry shows that the

geometry of the specimen can be mapped to a 2D plane with limited distortion. A

number of points show higher Gaussian curvature due to measurement errors but

seem to introduce limited error in the resulting thickness map. The 3D plot given

in Figure 6.10 also shows the distortion present in the geometrical data causing the

distortion at X = 308mm and Y = 285mm.

A local amplitude map was determined for specimen 10, using the same process

as used for specimen 9, and is shown in Figure 6.12. Again the local amplitude map

offers a clear view of the geometric features present in the structure. Edges of the

thicker stiffener regions are well defined.

The hatch and the three bolts holding it to the structure are also visible. This

figure does also serves to show the benefits of WMS. While stiffeners are clearly

visible it is not possible to distinguish a thickness difference between the stiffener

at X = 300mm and those at X = 120mm and X = 410mm. The difference in the

thickness of these stiffeners is however clearly shown in the WMS result. The local

amplitude map can easily be determined from the data gathered for mode filtering.

As such it would offer extra information about the geometry or damage in the

structure alongside mode filter mapping. Canny edge detection as implemented by

OpenCV [95] was applied to the local amplitude map. Detected edges are shown in
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Figure 6.12: Specimen 10 local amplitude.

Figure 6.13 (a). The detected edges were overlaid onto the thickness map determined

by the WMS as shown in Figure 6.13 (b).
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Figure 6.13: Specimen 9 (a) Detected edges in amplitude map and (b) edges overlaid
on mode thickness map.

On specimen 10, as well as specimen 9, artefacts are present around the edge
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of the measurement area. These are due to a combination of the spatial Tukey

window applied before filtering as well as the ARAP mapping that results in a non-

rectangular surface. As local amplitude is not wavelength dependent and it is not

liable to the same distortion seen in wavenumber estimation of complex geometries.

As such it offers another information source which helps allow true features and

artefacts to be distinguished. Likewise the local amplitude map is susceptible to

amplitude dependant noise, which WMS is not. For instance an edge is detected

around X = 400m and Y = 180mm. This does however not relate to any thickness

change so can be classed as likely being a measurement artefact. Likewise the error in

thickness estimation seen around X = 300mm and Y = 280mm does not coincide

with any edges as it is the result of an error in the estimation of the specimen’s

geometry.

6.3 Conclusions

A method was shown where ARAP mapping was employed to map wavefields of

non-developable geometries onto a 2D plane to allow WMS to be completed. The

Specimens geometry was extracted from data taken while measuring wavefields us-

ing a 3D SLDV, successfully demonstrating a step towards real world application

where no prior knowledge of the specimens geometry or orientation to the 3D SLDV

is required. The ability to use the spatial coordinates gathered in the measurement

represents a significant advantage compared to other solutions that would require a

secondary measurement of the geometry. The distortion generated in the wavefield

by these complex geometries clearly caused errors when performing WMS. This dis-

tortion would likewise be present with other methods that rely on the wavelength

of Lamb waves for damage detection. Thicker structures would be more greatly

affected by any distortion of wavelength due to the reduced change in wavenumber

for a given thickness change at larger thicknesses. It was noted that estimation of

the geometry had higher errors at the edges of the measurement area. This could

however be easily corrected by excluding these regions. Likewise surface smooth-

ing could be applied to reduce out-of-plane error in the positional coordinates of

the measurement points when applying this technique to structures such as wind

turbines with smooth surfaces. A novel use of monogenic signal analysis combined

with Canny edge detection was also presented. It was shown that using a steady-

state multi-frequency excitation allowed for a clear amplitude map to be generated

directly from the wavefield data that was free from dominant wavelengths or high

amplitude areas due to attenuating waves traveling through the specimen. This al-

lowed for the Canny edge detection algorithm to be applied to clearly identify sudden

changes in thickness. This offers the ability for thickness maps to be compared to
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known part geometries by referencing edge features.
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7. Python package

As part of this work a Python package ”CUSP” was created. The purpose of this

package is to simplify the task of performing wavenumber and WMS tasks. Gaining

the results presented in this work presented a number of computational challenges.

At the core, data sets were very large. Once zero buffered to 512 spatial samples

and with 1024 temporal samples, wave fields contained 268 ∗ 106 data points.

CUSP offers a general class WaveNumber that consists of tools to perform tasks

such a frequency filtering, plotting, windowing, and other filtering and visualisa-

tion functions. All operations are performed on WaveNumber objects that contain

information such as temporal and spatial sampling frequencies, scan points spatial

coordinates and wavefield data in the form of an evenly sampled matrix with two

spatial and one temporal axis.

A child class of this is PolytecUFF which facilitates the importing of data directly

from Polytec vibrometers in the form of a .UFF file. The class converts the temporal

data streams given with a spatial coordinates to an evenly sampled wave field matrix.

It also has a number of functions to perform tasks such as rotating spatial sampling

points to straighten the lower edge and alighting the spatial coordinates so that the

bulk of the geometric face is perpendicular to the SLDV.

A further child class, FilterBank, which generates and manages filters. When

processing over a larger thickness range with 24 steps a filter stack will have 9 ∗ 109

data points. When stored in 64bits, that converts to 48GB. This class manages

the reading, writing, and naming of these files and also has the capability to split

filters into multiple smaller files allowing batch processing. All objects are converted

to a byte stream and saved in a .p format using data pickling, a form of data

serialisation. The current data handling process does however require enough RAM

to simultaneously load the measurement data and a filter and still have a third of the

RAM free as protocols such as multiplication of the data and the filter will generate

a third object. For most operations this will be no less then 16GB. Further work

would be required to ensure this process runs fast on less powerful computers.

The generation of the filter banks presented some challenges in terms of compu-

tation time. Initial filters were calculated in a Cartesian coordinate system but when

considering the symmetry across the filter in the frequency domain, the computa-
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tion of a single filter took in excess of 20 minutes. This time was vastly reduced to

around 5 seconds by computing filters in the polar domain where isotropic filters are

identical at all angles at a given frequency. The OpenCV package was used to con-

vert these polar domain filters into the Cartesian domain through a C implemented

function. This reduced the computational time significantly and helped allow a large

number of filters and filters of different band pass widths to be calculated.

While the FilterBank package creates mode filters for non-isotropic materials a

further module CompositeWave was also created to deal with the specific require-

ments of non-isotropic or unknown materials. This includes functions to determine

and verify frequency-wavenumber relationships as well as wavenumber-wavenumber

relationships.

While not written with an end user in mind this package delivers powerful tools

for further investigation into wavenumber, wave mode and other frequency domain

filtering approaches. With the tools provided mode filtering can be performed in

only a few lines of code. Without these tools much of the work presented here would

not have been possible.

The full package will be made available at git@bitbucket.org:frederickpurcell/wavenumb-

er.git (This is currently a private repository)
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ture Work

8.1 Discussion

Through this work many challenges faced by wavenumber based NDT methods have

been addressed. While much work still needs to be completed before this technique

becomes a viable alternative to current methods, such as ultrasonic testing, signifi-

cant steps have been taken to realise real world implementation. The work presented

here offers solutions for many factors that previously limited full-field wavenumber

based NDT.

Wavenumber filtering, as proposed by Flynn et al. [65], was limited by its sin-

gle frequency excitation nature. Existing methods used application of broad band

mode filters before performing wavenumber filtering at single temporal frequencies.

No only did this method limit the utilisation of the large volume of information

contained in a full-field measurement but it also relied purely on out-of-plane data.

The use of mode filters as presented in this work allows all temporal frequencies to

be considered in a single result. This showed substantially improved results when

compared to single frequency measurements. The use of a broad frequency range

also helped to reduce dependence on transducer characteristics as well as ensuring

energy is driven into the material at all thicknesses. Compared to recently published

work using wavenumber to detect damage [101] results achieved using wave mode

filtering offer both better spatial and depth resolution.

Previous work had applied wavenumber based damage detection to composite

structures. However none of these methods accounted for the fact that dispersion

characteristics can vary greatly over different propagation angles [61, 67, 78]. Anal-

ysis of dispersion behaviour was performed over the measurements frequency range.

Wavefields were captured for a range of composite materials. Using both in-plane

and out-of-plane velocity data, wavenumber dispersion curves, as well as polar form

phase velocity dispersion curves, were generated. Measured dispersion character-

istics were used to build mode filters that allowed relative thickness maps to be

determined from multi-frequency wavefield data. The use of multi-frequency exci-
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tation for a single result had previously not been achievable due to the requirement

to know the frequency-wavenumber relationship for the specific composite. Once

again the superior performance of multi-frequency excitation was shown compared

to single frequency results. It was shown that considering composite materials as

being isotropic caused little error in thickness estimates of quasi-isotropic compos-

ites like those used in previous work [61, 67, 78]. When applying the same process

on highly anisotropic materials significant error was introduced. By determining the

relationship between wavenumber and dispersion angle from the frequency domain

measurement data, mode filters were adapted which significantly reduced error in

thickness estimates. This not only offered substantial improvements over existing

techniques but also ensured wave mode filtering can be applied to thicker compos-

ite structures in the future, where smaller wavelength changes correlate to larger

thickness changes.

A further significant step toward real world application was made by extending

the proposed techniques to geometrically complex parts. Attempts had been made

to expand wavenumber based techniques to complex geometries [40, 100]. These did

however not prove adequate solutions to allow wavenumber based damage techniques

to be practically expanded to parts with complex geometries. The requirement for

prior knowledge of the parts geometry and orientation to the measurement device

was a significant limitation. By implementing wavefield measurements using a 3D

SLDV these limitations were overcome. The errors introduced by assuming surfaces

as being flat were also clearly demonstrated. By mapping wavefields onto a 2D

plane and minimising distortion of length features it was shown that good results

can be obtained even when given a non-developable surface geometry. This work

demonstrated the feasibility of this technique to be applied to real world parts in

quality control testing as well as in service testing.

8.2 Conclusions

In this work methods were presented that enable damage to be effectively detected

in a range of different materials and material thicknesses. The use of Rayleigh-Lamb

equations to determine mode filters for multi-frequency narrow band filtering was

shown to offer a fast and quantitative way to both detect damage and also iden-

tify geometric features. The concept of narrow band mode filtering was developed

and demonstrated on two specimens, showing it to be capable of giving a good esti-

mate of thickness. When a large number of thickness changes were introduced over a

large thickness range it substantially outperformed other single frequency wavenum-

ber filtering techniques and again produced an accurate estimate of thickness. This

comparison also highlighted the inherent limitations faced by single frequency exci-
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tation especially when considering parts with thickness greater than 5mm.

A 3D SLDV was used to investigate the dispersive behaviour of a number of car-

bon composite plates with different fibre layups. The dispersive nature of the materi-

als were compared by analysing both in-plane and out-of-plane data in the frequency

domain. This work showed that for highly non-isotropic materials the wavenumber-

frequency relationship changed over different angles. Likewise the wavenumber of the

dominant A0 mode was shown to undergo large changes at a given frequency and ma-

terial thickness depending on the dispersion direction. While dispersion behaviour

was observed to be highly complex and vary greatly between different specimens a

few key characteristics were identified. For a given frequency the wavenumber var-

ied over different dispersion angles for non-isotropic materials. It was also observed

that the gradient of the wavenumber-frequency relationship did not vary greatly

over different dispersion angles.

Using these insights the concept of mode filtering was successfully extend to

composite materials or any material with unknown properties. This was achieved

by removing the reliance on theoretical dispersion relations and instead determining

the wavenumber and dispersion angle relationship as well as wavenumber-frequency

relationship from the frequency domain measurement data itself. In the frequency

domain Canny edge detection was applied to identify the dominant A0 energy band.

Using Canny edge detection rather than identifying areas of high energy ensured

this method would be applicable to structures with large thickness ranges where

energy bands in the frequency domain are not confined to a distinct area.

The novel mode filtering technique was then shown to be able to identify areas

of varying thickness on a range of materials without any prior knowledge of the

material or their dispersion characteristics. The technique was demonstrated on

a number of different composite materials. In a carbon composite made from twill

weave it was clearly able to identify and size a delamination defect and identified the

uniform thickness of the rest of the material correctly. It was also shown to be highly

effective when tested on a fibre glass specimen with all fibres arranged in a single

direction, giving highly isotropic material properties. Single ply thickness changes

were identified and areas of the same thickness in different areas of the specimen

were correctly identified as such. The use of multiple excitation sources for the

generation of a steady-state excitation was also demonstrated on this specimen.

This method was shown to be effective in evaluating advanced materials such as

GLARE. Multiple transducers were again used to generate a steady-state excitation

in the large structure. The high attenuation of these materials was shown to cause

low propagation is likely to have reduced the signal-to-noise ratio suggesting results

can be further improved. The multiple sources also served to offer a more complete

data set in the frequency domain by driving energy over multiple propagation angles,
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allowing various relationships to be determined. With a future view of expanding

this technique to large structures without boundaries that cause wave reflection, this

is of particular importance.

To realise this process on real world structures a final package of work was

undertaken to allow these algorithms to be applied to geometrically complex parts.

Through the use of the positional coordinate data gathered by the 3D SLDV at each

measurement point, it was shown that an adequate estimation of the parts geometry

could be gained. Using this geometric information along with an ARAP mapping

algorithm the wavefield was mapped onto a 2D plane with limited distortion of

length features. A curved aluminium plate and an aluminium panel from a Hawk

jet were measured and had wave mode filtering applied to them assuming a flat

surface. The error in thickness estimate this caused was clear and significant. By

mapping the wavefields to a 2D plane it was shown that length features of the waves

were correctly recreated giving accurate and consistent thickness estimates over the

specimens. As before, steady-state and multi-source excitation was utilised. Using

monogenic signal analysis a local amplitude map was generated from the steady-

state wavefield. This map showed great spatial resolution and accurately identified

stepped thickness changes in the material. Canny edge detection was applied to

identify these changes. They were then overlaid onto the thickness maps giving

positional data of where edge features are present. Not only does this help align

any measurement with known geometric information of the part but it also helps

clarify any areas where the thickness map was not able to accurately represent

stepped thickness changes. For isotropic materials wave mode filtering was shown

as a feasible real world solution for structures with ether complex or plate like

geometry. Good material thickness representation was shown and low sensitivity to

different transducers and transducer placement was also demonstrated. The proven

use of multiple transducers would also help in future applications on large structures.

While composites represented a greater challenge the use of mode based filtering was

shown to be able to give highly accurate thickness estimates, showing thinning from

damage such as delamination. It was however shown that obtaining a direct measure

of material thickness would be challenging to achieve. For industry application it

would be expected that some detail of the part would be known. The relative

thickness map which was demonstrated in this work could be used in conjunction

with knowledge of the part to easily identify and locate variations and damage.

8.3 Future work

For isotropic structures further investigation into window shape and width shows

promise in improving results. The direct relation between spatial and depth res-
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olution was shown. An adaptive windowing technique could be applied to mode

filtering whereby the different filter widths are applied in different regions depend-

ing on material thickness and local thickness changes.

The thickness given to each pixel is currently also assigned solely by the thickness

of the filter which maximises energy at that point. By considering the energy levels

in the other filters and the prevalence of the filter that holds the most energy, it

may be possible to identify pixels being assigned a thickness with lower certainty.

Likewise areas near stepped thickness changes could be identified using this method.

Furthermore, no work was completed to investigate the frequency ranges used

for excitation. While a broad frequency range was used, measurements might be

improved by using different frequency ranges. A narrower frequency range would

allow more energy to be driven into the specimens at the chosen frequencies. By

testing a number of frequencies at a range of sample points an optimum excitation

frequency could be established. It could also be beneficial to drive the transducer

with a signal that does not have a linear frequency amplitude relation. That is to say

flatter frequency characteristics could be produced by driving the transducer at a

lower amplitude at its resonance frequencies and a higher amplitude at frequencies

where it showed less resonance. While this would require prior knowledge of the

transducer and its frequency response it may offer more consistent and accurate

results over materials of different thickness ranges.

While this work emphasised improving wavefield based techniques for thicker

materials there is an inherent limitation when using the dominant A0 mode. Within

usable frequency ranges the wavelength changes will be very small for a given thick-

ness change at large material thicknesses. At these same frequency thickness ranges

the in-plane S0 mode starts to show large changes in wavelength for a given thick-

ness change. It is therefore expected that mode filtering could be expanded to use

the S0 mode’s larger frequency thickness products given found in thicker structures.

By considering a material with broad thickness ranges a system that includes filters

for multiple modes could be considered.

A further area not covered in this work is adhesive joints. The demonstrated

ability of mode filtering to be able to determine defects, such as delamination defects

indicates that adhesive joints could also be successfully imaged using this method.

While other work has used full non-contact setups, where energy is being driven

into the structure though air coupled or laser based ultrasound a lack of access to

this instrumentation prevented this from being demonstrated with mode filtering.

The comparison between different transducers in Chapter 3.1 does show that mode

filtering is not particularly sensitive to the frequency characteristics of the driving

transducers. The use of different excitation methods could offer better results if

more energy can be driven into the structure, improving signal-to-noise ratio.
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When investigating the dispersion behaviour of non-isotropic materials it was

noted that the wavenumber-frequency relationship varies over different angles of

propagation. If enough energy were to be driven into the specimen it would be pos-

sible to determine the wavenumber-frequency relationship at different propagation

angles and build mode filters to reflect this behaviour. This would further help to

increase the accuracy of this method for non-isotropic materials. It would require

ether high amplitude steady-state excitation or multiple transducers to generate

high levels of energy in a broad range of propagation directions.

The frequency domain data could foreseeably also be used to determine the

approximate material characteristics or even layup by comparing the measured dis-

persion characteristics with ones modeled for likely materials. When combining this

information with a single point of known material thickness a true thickness map

could be achieved for composite materials.

The methods in this work represent a significant step towards realising wavenum-

ber based damage detection techniques in real world applications. By implementing

the techniques presented with a measurement setup optimised for speed, parts of

unknown material and geometry can be measured and defects identified.

On the basis of this work an EPSRC grant was submitted. A final system is

to be demonstrated that can complete fast and automated measurements of large

and geometrically complex composite structures such as a wind turbine blade. To

achieve automation a 3D SLDV is to be mounted on a robot arm with a second

arm controlling the placement of an air coupled transducer. Through further op-

timisation of wave mode filtering the detailed information gained is to be used to

update an FEA model of the part being examined to give insight into how any de-

viation from the planned design or damage might effect performance. By applying

methods such as compressive sensing, processing speed can also to be substantially

improved. Visualisation of these large data sets is to be aided by virtual reality and

augmented reality technologies. The final system will offer significant improvements

to how NDT is performed on large composite. The deep insight gained will have

the potential to drive a step change in how NDT is performed and drive data based

quality control.
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