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Abstract

Clinical pathways are an effective and efficient approach in standardising the pro-

gression of treatment, to support patient care and facilitate clinical decision making.

This research project was funded by KESS2 in collaboration with a company partner

- Velindre Cancer Centre (VCC).

This thesis develops efficient and sustainable methods for pathway mapping, mod-

elling and improving, within the context of developing a state-of-the-art decision

support tool. A particular focus on lung cancer is considered for method construc-

tion and investigations.

The clinical pathways are mapped through representing each pathway as a string of

letters. This enabled the development of the modified Needleman-Wunsch metric,

to allow for consideration of both data and medical expert information, for the use

with k-medoids clustering.

The key contribution of automating the simulation build and necessary input param-

eters, is developed. Models can be constructed for four routing procedures, namely

Raw Pathways, Full Transitions, Cluster Transitions and Process Medoids, that ex-

plore progressively less complex and varied interpretations of the clinical pathways.

Improvements can then be investigated for aligning capacity and demand.

Combining this amounted to the development of Sim.Pro.Flow, an open access deci-

sion support tool, that contains all methods discussed in this thesis. The generalised

approach allows for these methods, and Sim.Pro.Flow, to be suitably flexible for ap-

plication with process data from both healthcare and other industries.
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Glossary
Term Description

General

Data Type
The format of the data, where three options (DT1, DT2 and DT3) are
supported in Sim.Pro.Flow as described in subection 1.2.4.

Data
The selected input data.

I
The number of individuals in the data.

Dataframe
The dataset generated of the unique pathways within the data.
This will be sorted by decreasing count then alphabetically decreasing.

i
The number of entries in the dataframe which corresponds to the number
of unique pathways in the data.

Pathway
String of single character codes representing the chronological order of
activities performed by an individual.

Pathways
Indexes

The number corresponding to the position of the pathway in the
dataframe, starting at 0.

Day
The time unit of a day.

Named Day
Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Sunday.
Day 0 will be Monday in the simulation.

N
Number of activities i.e. total number of activity nodes.

n
Activity node where n ∈ [1, ..., N ].

An

Number of arrivals at node n i.e. the number of times node n was the
first activity in the pathway.

P
Number of days in the period covered in the data (Overall Period).

Floor
Formally the largest integer no larger than x [305] i.e. the integer.

Ceiling
Formally the smallest integer no smaller than x [305] i.e. the integer +
1. Written as ceil in equations.

Networks
Depiction of the relationship between nodes in the form of a directed
graph.

Time in
System

Integer of the last service start date minus the integer of the arrival date.

Routing
Procedure

Interpretation of the clinical pathway which defines the network and the
possible pathways that are available to perform.
The following four routing procedures are discussed: Raw Pathways (for
validation), Full Transitions, Cluster Transitions and Process Medoids
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Term Description

Clustering

Distance
Metric

Method used to calculate a numerical value to represent how different
two strings are. The Python library Textdistance [274] is used to calcu-
late all metrics except for the Modified Needleman-Wunsch.

Transition
Matrix

Matrix where position (i, j) represents the exact number of times activity
i followed by activity j was performed.

Reduced Transi-
tion Matrix

Same as Transition Matrix but where any entries with values less than
the Adjust Percentage are reduced to 0.

Adjust
Percentage

Percentage applied to the number of unique pathways e.g. 5% of 200
pathways = 10.

Transition Prob-
ability Matrix

Matrix where position (i, j) represents the probability of activity i fol-
lowed by activity j was performed. Calculated by each value in the
Transition Matrix divided by the sum of its row.

Difference
Matrix

The total, mean and largest transitions are calculated by taking the abso-
lute difference between the reduced transition matrix and the simulation
transition matrix, not including the start and end activities.

Distance
Matrix

Matrix where position (i, j) represents the distance between string i and
j.

Propagated
Values

As the clustering is performed for the dataframe (only unique pathways),
when using the clustering results for the simulation one must consider
’propagating’ the results to reflect the full data. For example, if pathway
’ABC’ was assigned to cluster 0 and repeated 4 times in the original data,
then the list of pathways for cluster 0 would contain [’ABC’, ’ABC’,
’ABC’, ’ABC’].

k-Medoids
Clustering method to separate the set of pathways into k clusters with
one of the pathways as the centre point for each cluster. Points are
assigned to the cluster with the smallest distance to the centre point
(medoid). [309]

Medoids
The pathway selected as the centre point for a cluster.

k
The number of clusters.

Max k
The maximum number of clusters to calculate.

Initial
Centroids

Initial starting centres for the k-medoids clustering.

Silhouette Score
A metric to represent how ’good’ the clustering is - used to suggest the
number of clusters ( k ) to select. Describes how close a point is to its
assigned cluster centre compared to the centres of the other clusters [314].
Values range between -1 and 1 where a larger values indicates a better
clustering.
The Python library scikit-learn is used to calculate the silhouette score
[248].

Network
Connections

Number of non-zero entries in the Transition Matrix

Tolerance
Value to define the results to highlight i.e. if the number of network
connections are within the selected tolerance of the number of network
connections of the original data then results will be highlighted for that
value of k.
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Term Description

Simulation

Seed
As Ciw [56] uses random number generators, a seed is set to ensure that
the same set of random numbers are used. This allows the simulation
to be run multiples times and not have the results change due to the
random numbers generated.

Node
A node is an object where individuals are serviced. Each activity will
have a corresponding node. Node count starts at 1.

Dummy Node
A dummy node is used when the service at the node is unimportant but
the node is required to structure the system.

Class
A class is used to denote groups of individuals [58].

Arrival Rate
The rate at which individuals will arrive into the system through the
arrival node/s. An Exponential Distribution is use where the general
arrival rate used is calculated by

λ =
An

P
(1)

Exponential
Distribution

The exponential distribution is used to sample the time between events
which occur at an average rate λ [59,304]. The exponential distribution
is commonly used for the arrival rate.

Deterministic
Distribution

The deterministic distribution will always sample the same value [59].

Server
Schedule

Takes the chosen capacity and produces a schedule to define the amount
of capacity required per day. The length of the schedule will be defined
for the number of weeks in 1.5* Overall Period for the original data. If
warm up Iterative selected then defined for the number of weeks in w
*Overall Period for the original data.
Schedule is cyclical, thus if the end is reached the schedule will loop.
*Ensure for warm up Warm Start that the schedule is not required to
loop*

Warm Up
A warm up time is the time where the simulation will run without collect-
ing results. This is to allow the simulation to ’fill up’ before observation
of the system. [61]

w
For the Iterative warm up, w is the number of times to simulate I indi-
viduals where only the final I individuals will record results e.g. with w
= 3 and I = 200, the simulation will run for 600 individuals where only
the final 200 (from id number 401 onwards) will be recorded.

Week Type
Number of working days. If 5 days selected simulation capacity will be
set to 0 for Saturday and Sunday for all activities (including the dummy
node).

Percentage
Util 100%

Percentage Util 100% =
No. days recorded all capacity used

No. days activity had capacity
(2)

Overall Period
For the original data this is calculated by latest date recorded - earliest
date recorded.
For the Simulation results this is calculated by latest exit date - earliest
exit date recorded.
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Term Description

Capacity

P Probability distribution for number of individuals arriving into the sys-
tem each day.

λ Arrival rate for Poisson pmf.

α Probability of extra capacity.

A Individual

n Number of tests

LB Lower bound

UB Upper bound

Pn Row vector containing the probability per possible number of test

C Capacity

r Row

t days (i.e. time)

p Probability

p sequence Sequence of probability (α) values, where pseq is for daily values and
PSEQ is weekly values.

D Number of days in the week considered.

E Expected value for number of arrivals per day.

Term Abbreviation

Single Cancer Pathway SCP
National Optimal Lung Cancer Pathway NOLCP
Point of Suspicion POS
Non-Small Cell Lung Cancer NSCLC
Small Cell Lung Cancer SCLC
Urgent Suspected Cancer USC
Non Urgent Suspected Cancer nUSC
Multi Disciplinary Team MDT

Anesthesiology AN
Health Policy and Services HPS
Industrial Engineering IE
Medical Informatics MI
Operations Research and the Management Sciences OR/MS
Business Process Modeling Notation BPMN
Diagnosis-Related Groups DRG
Quality Adjusted Life Years QALY
Information Technology IT
Electronic Health Records EHRs

Discrete Event Simulation DES
Time in System TiS
Key Performance Indicators KPIs
Probability Mass Function pmf
Percent Point Function ppf
Visual Interactive Simulation VIS
Graphical User Interface GUI
Data Type 1/2/3 DT1/DT2/DT3

Levenshtein Lev
Damerau-Levenshtein DLev
Jaro Jaro
Jaro-Winkler JaroW
Needleman-Wunsch NW
Jaccard Jac
Cosine Cos
Longest Common Subsequence LCS
Modified Needleman-Wunsch MNW
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Chapter 1

Introduction

Knowledge Economy Skills Scholarships (KESS) is a pan-Wales higher level skills

initiative led by Bangor University on behalf of the HE sector in Wales. It is

part funded by the Welsh Government’s European Social Fund (ESF) convergence

programme for West Wales and the Valleys. This research project was funded by

KESS2 [152], in collaboration with a company1 partner – Velindre Cancer Centre

(VCC) [286]. VCC is the largest cancer treatment centre in Wales, who provide

specialist non-surgical solid tumour cancer services to South East Wales and farther.

This thesis investigates three main areas of developing a clinical pathway, namely,

mapping, modelling and improving. Each stage of development brought with it its

own set of methodological challenges resulting in interesting research developments.

This chapter provides background motivation and initial exploration as follows:

• Section 1.1 gives an overview of cancer services and discusses the motivation

of focussing on lung cancer.

• Section 1.2 introduces clinical pathways through formal definition, application

to cancer in the UK, performance targets and interpretation within the thesis.

• Section 1.3 provides the problem description, discusses preliminary investiga-

1“Company Partner” is standard terminology used by KESS2.
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tions and introduces the decision support tool.

• Section 1.4 formalises the research questions and outlines the thesis structure.

• Section 1.5 outlines my contribution to collaborations within the thesis.

1.1 Cancer Services

Cancer patients can present in the system in many different ways for example self

reporting either through a GP appointment or Accident and Emergency (A&E)

department at a hospital, screening programme, incidental finding during a routine

operation or inpatient hospital stay. From this point their progression through

the system can take numerous routes in the endeavour to diagnose the cancer and

then diverge even further when considering treatment protocol. This leads to high

variation of interactions with these services, adding a base level of complexity.

A cancer patient is likely to interact with all three levels of primary, secondary and

tertiary care (e.g. General Practitioner, hospital and specialist centre respectively

[210]). These are often run as individual entities that organise their operations and

data collection as isolated segments. For context, Velindre provides tertiary care

as the main hub for non-surgical solid tumour cancer services, where outpatient

services are also offered at other secondary care sites. This spanning network of

services is one of the main factors in requiring an aligned clinical pathway, to ensure

that patients are receiving the same standard of care across all sites. Therefore the

scope for producing a clinical pathway for cancer patients spans a complex system.

It is important that cancer patients receive individualised treatment that is suitable

to them, equally it is necessary for a service to be able to plan for this high level of

variation accordingly. This leads to the interesting opposing objectives of mapping

out a clear structured pathway whilst also allowing for personalised care.

A pathway that encompasses a holistic view of the system for all cancer types

would be an inconceivably large undertaking. Alternatively, producing a specialised

clinical pathway for each of the 93 different cancer types listed by Cancer Research
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UK [45] would also be a very difficult task. Therefore, it was clear that for this

research to have the largest benefit to Velindre, the methods used would have to be

able to adapt to various cancer sites. However, for the purpose of development and

investigation one cancer site would be chosen for in depth analysis.

Lung Cancer

The World Health Organisation [317] notes lung cancer as (one of) the most common

cancers and the cancer with the highest number of cancer deaths. In general it is

known that cancer mortality can be reduced with early treatment and detection. For

lung cancer specifically, in Wales (reported 2015 for 2010-2012 time period), one-year

survival for stage 1 was 78% compared to 14% for stage 4 [297]. Comparing the lung

cancer survival in Wales to the rest of Europe finds that for men and women, one-

year and five-year lung cancer survival, Wales was the 28th lowest relative survival

out of 29 countries [297]. These statistics indicate that there is a vast amount of

room for improvement for lung cancer survival, where [297] concludes that early

diagnosis is only one route for improvement, noting that key issues in a patient’s

pathway i.e. waiting times for x-rays, and rapid treatment could all be considered

[297]. Therefore, lung cancer was the chosen cancer site for in depth analysis.

There are two main types of lung cancer, non-small cell lung cancer (NSCLC) and

small cell lung cancer (SCLC). Approximately 80-85% of lung cancers in the UK

are non-small cell (NSCLC) [46] and thus was the main focus of investigation.

1.2 Clinical Pathways

This section introduces clinical pathways by displaying the formal definition (sub-

section 1.2.1), demonstrating the vast number of definitions in existence. Therefore,

an original formal definition is not presented. Alternatively, subsection 1.2.2 and

1.2.3 provide context for cancer clinical pathways in the UK, and subsection 1.2.4

discusses the interpretation of patient pathways applied within the thesis.
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1.2.1 Formal Definition

The term “clinical pathway” was first used in 1985 by Zander et al., [330] at the

New England Medical Center. Since then, the term has become more frequently

used and mutated into multiple terms. For instance, de Luc et al., [80] found 17

different terms which denoted the concept of “clinical pathways”, and discussed that

the most common terms were “care pathway”, “critical pathway”, “integrated care

pathway” and “care map”.

Bleser et al., [32] conducted a literature review with the aim to “survey the defi-

nitions used in describing the concept and to derive key characteristics of clinical

pathways”. The authors found 84 different definitions of a clinical pathway between

2000 and 2003.

Kinsman et al., [153] conducted a literature review and developed detailed criteria

for what should be classified as a clinical pathway and tested this against 260 papers.

They developed the following criteria:

• “The intervention was a structured multidisciplinary plan of care”.

• “The intervention was used to channel the translation of guidelines or evidence

into local structures”.

• “The intervention detailed the steps in a course of treatment or care in a plan,

pathway, algorithm, guideline, protocol or other ‘inventory of actions’”.

• “The intervention had timeframes or criteria-based progression (that is, steps

were taken if designated criteria were met)”.

• “The intervention aimed to standardise care for a specific clinical problem,

procedure or episode of healthcare in a specific population”.

If an intervention satisfied the first, and then any three of the remaining four criteria,

then it was classified as a clinical pathway.
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1.2.2 Cancer Clinical Pathways in the UK

Identifying the initial use and evolvement of a clinical pathway for cancer in the

UK is not trivial. The earliest example appears to be The NHS Cancer Plan [209]

in 2000. This discusses using a “Care Pathway” accompanied by a very simplistic

diagram seen in Figure 1.1.

This image has been removed by the author for copyright reasons.

Figure 1.1: Early “Care Pathway” - Extracted from The NHS Cancer Plan [209].

Presently, within the UK there are different guidelines of how to conduct the lung

cancer pathway, which are summarised in Table 1.1.

Table 1.1: UK and Ireland Cancer Pathway Guidelines.

Country Guideline Provider

England National Optimal Lung Cancer Pathway Cancer Research UK [47]
Wales Single Cancer Pathway,

National Optimal Pathway for Lung Cancer
Wales Cancer Network [290],
NHS Wales [211]

Scotland Management of lung cancer Healthcare Improvement Scotland [119]

Northern
Ireland

Lung Pathway Northern Ireland Cancer Network [213]

Ireland Lung Cancer Action Plan Irish Cancer Society [142]

The outset of this research project coincided with when Cancer Research UK pub-

lished a “National Optimal Lung Cancer Pathway” (NOLCP) in 2017 (recently

updated to v3.0 in 2020) which is assumed as the first official formal pathway [47].

The NOLCP v3.0 states “This optimal pathway is primarily designed to improve

outcomes in lung cancer by encouraging best practice, reducing variation, and re-

ducing delays in diagnosis, staging and treatment” [47]. For ease of understanding,

the NOLCP (v2.0) has been converted into a simplified version just containing the
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activities and maximum time frames for completion (Appendix A Figure A.1). The

converted NOLCP is presented in a similar format to a traditional depiction of a

discrete event simulation model (DES).

The Cancer Delivery Plan for Wales 2016-2020 [288] notes the development of the

‘Single Cancer Pathway’ (SCP) [290, 291], with the aim to “better reflect patient

experience” and “overcome system delays” [288]. The SCP was implemented in June

2019, as announced by the Minister for Health and Social Services, Vaughan Gething

[298]. The key development of the SCP was replacing the previous performance

targets with recording patients waiting times from point of suspicion (POS) [290].

This was supported through the development of National Optimal Pathways (NOPs)

[211].

1.2.3 Performance Targets

Since 2004 the Welsh Government measured cancer waiting times through two tar-

gets [292]:

• Urgent Suspected Cancer (USC) - suspected cancer referred from primary care.

Target: 95% start treatment within 62 days of original receipt of referral.

• Non Urgent Suspected Cancer (nUSC) - all other referral routes e.g. through

incidental finding. Target: 98% start treatment within 31 days of MDT dis-

cusses treatment plan that is accepted by the patient.

The SCP measures cancer waiting times from point of suspicion, with a target of no

patient waiting longer than 62 days for treatment. The SCP defined POS as “when

a clinician refers a patient or requests a test concerned a patient may have cancer”

or abnormal report from screening [292].

The Welsh Government publicly report the statistics on cancer waiting times [266],

where statistics can be found for all of the above targets (USC and nUSC from 2009

and SCP from June 2019 onwards).



CHAPTER 1. INTRODUCTION 7

1.2.4 Patient Pathways Interpretation - Input Data

The pathway for cancer diagnosis starts at referral and ends at start of treatment,

and contains many steps in between which detect the stage of the cancer. As pre-

viously stated, one of the main areas which is explored in this thesis is mapping

the clinical pathway. To be able to construct a clinical pathway, it is likely that

analysing previous individual patient data recording the activities that they per-

formed (named patient pathway), will be required. Noting that in the literature, a

popular method of representing a patient pathway was as a string of letters.

Two formats for the general input data were identified, denoted as data type 1

(DT1) and data type 2 (DT2) (examples in Figure 1.2 and 1.3 respectively). In

DT1 each row represents a patient, with a column for each activity available, and

the cell records the date stamp of when the patient performed the activity. In

DT2, each row records an occurrence across three columns, where “Id” records the

patient, “Activity” records the activity name and “Date” records the date stamp.

It is key to note that the main difference between the two data types is that DT1 only

allows for each activity to be recorded at most once per patient (regardless of if the

patient had performed the activity multiple times), where as in DT2 a patient can

perform the same activity multiple times. Therefore, DT1 puts a hard constraint on

not allowing multiple attendances of an activity, which will be furthermore referred

to as the ‘at most once’ constraint. The main dataset provided (described in Section

3.3) is of format DT1.

The main advantage of the format of DT1, is that all the information for each

patient is on one row. Therefore, it is desirable to convert DT2 into the format

of DT1, with retaining the recording of multiple occurrences. This was possible

through considering the maximum number of times (R) a single patient performed

an activity (n), and constructing R columns for activity n where the activity name

appends an occurrence identifier number denoted by “ r” where r = [0, .., R] (See

Figure 1.3 for example).
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Extracted from Sim.Pro.Flow help document [252] where:
(1) Input data where row = patient, column = activity, cell = date stamp.
(2) Columns added to input data of: constructed patient pathways, activity waiting times and total waiting time (in days).
(3) Separate constructed dataset (denoted as “dataframe”) containing the set of unique pathways and their corresponding count.

Figure 1.2: Example of Data Type 1.

Extracted from Sim.Pro.Flow help document [252] where:
(1) Input data with three columns - Id = patient ID, Activity = activity name and Date = date stamp.
(2) Converted into data type 1 format.
(3) Columns added to input data of: constructed patient pathways, listed activity waiting times and total waiting time (in days).
(4) Separate constructed dataset (denoted as “dataframe”) containing the set of unique pathways and their corresponding count.

Figure 1.3: Example of Data Type 2.

As both data types2 are now in the same format (row per patient) the pathway

strings can be extracted, by assigning each activity a letter code, then for each

patient constructing a string of letters representing the chronological order of the

activities that they performed3. Then the data will be extended through appending

additional columns for the pathways, along with activity and total waiting times.
2An additional data type (DT3) is supported in Sim.Pro.Flow which takes in data in the

converted format of DT2 ((2) in Figure 1.3) and groups together activities with the same name.
3Regarding DT2, the “multi pathways” strings also contain the activity occurrence identifier,

which is removed to construct the pathway string.
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1.3 Problem Description

The timeline of this research coincides with the initiation of the ‘Single Cancer

Pathway’ (Section 1.2), and as such led to great interest into how to map out the

pathway, support changes and monitor progress.

The initial proposed aim of the collaboration was to produce a state-of-the-art

decision support tool to align capacity and demand in an effective and efficient

manner. Thus the initial proposed goal was to improve patient care and outcomes

by reducing time to diagnosis and treatment times for those with cancer.

Preliminary investigation into the proposed aim and goal found that clinical path-

ways were a key focus for reducing time to diagnosis (Section 1.2). Combining this

with the desire from the company partner (VCC) for this research to produce a

state-of-the-art decision support tool that utilised simulation methods, and the vast

number of cancer sites to consider (Section 1.1), indicates a need to produce methods

that are efficient and sustainable for pathway mapping, modelling and improving.

Efficient and Sustainable

In general, for the methods produced to be efficient and sustainable for VCC, they

have to satisfy the following points:

1. Generalisable: As previously stated, to be of greatest use to VCC the methods

must be able to be applied to multiple cancer sites. Therefore, a general

approach must be developed. (research question 4)

2. Satisfy data types: It was noted in subsection 1.2.4 that there are two types of

data: DT1 has ‘at most once’ constraint, whereas DT2 can support multiple

occurrences of an activity. Pre-empting the considerations for constructing a

simulation model, it is traditional to use probabilities in the form of Markov

chains. This would be suitable for DT2, however, to adhere to DT1’s ‘at

most once’ constraint, all of the past performed activities would need to be

considered when choosing the next activity to avoid duplication, which would
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not align with the memory-less property of Markov chains. Therefore, to be

sustainable, the chosen methods would need to be considerate of this (Chapter

3). Ultimately, there is a need to support multiple interpretations for the

clinical pathway (See “routing procedure”). (research question 3)

3. Quick and easy to produce: To enable VCC to apply the methods developed

to multiple cancer sites they must be relatively non-tedious to produce. There

are two key areas to address this:

• Mapping the pathway: It is traditional for a researcher to explore the sys-

tem they are investigating and interact with the experts who are part of

that system. This method for mapping the clinical pathway was initially

investigated in subsection 1.3.1 to determine if it would be sufficient.

(research question 1)

• Building the simulation: It is well known in the Operational Research

community that producing a discrete event simulation (DES) is a time

consuming process. This is commented on by Monks et al, [202] who

note other references where this is discussed. Therefore, it became a

requirement to address this through the decision support tool. This is

discussed further in subsection 1.3.2. (research question 2)

Mapping, Modelling and Improving

Therefore, the three key areas will need to be addressed as follows:

• Mapping: To convert the many patient pathways into a suitable interpretation

of a clinical pathway that satisfies Kinsman et al.’s [153] definition (subsection

1.2.1), ensuring to reduce the complexity through minimising variations.

• Modelling: Build a DES of the clinical pathway.

• Improving: Support capacity and demand analysis.
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1.3.1 Preliminary Investigation

Preliminary efforts were made to explore the lung cancer clinical pathway, through

interacting with the system. The aim was to understand ‘what is the pathway?’

with the intention of mapping out what would need to be built in a model.

The converted NOLCP (Appendix A Figure A.1) was presented to experts, from

different care levels, who interact with the pathway (at various stages) day to day.

They were asked to annotate the converted NOLCP with how they see the pathway

in practice. Simultaneously, the experts were verbally communicating additional

description of their annotations and the system, which were noted for retrospective

consultation. The results of this preliminary investigation are provided in Appendix

A.

These interactions highlighted three key difficulties with this method. Firstly, these

meetings took between 1-2 hours each, which replicating on a larger scale would be a

significant amount of time. Secondly, there is scope for human error e.g. misinterpre-

tation, subjectivity and revelations on post-reflection. Finally, the vast differences

in results led to ambiguity and questions of how to combine the information.

Therefore, this exercise displayed that interpretation of these pathways will be dif-

ferent depending on the person asked, and also that the researcher trying to build a

model may also interpret the experts interpretation differently than intended. Thus,

typically this would be an iterative method, where the verbal communication noted

for retrospective consultation would be combined into the interpretation, along with

a series of meetings in the pathway development process.

After observing the inefficiency of the process, this investigation was retired in

favour of exploring how to make the pathway mapping process more efficient and

sustainable. This will be addressed through research question 1, which will be

explored in Chapter 3.
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1.3.2 Decision Support Tool - Sim.Pro.Flow

To enable concurrent discussion of developing the methods alongside producing the

decision support tool, this section introduces the subsequently produced tool called

Sim.Pro.Flow, henceforth referred to as either Sim.Pro.Flow or the ‘tool’.

Coming back to the discussion on developing an efficient and sustainable method for

building the simulation (Section 1.3). The notion of developing a generic model has

become popular [114, 184]. It is an interesting area to explore alternative methods

for reducing complexity of the simulation build process itself. Considering this with

the findings from the literature review (Chapter 2) which suggests that a novel

contribution would bridge the gap between data mining and simulation, initiated

the direction to automatically extract the pathways from the data to construct the

simulation network.

This essentially developed into automating the simulation build process. The gen-

eral idea is to allow VCC to input data (of DT1 or DT2) and automatically extract

all input parameters for the DES, including arrivals, service, capacity and warm up.

In the pursuit of developing automation, it was not the aim to fully automate every

aspect of the process. Instead the aim was to enhance interaction ability through

automating the time consuming process, whilst still ensuring that the final decisions

are in the user’s control. This would allow the user to analyse the system and

interact with elements that would support typical scenario analysis investigations.

As such, developing a Graphical User Interface (GUI) was key to support this.

Sim.Pro.Flow is a basic, easy to use GUI which hosts the methods developed in

Chapters 3, 4 and 5. Sim.Pro.Flow was built using the Python package wxPython

[318] and is hosted on GitHub as open source software [251]. Chapter 6 discusses

the development of Sim.Pro.Flow, along with a description of its structure, images

of the GUI and presents the key features.
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1.4 Research Questions and Structure

In summary, this introduction has established the main goal to produce a decision

support tool for efficient and sustainable clinical pathway analysis. There is a need

to develop a generic approach to allow the methods developed to be used for multiple

cancer sites. Therefore, the idea of automating the simulation build will be perused,

however, consideration will ensure the end decisions are with the user. Furthermore,

a suitable method for mapping the clinical pathways needs to be supported.

To refine the research questions, an extensive literature review was preformed (Chap-

ter 2). Two major findings were highlighted. Firstly, the need to combine both data

and expert information harmoniously in the pursuit of clinical pathway mapping.

Secondly, the need to integrate data mining and OR techniques.

The problem description (subsection 1.3) supported by the literature review led to

the following four research questions:

1. Can both data and expert information integrate to inform clinical pathway

mapping?

2. Is it feasible to automate the simulation build process?

3. Is it viable to support multiple interpretations of clinical pathways through

combining a mixture of data mining and OR?

4. Can the development of a decision support tool provide a general method of

analysing clinical pathway mapping, modelling and improving?

The structure of this thesis is as follows:

• Chapter 2 contains a literature review, comprised mainly of [15], of 175 pa-

pers surrounding clinical pathways in Information Systems (IS), Operational

Research (OR) and Industrial Engineering.

• Chapter 3, comprised mainly of [16], answers research question 1 through

the development of a new distance metric, modified Needleman-Wunsch algo-
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rithm, applied to k-medoids clustering. This effectively reduces the complexity

of the clinical pathways into more manageable groups whilst combining expert

user input with the data mining method.

• Chapter 4 addresses the idea automating the build of the DES, motivated by

research question 2. This chapter explores the methodological considerations

required to allow for automation both theoretically - exploring how to extract

and validate input parameters, and practically - presenting supporting meth-

ods for process based routing and capacity extraction. The routing procedure

Raw Pathways is discussed throughout as it is intended for validation.

• Chapter 5 considers research question 3 through the introduction of three ad-

ditional routing procedures - Full Transitions, Cluster Transitions and Process

Medoids, that explore progressively less complex and varied interpretations of

the clinical pathways, with the last two procedures making use of the cluster-

ing described in Chapter 3.

• Chapter 6 expands upon the brief introduction to Sim.Pro.Flow from subsec-

tion 1.3.2 and begins to address research question 4 by discussing the develop-

ment of the tool, along with a description of its structure, images of the GUI

and outlining the key features.

• Chapter 7 combines the research from the previous four chapters and uses

Sim.Pro.Flow in the form of a case study (along with Chapter 6 addresses re-

search question 4). The motivation is two fold, firstly, to explore if Sim.Pro.Flow

is able to support typical exploration of the simulation, and secondly to gain

deeper insights into the specific lung cancer pathways explored.

• Chapter 8 concludes this thesis with a summary of the research, discussion of

satisfying the research questions and outlining further research.

Throughout the thesis the analysis follows the working example of lung cancer,

where the working dataset is outlined in Sections 3.3 and 4.4.
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1.5 Collaborations

Throughout this thesis there are multiple references to collaborations where work

was undertaken with other researchers. This section outlines my contribution to

those collaborations as follows:

• Chapter 2 comprises mainly of the paper “Clinical Pathway Modelling: A

Literature Review” [15], for which I am the lead author. For my contribution,

I undertook the search process, performed the classification, drew conclusions

from each classification, and wrote the original draft.

• Chapter 3 comprises mainly of the research paper “Modified Needleman-Wunsch

Algorithm for Clinical Pathway Mining” [16], for which I am the lead author.

This publications has a “CRediT authorship contribution statement” [72] on

which my contribution is listed as “Methodology, Formal analysis, Software,

Writing - original draft”. The publication acknowledgements further note

“The authors would like to specifically acknowledge Nikoleta Glynatsi, Geraint

Palmer and Henry Wilde for their support with coding.”.

• Section 4.3 ‘Extensions to Ciw - Process Based Routing’ discusses the de-

velopment of process based routing, in collaboration with Dr Geraint Palmer,

which was included in Ciw v2.0.0 onwards. Dr Palmer is the original creator of

Ciw and as such possesses in depth knowledge of the vast expanse, intricacies

and needs of Ciw’s base code, which was invaluable to this collaboration. My

contribution consisted of describing the requirement, discussing the solutions

and collaboratively writing/editing the code.

• Subection 4.3.4 discusses two additional customisations for the use of Ciw:

– ‘Restricting Capacity’ - this discusses the idea of allowing a set num-

ber of customers to be served at a node each day. This collaboration

was performed with Dr Palmer similarly to the previous, where my con-

tribution was describing the requirement, discussing the solutions and



CHAPTER 1. INTRODUCTION 16

collaboratively writing/editing the code.

– ‘Blocking Arrivals’ - this concerns blocking arrivals after a set number of

customers have arrived. Consulting with Dr Palmer pointed me towards

the solution of an issue logged in Ciw [62] (Issue 171). My contribution

was to implement this solution and edit it to be compatible with other

distributions.

• Section 4.7 details an alternative method for calculating capacity. This work

was originally developed by Dr Edilson Arruda for the publication “Resource

Optimization for Cancer Pathways with Aggregate Diagnostic Demand: A

Perishable Inventory Approach” [12]. The original work was performed in

R and Matlab by Arruda et al., [12]. For the purpose of integrating this into

Sim.Pro.Flow, my contribution was to convert the methods into Python in a

general format to allow use with compatible input data, with query support

form Dr Arruda.

• Chapter 6 discusses the design and development of the decision support tool

Sim.Pro.Flow [251]. The acknowledgements of Sim.Pro.Flow’s about section

lists “Paul Harper, Daniel Gartner, Geraint Palmer, Edilson Arruda” as all

the previous collaborations discussed here are incorporated into Sim.Pro.Flow.

For my contribution, I took the lead on the design and coding of the tool.

Furthermore, every effort was made to account for all resources that were

utilised to develop the tool (along with noting licence agreements), and are

listed on the Sim.Pro.Flow Github page within the file References.txt [254].
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Chapter 2

Literature Review

This chapter comprises mainly of the paper ‘Clinical Pathway Modelling: A Lit-

erature Review [15] which discusses the literature surrounding clinical pathways,

providing a general overview of the publications surrounding clinical pathways in

Information Systems (IS), Operational Research (OR) and Industrial Engineering.

A rigorous taxonomy to characterise an abundant work of literature around clinical

pathways is presented. Subsequently, the applicability of the taxonomy is demon-

strated by classifying the research papers into the different categories.

There is a vast scope for what can encompass the term clinical pathway (subsection

1.2.1), with numerous ways of formulating, approaching, and modelling them. At

the time of the initial search, the only awareness known of literature reviews to

explore specifically “clinical pathways” in relation to OR is Elbattah and Molloy [92]

and Erdogan and Tarhan [94].

The search criteria (discussed in Section 2.1) covers the period of 1998-2018 (Novem-

ber). This search has not been updated to include more recently published work, as

this literature review accurately represents the information present at the time that

influenced the research questions. However, for completeness, more recent results

were investigated and briefly discussed in Section 2.1.
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For each figure that displays a key classification result i.e. caption does not start

‘Frequency Cross Analysis Between’ (excluding ‘publications over time’ and ‘geo-

graphical area’), there is a respective table within Appendix B which fully details

the reference number for each paper within the category.

The remainder of the chapter is structured as follows: Section 2.1 describes the

search criteria and Section 2.2 discusses previous literature reviews. Section 2.3

then explores a sample of the selected papers to aid understanding of the taxonomy,

Section 2.4 displays the taxonomy results for the literature and Section 2.5 closes

the chapter with a discussion and conclusion.

2.1 Search Criteria

A structured search was conducted using the Scopus search engine restricting to

years 1998-2018 (November). The keywords were specified to focus on clinical path-

way and its main alternative terms as indicated by de Luc et al., [80]: “care path-

way”, “critical pathway” and “care map”. Two further terms were also included,

namely “anticipated recovery pathways” and “patient pathway”.

The term “patient flow” was not included in the search terms as this review is

specifically interested in the structure of well-defined pathways, and patient flow

typically relates to the general movement of patients.

The search is focussed to journal publications from five categories in the Thomson-

Reuters Journal Citation Report (JCR), and as a result only journal articles were

returned by the search. The five subject categories are Anesthesiology (AN), Health

Policy and Services (HPS), Industrial Engineering (IE), Medical Informatics (MI)

and Operations Research and the Management Sciences (OR/MS), each of which

have an impact factor.
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These categories were chosen to provide an overview of papers within the Oper-

ational Research area, in addition to highlighting the type of information that is

being presented to other areas on this topic. Specifically, these five categories were

chosen for the following reasons:

• Anesthesiology (AN): captures a subgroup of medical journals in which quan-

titative methods have been published more frequently than in other medical

disciplines (e.g. Anesthesia & Analgesia).1

• Health Policy and Services (HPS): captures those journals covering impact

on policy decisions and service improvement (e.g. Health Care Management

Science and Health Services Research).

• Industrial Engineering (IE): is a quantitative category that covers engineering

journals (e.g. Computers and Industrial Engineering or Computers and OR)

in which, for example, patient scheduling papers have been published.

• Medical Informatics (MI): to include data mining and healthcare information

systems topics (e.g. Journal of Medical Systems).

• Operations Research and the Management Sciences (OR/MS): covers quanti-

tative modelling and journals surrounding OR in healthcare (e.g. Journal of

the Operational Research Society).

Figure 2.1 shows a diagram detailing the search process.

The screening stage, as displayed in Figure 2.1, consisted of analysing abstracts of

the resulting papers from the search. Any papers that did not refer to a pathway or

used only qualitative or statistical methods e.g. interviews or regression respectively,

were excluded. The screening stage also excluded papers not available in English.

The diagram highlights the use of a backward search, for which the same screening

criteria as described above was applied. The final number of records included in the

analysis is 175.

1Anesthsiology was included in lieu of oncology in pursuit of returning quantitative methods
and justified by the former being numerical based.
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Figure 2.1: Diagram Detailing the Search Process.

Although not included in the following analysis, the initial search string was in-

vestigated for 2019-2021 (February) which returned 127 additional results. Initial

inspection of the titles suggested that 33 of those results may be of relevance, with

7 of particular note from their abstract [4, 13, 14, 200, 244, 276, 316], although these

were selected with retrospective knowledge of the following research.

2.2 Previous Research

Additionally to the 175 papers that were selected, the research revealed 11 pa-

pers of notable contribution and 27 literature reviews. All of these papers discuss

clinical pathways and the techniques surrounding them, in some form. These are

summarised and can be found in Appendix B, Table B.1 and Table B.2, respectively.

Concerning the 11 papers of notable contribution, these discussed guidelines, frame-

works, case studies and I.T. artifacts that support clinical pathways.

Of the 27 review papers in Table B.2 (Appendix B), six consider process mining or

data mining [55,94,110,157,188,243], seven consider simulation [2,151,184,262,264,

265,331] and three consider stochastic modelling [90,175,337].
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There are seven papers that use the term “clinical pathway”, or its synonyms, in

the search terms [92,94,184,226,262,264,283] and two papers use “patient flow” in

their search terms [157,262]. These papers all consider clinical pathways, but most

focus on a different primary topic.

There are only two reviews that concern clinical pathways specifically: Elbattah

and Molloy [92] and Erdogan and Tarhan [94].

Elbattah and Molloy [92] provide a comprehensive discussion of 22 papers concern-

ing modelling and simulating clinical pathways. This literature review provides a

different perspective from [92] through developing a rigorous taxonomic approach

to classifying many papers.

Although Erdogan and Tarhan [94] consider process mining as a primary topic, the

amount of consideration and discussion around clinical pathways is vast, indicating

59 papers concerning clinical pathways. The systematic mapping method used is

reflective of this method, however as clinical pathways are not the primary consid-

eration, it does not fully consider a discussion of clinical pathways post-discovery.

With clinical pathways being the main focus of this literature review, it differs from

that of Erdogan and Tarhan [94] as a more holistic view on clinical pathways is

considered here.

2.3 Exploration of a Sample of Papers

This section explores a sample of the papers for the purpose to aid understanding

of the classifications in Section 2.4. These papers have been chosen so as to discuss

the widest range of categories, using the smallest sample of papers.

The sample of papers are discussed briefly and their relevant categories are indicated

in Table 2.1
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Table 2.1: Summary of Categories for Sample of Papers.

No. Condition Method Outcome Scope Decision Level

[3] None Simulation Resource & Time Clinical Strategic

[22] None Optimisation
& Heuristics

Cost & Resource Department Strategic & Tactical

[29] Chronic Focus Simulation Cost Clinical Strategic

[52] Acute Focus Simulation Resource & Time Clinical Tactical

[86] Chronic Applied Optimisation
& Heuristics

Pathway Mapping Clinical NA

[135] Accute Applied Data Mining or
Machine Learning

Pathway Mapping Clinical NA

[155] Surgical Applied Data Mining or
Machine Learning

Pathway Mapping &
Patient Progression

Clinical NA

[164] Chronic Focus Simulation Patient Progression Hospital Strategic

[168] None Stochastic Modelling Resource Disease Tactical & Operational

[199] Surgical Focus Data Mining or
Machine Learning

Time Disease Operational

[325] None Stochastic Modelling
& Data Mining or
Machine Learning

Legal Hospital NA

Ajmi et al., [3] used Business Process Modeling Notation (BPMN) to model the

workflows of the patient journey in a Pediatric Emergency Department. The aim

was to identify bottlenecks and crowded situation indicators, with noting that delay

occurs in the waiting time from the health care request. The study was integrated

into the French National Research Agency (ANR) project, titled: “Hospital: Opti-

mization, Simulation and avoidance of strain (HOST)”.

Barbagallo et al., [22] used BPMN 2.0 to schedule operating room activity, by room

and day through a waiting list database, and applied stochastic modelling to allow

optimisation.

Bending et al., [29] used Monte Carlo sampling techniques to estimate the direct

cost of bowel cancer services.

Chemweno et al., [52] developed a discrete event simulation on the stay of stroke

patients in a stroke unit, specifically diagnosis, to investigate capacity and waiting

times.

Du et al., [86] develop a new method of handling clinical pathway variances in

Takagi-Sugeno (T-S) fuzzy neural networks (FNNs). Two cases concerning osteosar-

coma preoperative chemotherapy are used to validate this method.
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Huang et al., [135] used Latent Dirichlet Allocation (LDA) for the purpose of dis-

covering the treatment patterns as a probabilistic combination of clinical activities.

The method was then applied as part of experiments to careflow logs concerning

intracranial hemorrhage and cerebral infarction.

Konrad et al., [155] developed a method to use message exchanges to automatically

establish and compare a patient’s path against a clinical pathway. The method has

been applied to a case study in major joint replacement.

Langley et al., [164] developed a discrete event simulation model for the diagnosis

of Tuberculosis (TB) to help provide policy makers with the information to decide

which tools, and where, they should be implemented for maximum effectiveness.

Lanzarone et al., [168] modelled the home care pathway using a Markov chain,

where the future workload of each operator was of interest to support medium

and short term resource planning. The model was developed as a simple software

application, integrated into the current software used, which supports patient to

operator assignment.

Michowski et al., [199] used a Bayesian Belief Network (BBN) to model the radical

prostatectomy clinical pathway with an interest in patients length of stay being

categorised as “met” or “delayed” given the patient’s outcomes and activities. The

research was implemented as an application.

Yang and Hwang [325] utilised clinical pathways, through data-mining using a

Markov blanket filter, to facilitate automatic and systematic construction of an

adaptable and extensible detection model of fraudulent and system abusive be-

haviour.

2.4 Classification of Literature

This section discusses the taxonomy which classifies the literature, and provides

summary statistics.
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2.4.1 General Characteristics

Figure 2.2 displays the distribution of the papers across 21 years and shows that the

number of publications considering clinical pathways has rapidly increased. This

may reflect the growing demand for the use of clinical pathways in practice and thus

the need for more in-depth research.
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Figure 2.2: Frequency of Publications Over Time.

Table 2.2 shows how the papers were distributed across the world. A paper was

classified within a geographical area if it specifically stated that the data or hospital

was within that area, or failing that, through any acknowledgements of a hospital

in a specific area or the country of the first author was recorded.

Table 2.2: Number of Articles by Geographical Area.

Continent America Asia Europe Other

Total 32 41 90 12

Table 2.2 shows how Europe has the greatest number of publications relating to

clinical pathways, followed by Asia then America. This highlights that research

into clinical pathways is of global interest.

This section concludes that research into clinical pathways is growing in popularity

across the globe, year on year.
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Publication Area

Figure 2.3 breaks down the publications by the JCR category which each paper

was published under. Again, the five subject categories are Anesthesiology (AN),

Health Policy and Services (HPS), Industrial Engineering (IE), Medical Informatics

(MI) and Operations Research and the Management Sciences (OR/MS).

There are 64 papers identified in the backward search, whose ISSN numbers do not

relate to any of the five JCR categories, plus a further 16 papers in the backward

search that appear to have no ISSN number - and thus also no JCR group. These

are not included in Figure 2.3.

Two journals not included in the JCR categories published multiple papers identified

in the search, these are Lecture Notes in Computer Science [30,78,120,124,136,160,

269] and Studies in Health Technology and Informatics [6,106,108,132,172,189,333].
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Figure 2.3: Frequency of Publications in JCR Category.

It is apparent here that MI is the most popular JCR group followed by OR/MS.

Although there were only a few papers in AN and IE, it is beneficial to capture

these as they provide another perspective on clinical pathways.

This highlights the need to bridge the gap between MI with OR and IS methods.
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Obtaining The Pathway

Obtaining the pathway is arguably one of the most important aspects of analysing

clinical pathways. As presented in the selected papers, there are two common ways

of obtaining this information: either data driven or through collaboration with those

who interact with the pathway.

There were many different ways of obtaining data described, including historic [199],

billing [120], messages [155] and Electronic Medical Records [125]. Similarly, collab-

oration took on a number of different forms including, consulting with experts [27],

staff [18], patients [189] and through observations [147].

Figure 2.4 explores how the information on the pathway was obtained. Forty-seven

papers did not clearly specify how they obtained the data and have been classified

as unspecified.

Figure 2.4: Frequency of Papers Applying Collection Method.

Eleven papers specifically stated other methods of collecting the information on the

pathway, which are as follows - [29,33,65,116,164,245] stated that the information

was provided to them in some way, [111] through previous work (also consulted

with experts and stakeholders), [180] online user input, and [31,35,91] used national

guidelines.

The advantage of using data to inform the pathway is that the pathway is derived

factually and objectively from actual occurrences of the pathway. The advantage of

collaboration with staff and experts is that more information can be gathered about



CHAPTER 2. LITERATURE REVIEW 27

why certain decisions and possible variances from the pathway would occur. There-

fore it is recommended to consider both data driven and collaboration with staff

when deriving the pathway, although only 14 papers (8%) in this survey considered

both aspects.

It is important to note that only 12 papers [3, 33, 83, 91, 105, 131, 134, 167, 168, 176,

199,258] state that their research/product was implemented/informed policy - this

is only 6.9% of the papers surveyed. Previous reviews have found similar results

in regards to implementation (e.g. Brailsford et al., [39]), and therefore this find-

ing highlights the need for more implementation and evaluation. However caution

needs to be considered here as it is possible that some proposed recommendations

were/will be eventually implemented but was outside the timeline of the publication.

2.4.2 Medical Context

Condition Area

The papers selected consider a variety of medical conditions which is either the main

focus of the paper, or applied as case study/validation/explanation etc.

There are three condition categories: Acute, Chronic and Surgical, which have been

adapted from Zhang et al. [334]. A description of the condition categories are as

follows:

• Acute - “Acute conditions are severe and sudden in onset. This could describe

anything from a broken bone to an asthma attack.” [195], stroke has been

categorised as acute.

• Chronic - “A chronic condition, is a long-developing syndrome, such as os-

teoporosis or asthma.” [195].

• Surgical - Papers where the main condition was a specific surgical procedure

are classified here.
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The three condition areas have been further categorised as either focus or applied:

• Focus - The system surrounding the medical condition was the main motiva-

tion for the paper.

• Applied - The medical condition was considered as a case study or for vali-

dation purposes.

Figure 2.5 shows the frequency of papers within each condition area.
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Figure 2.5: Frequency of Papers in Each Condition Area.

Forty-nine papers are not included, as they did not specify a particular condition

or considered multiple diagnosis-related groups (DRG).

Chronic conditions are slightly more frequent than acute conditions, and in all three

categories it is more frequent for the condition to be applied rather than the focus

of the paper.

Care Level

The medical care system is typically split into three sections, Primary, Secondary

and Tertiary [210], which are as follows:

• Primary - First point of contact e.g. General Practitioner or dentist.

• Secondary - Can either be elective or emergency care, also known as “hospital

and community care”.
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• Tertiary - Highly specialised treatment.

Two other levels can be considered - Home Care and Disease:

• Home Care - This is when care is provided to the patient at their own home.

• Disease - This concerns understanding how the disease progresses and the

care provided progresses alongside.

Figure 2.6 shows the frequency at which each of the five care levels are considered,

and displays that secondary care is considered most frequently.
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Figure 2.6: Frequency of Papers in Each Care Level.

Seven papers [19,34,70,148,163,164,198] consider when the patient is at home and

then gets reintroduced into the system in some capacity.

It is important for these systems to work together to allow the patient a smoother

journey on the pathway. Within Figure 2.6 there are 42 papers that consider more

than one care level - 31 papers consider two levels, nine consider three levels. The

interactions between these levels are displayed in Figure 2.7.

There are also two papers that consider four levels [24, 203] (primary, seconday,

tertiary and home care) which are not displayed in Figure 2.7.

From Figure 2.7 it can be concluded that only a few papers consider three or more

care levels, and therefore research is not providing the full holistic view of the

pathway. It is recommended that, when appropriate, future work should make
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every effort to consider multiple care levels.
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Figure 2.7: Frequency of Multiple Care Levels.

The interaction between condition area and care level can be considered, and is

displayed in Figure 2.8.
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Figure 2.8: Frequency Cross Analysis Between Condition Area and Care Level.

Figure 2.8 shows that acute conditions are mainly considered at a secondary care

level, whereas chronic conditions are roughly equally divided between secondary,

tertiary or home care levels. This implies that chronic conditions have more range

to consider different care levels.

Scope

Although a pathway always has a patient in mind, the scope of the focus on the

pathway varied greatly from clinical, disease, department and hospital. This scope

considers that although it is typical for the activities of concern to revolve around

the patients, they may either not be required to be present, or it is the system
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around the patient that is of interest and not the patient movements themselves.

To explain this further, an example for each type of scope is now discussed.

• Bayer et al., [24] is categorised as “Clinical”, as they produce a simulation of

the stroke care pathway where, although some activities do not require the

patient to be present, the overall focus is on the patient themselves.

• Michalowski et al., [199] is categorised as “Disease”, as the activities are related

to the patients’ health, e.g. temperature, pain at rest, vital signs etc.

• van de Klundert et al., [281] is categorised as “Department”, as they define

an activity as “an atomic unit of care delivered to the patient, as meaningful

to execute or record the care.” They also state that “Although we will not ex-

plicitly model it, patient need not be present for each of the activities (consider

e.g. lab tests).”

• Arnolds and Gartner [11] is categorised as “Hospital”, as they focus on im-

proving hospital layout planning by using clinical pathway mining.

Figure 2.9 displays the frequency of papers in each scope category.
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Figure 2.9: Frequency of Papers by Scope.

There were only five cases where more than one scope was considered [21, 67, 148,

180,335]. In all of these cases both clinical and disease scope was considered. This

was due to the clinical activities being dependent on the progress of disease at

particular points e.g. Liu et al., [180] investigate the readmission risk percentage
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based on the patient activities which differ depending on the diagnosis of the disease.

From the selected literature, it appears that considering more than one scope area

is difficult to carry out in a realistic format, which is not in the form of dummy

or pseudo activities. It is believed that this is a limitation of the types of methods

(Figure 2.10 and Table B.9) that are considered and thus suggests an opportunity

for further work.

2.4.3 Technical Context

Method

There are many methods that can be used for clinical pathways, which will now

be categorised into four groups: Stochastic Modelling, Data Mining or Machine

Learning, Simulation, and Optimisation and Heuristics. Further description of what

methods are included, but not limited to, in each group are as follows:

• Stochastic Modelling - Includes Markov [64] and queueing [284] methods.

• Data Mining or Machine Learning - Includes Bayesian techniques and

Bayesian Belief Networks [199], machine learning [108] and visualisation [30].

• Simulation - Includes discrete-event [111], agent based [181], Monte Carlo

[10] and system dynamics [198,285].

• Optimisation and Heuristics - Includes genetic algorithm [88], and math-

ematical programming, including dynamic [281], mixed-integer [107], mixed-

integer linear [44] and goal [241].

Figure 2.10 displays the frequency of papers in each method group, and indicates

that data mining or machine learning was the most popular method to be applied,

closely followed by simulation.
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Figure 2.10: Frequency of Papers Applying Method Type.

Eighteen papers were identified as using multiple methods, 16 of those papers ap-

plied two methods and two papers applied three methods. This is just 10% of the

total selected papers. The combinations of methods applied are displayed in Figure

2.11.
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Figure 2.11: Frequency of Papers Applying Multiple Methods.

The majority of these papers use data mining or machine learning along with one

other method, and thus shows that those papers using multiple techniques are bridg-

ing the gap between OR, IS and Industrial Engineering.

The interaction between method and condition can be considered, and is displayed

in Figure 2.12.

Figure 2.12 shows that data mining or machine learning more frequently considers

applied conditions, and simulation more frequently has the condition as the focus

of the paper, in all three condition areas.
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Figure 2.12: Frequency Cross Analysis Between Method and Condition Area.

Furthermore, six papers [3,22,35,215,238,324] discuss the use of ‘Business Process

Modeling Notation’ (BPMN). BPMN is the use of graphical notation for the purpose

of illustrating business processes.

Fourteen papers [1,19,21,28,66,115,124,141,168,179,180,201,228,333] indicate that

they develop a type of IT artifact that can be implemented to support the clinical

pathways under consideration. These papers are also bridging the gap between OR,

IS and Industrial Engineering.

This highlights that to continue bridging the gap between OR, IS and Industrial En-

gineering future work should consider Data Mining and Machine Learning alongside

OR techniques, and integrate them whenever possible.

Investigating Area

The literature discusses three ways of investigating the pathway: mapped, mod-

elled, and improved. A paper is classed as mapping a pathway if it provides some

information and process of initially defining the pathway, modelling if it created a

model of that pathway, and improved if some scenario analysis, recommendation or

support for improvement was made. It is possible for a paper to consider more than

one of these investigation areas.
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Figure 2.13 displays the frequency of papers considering each investigation area.

65
43

30

2
0

19
16

Mapping Modelling

Improving

Figure 2.13: Graph of the Interaction Between Mapping, Modelling and Improving
the Pathway.

The two papers that were categorised exclusively as improving discussed the devel-

opment of a web-based tool to aid with clinical pathway usage, and thus did not

map or model the pathway. There are no papers that both map and improve the

pathway, without also modelling it. This is intuitive, as a model cannot be improved

if it was not modelled.

Figure 2.13 concludes that all three investigation areas are important when con-

sidering clinical pathways, and applying all three provides a more complete picture.

It is suggested that future work place more focus/importance on improving the

pathway and its related outcomes, as this is one of the key advantages of using an

OR technique, and can aid decision-making.

The investigation area that is considered is related to the type of method used,

as displayed in Figure 2.14.

Figure 2.14 displays that the most frequently used techniques to map a pathway are

data mining and machine learning, whereas simulation is the most popular technique

for considering modelling or improving a pathway.
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Figure 2.14: Frequency Cross Analysis Between Method and Investigation Area.

Outcome

The outcome, main decision variable or indication factor for performance of interest

can lead the whole direction of research. The outcomes considered in the literature

can be grouped into six categories. A description of the categories are as follows:

• Legal: Papers including factors of a legal matter, such as fraud or medical

negligence.

• Patient Progression: Any factor related to the patient specifically e.g.

Quality Adjusted Life Years (QALY), survival, disease progression/manage-

ment.

• Cost: This category includes any paper related to cost.

• Resource: Any factor considered to be a resource e.g. MRI Scanner, capacity,

staffing levels.

• Time: Any factor related to time is included in this category e.g. length of

stay, scheduling, waiting times and travel times.

• Pathway Mapping: Papers that aimed to establish and map the pathway,

including pathway variances are included here.

Figure 2.15 shows the frequency of papers amongst these outcomes. Pathway map-

ping is the most frequent category, whilst (excluding legal) patient progression is the



CHAPTER 2. LITERATURE REVIEW 37

least frequent. This may be concerning as the patients are those whose health and

lives are effected by all of the outcome factors, and thus should be at the forefront of

any outcome considered. Therefore it is recommended that more emphasis should

be placed on patient outcomes in a more direct manner.
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Figure 2.15: Frequency of Papers Considering Outcome Measure.

Thirty-seven papers considered multiple outcomes, where 32 considered two out-

comes, and four considered three outcomes (Figure 2.16).
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Figure 2.16: Frequency of Considering Multiple Outcomes.

Figure 2.16 shows that time and resource is most frequently considered together,

and it is rare to find papers considering more than two outcome measures.

Only one paper considered four outcomes [203] (time, resource cost and patient

progression), which is not displayed on Figure 2.16.

Although an outcome is often regarded as the final result of any research, this also

has an impact on the areas surrounding constructing the approach, such as the
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method or scope considered.

Figure 2.17 shows the frequencies of the cross analysis between outcome and method.

This displays that data mining or machine learning is most frequently used for

pathway mapping, whereas simulation is most frequently used to measure cost,

resource or time outcome measures.
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Figure 2.17: Frequency Cross Analysis Between Outcome and Method.

Figure 2.18 shows the frequencies of the cross analysis between outcome and scope.

It displays that a clinical scope is most frequently used for pathway mapping,

whereas resource and time are approximately equally split between hospital and

departmental scope.
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Figure 2.18: Frequency Cross Analysis Between Outcome and Scope.

As an example of the interaction between outcome factor and scope, Barone et

al., [23] considered departmental scope in relation to time, resource and cost outcome

factors through simulation to plan daily nurse requirements in a stroke unit. In

contrast, Uzun Jacobson et al., [280] considered a clinical scope in relation to patient
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progression outcomes, through discrete-event simulation of hyper-acute stroke care,

concerning the percentage of patients receiving thrombolysis.

2.4.4 Planning Decisions

Hulshof et al., [138] describes a taxonomic classification of planning decisions in

health care in OR/MS. This taxonomy separates the papers into three decision

levels: Strategic, Tactical and Operational. A brief description of the decision levels

are as follows, however a formal definition of the three decision levels can be found

in Hulshof et al., [138].

• Strategic planning involves structural decision making of the design, dimen-

sioning and development of healthcare. This typically has a long planning

horizon e.g. location planning and staffing levels.

• Tactical planning organises the operation of the healthcare delivery system,

typically on a mid-term planning horizon, e.g. staff shift scheduling.

• Operational planning executes the routine planning of the healthcare delivery

system on a short-term planning horizon e.g. patient-to-appointment schedul-

ing.

Figure 2.19 shows the frequency of the papers in each decision level. This highlights

that strategic decisions are considered most frequently out of the three decision

levels, however more often than not, there is no decision to consider.
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Figure 2.19: Frequency of Papers Considering Decision Level.
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Three papers state that they consider more than one decision level. Barbagallo

et al., [22] states that it considers both strategic and tactical decisions, Landa et

al., [161] considers tactical and operational decisions and Burdett et al., [44] consider

strategic and operational decisions.

This shows that the use of clinical pathways can be used across all the decision

levels, from day-to-day decisions to wider policy decisions.

Hulshof et al., [138] applies the taxonomy for those papers in the OR/MS JCR

category, however this is extended here to consider five JCR groups. The cross

analysis between decision level and JCR category can be seen in Figure 2.20.
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Figure 2.20: Frequency Cross Analysis Between Decision Level and JCR Category.

Figure 2.20 shows that the decision levels are in fact spread across the five JCR

groups, which shows that the Hulshof et al., [138] decision level taxonomy can be

applied to more than just the OR/MS JCR group.

The decision level does impact other aspects of the research that have been previ-

ously discussed. Therefore, a cross analysis between the decision level with scope,

method, and outcome will now be considered. The cross analyses between decision

level and method, and decision level and outcome, both help to explain why such a

high number of papers refrain from considering a decision level.

Firstly, Figure 2.21 considers the interaction between decision level and scope of the

research.
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Figure 2.21: Frequency Cross Analysis Between Decision Level and Scope.

There appears to be an even dispersion of scope across the three decision levels,

with strategic being most popular in clinical and disease scope than the other two

decision levels. Considering the papers that had no decision level, these are most

often concerning clinical scope, but there is also an equal spread between the three

remaining scope areas.

Secondly, Figure 2.22 considers the interaction between decision level and method.
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Figure 2.22: Frequency Cross Analysis Between Decision Level and Method.

This shows that simulation is most frequently used across all three decision levels.

The interaction between data mining or machine learning and no decision was most

commonly observed. This can be explained as this method is most frequently used

for mapping a pathway (Figure 2.14) for reasons such as defining the pathway, and
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therefore would have no decision associated with this.

The conclusion drawn from the above analyses can be supported when consider-

ing the interaction between decision level and outcome measure (Figure 2.23).
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Figure 2.23: Frequency Cross Analysis Between Decision Level and Outcome.

Figure 2.23 shows that no decision most frequently occurres when the outcome is

pathway mapping. Again, all of the outcome measures have an even distribution

across all three decision levels, with strategic decisions being slightly more promi-

nent.

2.5 Conclusions

There is a vast scope for what can encompass the term clinical pathway, with numer-

ous ways of formulating, approaching, and modelling these. This literature review

itself provides a novel contribution through the development of a number of tax-

onomies, providing a detailed classification of the publications. This enables clarity

for any future publications surrounding clinical pathways to identify the current

themes and methods used in the literature, and thus identify gaps.

Section 2.4 discussed the taxonomy, analysed frequencies, and provided cross anal-
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ysis where appropriate. Some areas of recommended focus for future work were

highlighted in the discussion, and are summarised as follows:

• Careful consideration of publication area, to ensure the information is reaching

all communities involved.

• Derive the pathway from both data and collaboration with staff.

• Consider a medical condition, whether in focus or applied application, as this

better fits with clinical pathways specifically.

• Include as many care levels as possible (when appropriate) to encourage com-

munication and awareness between them.

• Improve the methods used to allow for multiple types of scope to be considered

together.

• Continue to bridge the gap between OR, IS and Industrial Engineering by

considering data mining and machine learning alongside OR techniques, and

integrate whenever possible.

• Incorporate all three areas of mapping, modelling and improving the pathway,

with particular focus on improving, as this reflects the specialities of OR

techniques.

• Greater emphasis on patient outcomes in a more direct manner.

• Specify the decision planning level of focus when appropriate.

Following these recommendations should lead to a more thorough study of the whole

clinical pathway. The paper from Monks et al., [203] presents a methodology for

simulation modelling of stroke care systems, and captures many of the same rec-

ommendations as discussed above, and thus is a notable example of what future

research should aim to aspire to.

The inclusion of the cross analysis between the identified taxonomy areas allows
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those who are considering research to more carefully consider the combinations of

these areas, both for quality, appropriateness and discovering areas in which there

is a lack of research.

In conclusion, future work should consider Industrial Engineering and IS integrated

with OR techniques, with an aim to improve the handling of multiple scope within

one model, whilst encouraging interaction between the previously disjoint care lev-

els, with a more direct focus on patient outcomes. Achieving this would continue

to bridge the gap between OR, IS and Industrial Engineering, whilst improving

methods for clinical pathways to aid in supporting decisions.
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Chapter 3

Modified Needleman-Wunsch

Metric

Research Question 1

Can both data and expert information integrate to inform clinical
pathway mapping?

This chapter mainly comprises of the research paper ‘Modified Needleman-Wunsch

Algorithm for Clinical Pathway Mining’ [16], which discusses the development of a

new distance metric, to allow for consideration of both data and medical expert in-

formation, for the use with k-medoids clustering. The Modified Needleman-Wunsch

(MNW) algorithm has been specifically designed for clustering and allows for ex-

pert interaction through the use of groupings and weightings of activities, to provide

context to the pathway strings. Eight other popular distance metrics are discussed

and used as reference for benchmarking the performance of the modified metric.

From the findings of Chapter 2, this chapter aims to address research question 1,

and is structured as follows: Section 3.1 provides a brief introduction, Section 3.2

contains a discussion of previous research and Section 3.3 gives a description of the

working dataset. Then Section 3.4 discusses some current metrics and Section 3.5
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their properties. Section 3.6 presents the development of the modified algorithm

and Section 3.7 applies the method to case studies. In addition to source paper [16],

Section 3.8 provides sensitivity analysis of the key variables. Section 3.9 closes the

chapter with a conclusion and recommendations for further work.

3.1 Introduction

In the age of digital health, the organisation of health information into interactive

clusters and other novel methods for stratifying health data will complement ex-

isting approaches and potentially lead to improvements in health care [261]. As

health information technology (IT), such as electronic health records (EHRs), gain

widespread adoption and use in healthcare industry, thereby accumulating vast

amounts of real-time patient care data, there is tremendous opportunity to develop

data-driven models, methods and tools to facilitate review of practice workflows

and improve evidence-based care delivery by learning practice-based pathways of

care [96, 335], henceforth denoted as clinical pathways.

When considering clinical pathway modelling, a primary question is often to consider

what is the pathway. Chapter 2 highlighted that there are many data mining and

machine learning methods available for answering such questions. However, it was

clear that most of these techniques only consider the pathways discoverable from

data, and do not consider the wealth of information available from the experts that

interact with the pathway day to day. The benefit of consulting with experts is that

they may be able to explain some obscure or outlier information that can be picked

up within the data. It is speculated that the lack of interaction between using both

data and expert knowledge is due to the time consuming nature of such a process.

Exploring the literature (Chapter 2) further, clustering techniques were highlighted

as the most popular method for pathway discovery. Thus, this chapter focuses on

distance measures applied to string data for the purpose of k-medoids clustering

[214]. This method was chosen as firstly the data used is similar to that of Vogt
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et al. [287], and secondly using an existing pathway as the medoid reinforces the

medical experts’ confidence in the pathway chosen as being realistic. Clustering

methods would be suitable for both DT1 and DT2, making it more versatile and

applicable.

3.2 Previous Research

From the literature in Chapter 2, there were 82 papers which stated using data min-

ing or machine learning, for mapping, modelling or improving the clinical pathway.

Table 3.1 further categorises these papers into specific method areas.

Table 3.1: Publications Categorised as Data Mining or Machine Learning Method.

Method

Clustering [54, 79,102,103,115,156,160,178,207,258,277,287,335]

Categorised [120,131,132,199,332]

Classified [122,327]

Topic Modelling [321,322]

Probabilistic [125,130,131]

Latent Dirichlet Allocation [127–129,135,136,323,327,328]

Pattern Mining [132,160,325]

Sequential Pattern Mining [11, 74,106,228,258,260,269,275,279]

Temporal Pattern Mining [74, 78,172]

Process Mining [49, 93,124,134,156,160,178,189,221,241,267,320,323]

Bayesian [10, 98,108,180,199]

Markov [6, 19,193,194,335]

Heuristics [85, 103,137,150,234]

Semantic Web Rule Language [126,201]

Artefact [30, 66,117,180,333]

Business Process Model and No-
tation (BPMN)

[35, 238,324]

Other [42, 104,116,155,176,179,185,212,295,319,332]

It can be seen that clustering was the most popular method. On closer inspection

there are multiple methods of clustering used, for example, Funkner et al., [103]

use K-means, Vogt et al., use K-medoids [287] and Zhang et al., use hierarchi-
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cal [335]. Furthermore, the differences go deeper when considering the distance

measures used during clustering, as Funkner et al., [103] uses Levenshtein distance,

Syed and Dias [269] modify the Needleman-Wunsch Algorithm, whereas Vogt et

al., [287] and Zhang et al., [335] use Longest Common Subsequence (LCS).

Chapter 2 also highlighted that there are two common ways of obtaining the path-

way: either data-driven or through collaboration with experts who regularly interact

with the pathway. Data-driven pathway discovery was most popular, containing 90

papers, compared to 13 papers that considered collaboration only.

Chapter 2 state that there are 14 papers that considered information from both of

these sources [20, 30, 52, 64, 87, 147, 149, 181, 189, 204, 221, 240, 259, 280]. All of these

papers consider data alongside expert opinion, interviews or literature, and do so in

a way that they enhance or fill in for missing information.

None of the papers integrate the two sets of information in a simple and direct

manner. Furthermore, considering just one of these methods leaves a wealth of

knowledge that is not considered.

3.3 Working Dataset - ‘Dataframe’

The main dataset contains 2,350 non-small cell lung cancer referrals provided by

Velindre Cancer Centre (VCC) and 13 activities (presented in Table 3.2). The data

set used is of DT1 and as such has the ‘at most once’ constraint. This must be

considered when choosing the method to apply.

After extracting the patient pathways (as described in subsection 1.2.4), this resulted

in 1,019 unique pathways, which are contained within the dataset ‘dataframe’. It

is a key technical restriction of constructing the distance matrix that there are

no repeated pathways, and thus the ‘dataframe’ is used for the remainder of this

chapter.
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To aid with visualization of this, Figure 3.1 shows a heatmap displaying the path-

ways in the ‘dataframe’, where the data has been ordered alphabetically. Along the

x-axis is the position of the activity, and the y-axis is the number of unique path-

ways, where each integer represents one pathway. Furthermore, each activity code

has been assigned a colour, and thus the heatmap represents the unique pathways

as a line of various colours.

Figure 3.1 shows that there is a large amount of variation in the position, number

and sequence of the activities performed. This indicates that condensing this large

variation into a simple clinical pathway to be used as guideline is a difficult task.

Table 3.2: Pathway Activity Names and Assigned Letters.

Activity Name Letter

First Seen A
Diagnosis B
MDT Discussion C
Procedure D
Decision to Treat Chemo E
Chemotherapy Start F
Decision to Treat Tele G
Teletherapy Start Date H
Decision to Treat Brachytherapy I
Brachytherapy Start Date J
CT Scan K
PET/PET CT Scan L
Bronchoscopy M
CT Guided Biopsy N
Specialist Nurse Seen O
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Figure 3.1: All Unique Pathways Displayed as a Heatmap.

3.4 Description of Metrics

There are many different possible metrics that can be used to compare two strings,

given that the Python library textdistance [274] (a library to compare distance be-

tween two or more sequences) hosts over 30 algorithms for this purpose. Eight

different metrics were considered to use as comparison and benchmarking for the

modified algorithm, which cover edit distances, token based and sequence based dis-

tances. These eight metrics were chosen as they most appropriately fit the purpose,

reflect the literature and show a variety of techniques.
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Dynamic Programming

A few of the distance metrics utilise dynamic programming for their calculation.

This section briefly describes the general process of the calculation, where specific

details are discussed in the algorithms of the relevant metrics.

Wolsey and Nemhauser define dynamic programming as: “Dynamic programming

provides a framework for decomposing certain optimization problems into a nested

family of subproblems. This nested structure suggests a recursive approach for solv-

ing the original problem from the solutions of the subproblems.” [303]

In general the calculation recursively builds a matrix (referred throughout as dy-

namic programming matrix or X) that compares two strings. Instead of comparing

the string as a whole, the dynamic program compares a pair of characters (one

from each string) at a time. Each pair is evaluated and given a score based on

their relationship, adjusting a previous value in the matrix, as defined by the metric

used. It is typical for the pairs to be evaluated as either ‘aligned’ - receiving a value

corresponding to either a) the characters are the same (match m) or b) different

(swap s), or not ‘aligned’ and thus forcing in a blank space (gap g). The general

values m, s and g are referred to as penalty values.

There are two main steps, ‘Initialise’ and ‘Fill Matrix’. These will generally be

explained using two strings, P1 and P2, where P1 = ‘BKAOC’ and P2 = ‘KABCO’.

• Initialise: To construct the matrix, insert a blank space at the start of each

string, then place the first string (P1) in the initial column and the second

string (P2) in the initial row (see Figure 3.3 for example). The initialisation

then fills the first column and first row as if each character in the string was

aligned with the blank space (placing an initial 0 in the upper left corner).

Essentially, this will be the position of the character multiplied by the gap

penalty value (g) for that metric.

• Fill Matrix: Then working in rows, a character of P1 is evaluated against each
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character of P2 in turn and given a score based on the rules of the metric

being used, before moving on to the next row e.g. P1(‘B’) will be compared

with each character of P2 in turn, then repeat with P1(‘K’) etc. Finally, the

value in the bottom right hand corner gives the total score for the comparison.

Edit distances

Here there are five edit distances considered: Levenshtein, Damerau-Levenshtein,

Jaro, Jaro-Winkler and Needleman-Wunsch.

Levenshtein

The Levenshtein distance was developed in 1965 for the use of correcting deletions,

insertions and reversals of binary codes [171]. The general idea is to evaluate the

distance between two strings as the number of single-character edits required to

change one string into the other. There are many current uses for the Levenshtein

distance, e.g. spell checkers, optimal character recognition correction systems and

linguistic distance, to name a few.

The Levenshtein distance can easily be calculated by hand, by giving a penalty of

one to each insertion, deletion or substitution, as demonstrated in Figure 3.2.

The Levenshtein distance can be translated into a dynamic programming algorithm

displayed in Algorithm 1. The dynamic programming matrix X for the example

from Figure 3.2 can be seen in Figure 3.3.

Figure 3.2: Example of the Calculation for the Levenshtein Distance.
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Figure 3.3: Example of Dynamic Programming Using the Levenshtein Distance.

Algorithm 1 Levenshtein Distance.

1: procedure Levenshtein . Initialise
2: Insert a blank space at the start of each string
3: for i← 0, len(P1) do
4: X[i][0] = i
5: end for
6: for j ← 0, len(P2) do
7: X[0][j] = j
8: end for

. Fill Matrix
9: for i← 1, len(P1) do

10: for j ← 1, len(P2) do
11: if P [i] == P [j] then
12: X[i][j] = X[i− 1][j − 1]
13: else
14: min(X[i− 1][j − 1], X[i][j − 1], X[i− 1][j]) + 1
15: end if
16: end for
17: end for
18: return X[len(P1)][len(P2)]
19: end procedure

Damerau-Levenshtein

The Damerau-Levenshtein is an extension of the Levenshtein distance, where trans-

positions (swapping positions of adjacent characters) are also allowed [76].

An example of the hand calculation for the Damerau-Levenshtein distance can be

seen in Figure 3.4. Again, this can also be performed using dynamic programming.

Figure 3.4: Example of the Calculation for the Damerau-Levenshtein Distance.
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Jaro

The Jaro similarity was first developed for the purpose of record linkage [144,145].

The formula considers four variables: the length of both strings (a, b), the num-

ber of matching characters (m) within position tolerance (T ), and the number of

transpositions of those matching characters (t). The formula for Jaro similarity is:

simjaro =


0, if m = 0

1
3

(
m
a

+ m
b

+ m−t
m

)
, otherwise

(3.1)

where the tolerance (T ) for m is calculated by[
max (a,b)

2

]
− 1,

and only the integer-part is used. For further clarity, the match variable is an

injection, where a character from one string can be mapped to at most one other

character in the other string.

This will produce a value between 0 and 1, where 1 indicates that the strings are

identical, and therefore a larger value is desired. To calculate the distance instead

of similarity, the metric needs to be adjusted by performing 1− simjaro.

For example, in Figure 3.5 there are 4 matches within the tolerance of 1 (see below),

shown in green, however ‘C’ and ‘O’ need to be transposed. The calculations for

the example in Figure 3.5 are: a = 5, b = 5, T = 5/2− 1 = 1,m = 4, t = 1

simjaro =
1

3

(
4

5
+

4

5
+

4− 1

4

)
= 0.783̇ (3.2)

1− simjaro = 0.216̇ (3.3)

Figure 3.5: Example of the Calculation for the Jaro Distance.
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Jaro-Winkler

The Jaro-Winkler distance is an extension of the Jaro distance [146] through the

following formula:

simwinkler = simjaro + (l · p(1− simjaro)) (3.4)

where l is the number of common prefix i.e. the number of characters that match

before the first non-match occurs (up to a maximum of 4), and p is a scaling factor

which should not exceed 0.25. Typically p is chosen to be 0.1. Again, to calculate

the distance instead of similarity, the metric needs to be adjusted by performing

1− simwinkler.

Applying this calculation to the example, as l is 0 (because the first position is

a non-match), we would get the same result as the Jaro distance (0.2166666667).

Therefore, the example is changed slightly as shown in Figure 3.6.

Then first calculating the Jaro distance to allow for calculating the Jaro-Winkler

distance is as follows: a = 4, b = 5, T = 5/2− 1 = 1,m = 3, t = 0

simjaro =
1

3

(
3

4
+

3

5
+

3− 0

3

)
= 0.783̇ (3.5)

1− simjaro = 0.216̇7 (3.6)

simwinkler = 0.783̇ + (2 · 0.1(0.216̇)) (3.7)

= 0.826̇ (3.8)

1− simwinkler = 1− 0.826̇ = 0.173̇ (3.9)

Figure 3.6: Example of the Calculation for the Jaro-Winkler Distance.
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Needleman-Wunsch

The Needleman-Wunsch algorithm was first used in bio-informatics to align protein

or nucleotide sequences, and makes use of dynamic programming [208]. It may also

be referred to as the optimal matching algorithm or the global alignment technique.

This is a generalised variant of the Levenshtein distance, where values for match,

swap and gap are chosen by the user. The most common values chosen for these

variables are: Match (m) = 1, Swap (s) = -1 and Gap (g) = -1. Again, this can

easily be checked by hand, as shown in Figure 3.7.

Figure 3.7: Example of the Calculation for the Needleman-Wunsch Distance.

Using these values for m, s and g would result in a larger number indicating a closer

match, and thus for clustering the final value would need to be adjusted.

The Needleman-Wunsch algorithm also makes use of dynamic programming to com-

putationally calculate the distance. The pseudo-code for which can be seen in Algo-

rithm 2. Conversely to standard dynamic programming, for each pair of characters

three values are calculated: D will use the previous diagonal value to consider an

alignment (match or swap), L will use the value to the left to align the character

from string P2 with a gap, and T will use the upper value to align the character from

string P1 with a gap. An example of the matrix produced using the Needleman-

Wunsch dynamic programming algorithm can be seen in Figure 3.8.

Once the matrix such as that in Figure 3.8 has been produced, we can perform

traceback to find the alignment. This means, starting at the bottom-right corner of

the matrix, and working back through the matrix to the top-left 0, and noting the

direction that the value came from. This is highlighted in Figure 3.8 by the black

arrows.
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Algorithm 2 Needleman-Wunsch Algorithm.

1: procedure Needleman-Wunsch . Initialise
Insert a blank space at the start of each string

2: m = 1, g = −1, s = −1
3: for i← 0, len(P1) do
4: X[i][0] = i · g
5: end for
6: for j ← 0, len(P2) do
7: X[0][j] = j · g
8: end for

. Fill Matrix
9: for i← 1, len(P1) do

10: for j ← 1, len(P2) do
11: if P [i] == P [j] then
12: D = X[i− 1][j − 1] +m
13: else
14: D = X[i− 1][j − 1] + s
15: end if
16: L = X[i][j − 1] + g
17: T = X[i− 1][j] + g
18: X[i][j] = max(D,L, T )
19: end for
20: end for
21: return X[len(P1)][len(P2)]
22: end procedure

Figure 3.8: Example of the Needleman-Wunsch Algorithm.

A diagonal arrow indicates an alignment, an arrow to the left indicates that the

character in the top string is aligned with a gap, and an arrow straight up indicates

that the character in the left string is aligned with a gap.

The textdistance library [274] does not easily allow for alternative values of m, s

and g to be used. Furthermore, the online demo [174] is a useful resource.



CHAPTER 3. MODIFIED NEEDLEMAN-WUNSCH METRIC 58

Token Based

Here are discussed two token based distances, Jaccard and Cosine respectively. In

this context token means a partition of the string, and in both of these distances

this relates to n-grams. Furthermore, an n-gram is defined as a continuous sequence

of n items i.e. split the string into substrings of length n, starting at the beginning

of the string and shifting over one place until you reach the end of the string.

An example of n-grams, where n = 2 (bi-gram), for the two strings ‘BKAOC’ and

‘KABCO’ can be seen in Figure 3.9. Here the bi-grams are displayed in a table,

where all of the bi-grams are listed in columns, and a 1 indicates that the string

contains the bi-gram and 0 otherwise.

Figure 3.9: Example of bi-gram.

Jaccard Distance

The Jaccard distance [143] is calculated using the following equation.

|A ∪B| − |A ∩B|
|A ∪B|

(3.10)

where A is the set of n-grams in P1, and B is the set of n-grams in P2. Essentially

|A ∪B| is the total number of n-grams, and |A ∩B| is the number of shared n-grams.

Applying Equation 3.10 using the bi-grams from the example in Figure 3.9 yields

(to 2.d.p):

7− 1

7
=

6

7
= 0.86 (3.11)
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Cosine Distance

The Cosine distance is typically used to compare the number of similar words in a

document and also in data mining to measure cohesions in clusters [68].

Firstly, calculating the Cosine similarity using the equation:

∑n
i=1AiBi√∑n

i=1A
2
i

√∑n
i=1B

2
i

(3.12)

where Ai and Bi are the values for each n-gram (column) i for string P1 and P2

respectively, and n is the total number of n-grams.

Then, as previously, 1 minus the similarity needs to be performed to obtain the

distance. Applying this calculation to the example with previously calculated the

bi-grams in Figure 3.9. This results in a cosine distance of 1 - 0.25 = 0.75.

n∑
i=1

AiBi =(1 · 0) + (1 · 1) + (1 · 0) + (1 · 0) + (0 · 1) + (0 · 1) + (0 · 1) = 1

n∑
i=1

A2
i =12 + 12 + 12 + 12 + 02 + 02 + 02 = 4

n∑
i=1

B2
i =02 + 12 + 02 + 02 + 12 + 12 + 12 = 4

1√
4
√

4
=0.25

Sequence Based

Longest Common Subsequence

The longest common subsequence (LCS) refers to the longest subsequence common

to both sequences, where the subsequences do not have to occupy consecutive po-

sitions, but do have to be in sequence. Figure 3.10 displays that the LCS for the

example is 3, where Figure 3.11 illustrates the dynamic programming calculation.

To consider LCS as a distance, we need to consider what remains when you re-

move the LCS. In order to calculate the distance, subtract the LCS value from the
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maximum length of the two strings. Essentially in Figure 3.10 this would be what

remains in white, and therefore would give a LCS distance of 2.

It has been shown that this is an NP-hard problem [186], and as such dynamic

programming has been utilised to allow for computation. The pseudo-code for the

dynamic programming of the LCS can be seen in Algorithm 3.

Figure 3.10: Example of Longest Common Subsequence.

Figure 3.11: Example of Longest Common Subsequence Dynamic Programming.

Algorithm 3 Longest Common Subsequence.

1: procedure LCS . Initialise
2: Insert a blank space at the start of each string
3: for i← 0, len(P1) do
4: X[i][0] = 0
5: end for
6: for i← 0, len(P2) do
7: X[0][j] = 0
8: end for

. Fill Matrix
9: for i← 1, len(P1) do

10: for j ← 1, len(P2) do
11: if P [i] == P [j] then
12: X[i][j] = X[i− 1][j − 1] + 1
13: else
14: max(X[i][j − 1], X[i− 1][j])
15: end if
16: end for
17: end for
18: return X[len(P1)][len(P2)]
19: end procedure
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3.5 Properties of Metric

When selecting an appropriate distance metric, it is important to consider which

properties are important when calculating similarity. There are three key properties

that can be considered with string metrics, namely length, sequence and position.

Length: It is apparent that considering strings of differing length is a common

occurrence in process data, in particular with medical diagnosis, as it is a process

of discovery and one that may need different activities based on the results of a

previous one. Therefore, the algorithm needs to consider the differing length of two

strings.

Sequence: The sequence in which activities occur is important and must be con-

sidered, especially when considering the previous statement that the results of one

activity may change the course of the pathway.

Position: The position that the activity, and the sequence of activities, occurs

within the pathway is vitally important to consider when developing an algorithm

for process data.

All of these properties are considered in varying degrees in each of the eight metrics

considered in the previous section. For example, length is evidently considered

in the Jaro calculation, as it is a main variable in the formula, whereas in the

Levenshtein distance length is indirectly considered via the upper and lower bounds

for the possible values (upper bound = length of the longer string, lower bound

= the difference between the lengths of the strings). Furthermore, sequence is

evidently considered in LCS, as it is in the name, whereas sequence is considered in

an alternative way in the Jaccard distance through the use of n-grams.

This shows that string distance metrics do posses the correct qualities to be applied

to process data.

The string distances are currently underperforming when considering small differ-

ences between strings. The addition of an extra character will be considered, but
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it does not make a difference what character it is or what it represents. This leads

to many string comparisons resulting in the same value (as seen in Figure 3.17

and Figure 3.18). It is theorised that this will lead to poor cluster distinction and

modifications to achieve uniqueness will improve upon this.

In an attempt to address this it was evident that complete uniqueness was difficult

to achieve as it violated some fundamental basic relationships (such as symmetry).

However, adding more distinction than is currently displayed in the distance metrics

was successful.

Addressing the previous property, allowed for the ability to include some meaning

to the strings. As discussed previously, there is no consideration in the metrics for

which character has been added and what that might represent. This is likely due

to the origins of the metrics typically being for spell checkers etc. where there is

no need to consider this. However, in terms of process data, it can cause quite a

difference when considering the addition of character ‘A’ or character ‘B’ depending

on what activities they represent.

In summary, we aim to modify the Needleman-Wunsch algorithm to allow for more

distinction in the values to achieve better clustering results, through the addition

of context provided by experts. The process for this is explained in more detail in

context in Section 3.6.

3.6 Modified Needleman-Wunsch Algorithm

This section discusses the development of the Modified Needleman-Wunsch algo-

rithm to achieve adding distinction and context to the comparisons.

The Needleman-Wunsh metric was chosen as the base for this modification, as it

had the greatest potential to modify the calculation in a meaningful way. As the

intention for this modified metric was to be applied to clustering process data, three

fundamental properties need to be preserved: 1) a point to itself receives a score
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of 0, 2) symmetry must hold and 3) a smaller value is indicative of a closer match.

This will be addressed in the discussion concerning penalty values.

Variables

The first modification considered is the idea that not all activities should be allowed

to swap with each other. This is because, considering the pathway from a resource

planning perspective and the interaction between multiple care centres, allowing all

activities to swap could lead to very different pathways being considered similar. For

example, allowing an X-Ray under primary care supervision, is very different from

an MDT meeting consisting of multiple personnel from the secondary and tertiary

centres, from a resource perspective.

To allow for this, a no-swap penalty value (ns) needs to be defined. Furthermore,

the algorithm needs to be able to decipher which activities are allowed to swap with

each other. This leads to the introduction of groups of activities, where essentially,

if activities are in the same group then they are allowed to swap.

Groupings

The experts will be asked to group activities that happen at similar points in the

pathway into the same group. It should be explained that the purpose of these

groups is that if two patients performed different activities at the same point in

their pathway, but these activities are in the same group, then they would be seen

as more similar to each other than if the activities were in different group. An

example of the groupings used for the case study are provided in Table 3.3.

Table 3.3: Grouping Assignments for Each Activity.

Group Activities

0 A,B,C,O
1 D
2 E,F
3 G,H
4 I,J
5 K,L,N
6 M
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This permits greater meaning to be given to the pathways, however this does not

lead to the values being more distinct. This is addressed by using weightings and

is discussed in the next section.

Weightings

The inclusion of weightings into the algorithm increased the complexity, and as such

now becomes more difficult to calculate by hand.

We first discuss how to assign the weightings to the activities, and then follow with

combining these into the algorithm.

Assume that domain experts (e.g. consultants in cancer services) are asked to rank

the activities from most to least important (0 to N − 1, where N is the number

of activities). This can be thought of as, the activity that occurs most often is

seen as most important, and thus ranked 0, and those activities that are more

rarely occurring should be ranked as lesser important. From these rankings, they

will then be converted into weightings where the least important activity will be

assigned a weight of 1, and each activity will receive an incremental addition of

1/(N − 1). This subsequently gives the most important activity a weight of 2.

For example, Table 3.4 shows the rankings and resulting weightings (rounded to 3

d.p.) that were applied to the case study activities.

Table 3.4: Ranking and Weighting Results for Each Activity.

Activity Rank Weighting

A 2 1.857
B 0 2.0
C 1 1.929
D 12 1.143
E 10 1.286
F 9 1.357
G 7 1.5
H 6 1.571
I 13 1.071
J 14 1.0
K 3 1.786
L 5 1.643
M 8 1.429
N 11 1.214
O 4 1.714
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Equations

As we have now defined both the groupings and weightings, we can combine these

into the algorithm. We will first methodically work through the equations, including

explanations, and then provide the pseudo-code. Throughout, m, s, g and ns refer

to the match, swap, gap and no-swap penalty values respectively, and wi and wj

refer to the weights of characters in position i and j respectively.

Firstly, the match equation is as follows:

D = X[i− 1][j − 1]

(
m+

1

X[i− 1][j − 1] + wi

)
(3.13)

The match equation had to be modified using multiplication of the m parameter,

to allow the initial 0 to propagate through. This is the main element that allows

for a point to itself to be 0 (as required by the fundamental properties of metrics

introduced in the beginning of Section 3.6).

The inclusion of the previous matrix value (X[i-1][j-1]) is required in the denominator

to control the magnitude, and ensure that the penalty value for a match will not

exceed 1.

Furthermore, as a match is a positive event, we needed to ensure that in this case,

a more important activity has a smaller impact than a less important activity. This

is the reason for the inverse.

Moving on to the swap equation:

D = X[i− 1][j − 1] + s+ abs (wi − wj) (3.14)

This is more intuitive, as the modification is the addition of the absolute difference

of the two weightings. This results in activities that are allowed to swap, but are

ranked further apart will have a larger value than those that are ranked closer.
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Now considering the no-swap equation:

D = X[i− 1][j − 1] + ns+ (wi + wj) (3.15)

This ensures that the no-swap value is large enough to never get chosen.

The gap equations are only slightly modified through the addition of the corre-

sponding weighting of that direction:

L = X[i][j − 1] + g + wj (3.16)

T = X[i− 1][j] + g + wi (3.17)

The final modification from the Needleman-Wunsch algorithm is that now we select

the minimum of D,L, T opposed to the maximum. Algorithm 4 displays the pseudo-

code for the modified Needleman-Wunsch algorithm.

Algorithm 4 Modified Needleman-Wunsch Algorithm.

1: procedure Modified . Initialise
Insert a blank space at the start of each string

2: Input m, g, s, ns
3: for i← 0, len(P1) do
4: X[i][0] = X[i− 1][0] + g + wi
5: end for
6: for j ← 0, len(P2) do
7: X[0][j] = X[0][j − 1] + g + wj
8: end for

. Fill Matrix
9: for i← 1, len(P1) do

10: for j ← 1, len(P2) do
11: if P [i] == P [j] then

12: D = X[i− 1][j − 1]
(
m+ 1

X[i−1][j−1]+wi

)
13: else if P [i] and P [j] ∈ Group then
14: D = X[i− 1][j − 1] + s+ abs (wi − wj)
15: else
16: D = X[i− 1][j − 1] + ns+ (wi + wj)
17: end if
18: L = X[i][j − 1] + g + wj
19: T = X[i− 1][j] + g + wi
20: X[i][j] = min(D,L, T )
21: end for
22: end for
23: return X[len(P1)][len(P2)]
24: end procedure
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Penalty Values

In the literature surrounding the Needleman-Wunsch algorithm, it is often discussed

that the user can specify the values for the match, swap and gap penalty, however

there are no guidelines surrounding these.

We developed the following equations as guidelines for choosing the penalty values,

to ensure that in general the preference of, match < swap < gap < no-swap, holds

(as a smaller value indicates ‘better’ and in general a match is better than a swap,

which is better than a gap, which is better than a no-swap).

1 < g

1 < s ≤ g

ns = 2g + 1

m = 1

For further clarification, m must be set to 1 as the match equation considers a

multiplication, and otherwise the factor is not consistently less than 1 (more clari-

fication below). Moreover, it is unnecessary for ns to be larger than 2g + 1, as this

is sufficient to consistently force gaps when a no-swap is necessary.

As a result, the smallest possible penalty values are: m = 1, g = 2, s = 2, ns = 5.

As with the standard Needleman-Wunsch algorithm, changes to the penalty values

will result in different distances calculated, which will propagate through to the

clustering. Advice to the user when selecting the values of s and g in particular, is

to select values with a larger difference between s and g to ensure a more distinct

separation of these two actions.

Example

Figure 3.12 calculates the modified Needleman-Wunsch distance between the two

pathways ‘ABKOGNCH’ and ‘ABC’, using the values m = 1, g = 2, s = 2 and

ns = 5, with the groupings and weightings from Table 3.3 and Table 3.4 respectively.

Figure 3.13 shows the resulting alignment from following the traceback.
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Figure 3.12: Example of Modified Needleman-Wunsch Algorithm Dynamic Pro-
gramming.

Figure 3.13: Example of Modified Needleman-Wunsch Algorithm Traceback.

Consider that intuitively it should always be better to take a swap over a gap.

However, looking at the interaction between ‘B’ and ‘O’, it can be seen that this is

not the case, as the value from the gap is smaller than that of the allowed swap. At

first glance, this may seem incorrect, until further inspection when it is clear that

this is necessary to allow the alignment of ‘B’ with itself two steps later.

This demonstrates the intelligence of the algorithm, and the consideration for the

string as a whole during traceback.

Features

The modified algorithm allows for many features to be considered, which are:

1. Point to itself is 0.

2. The distance score for the string is 0 until the first non-match (similar to the

common prefix idea in the Jaro-Winkler distance).

3. Distances between two pathways are commutative.

4. Matches between higher importance activities produce a smaller distance.

5. A match earlier in the string will result in a smaller value than that appearing

later.
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6. Gaps with higher importance activities result in a larger value than that of

lower importance.

7. Swaps of activities that are closer in terms of rankings will produce a smaller

value.

Figure 3.16 displays all the features described above for Sample 2 (explained below)

using penalty values m = 1, g = 2, s = 2, ns = 5.

To add commentary to Figure 3.16, feature 1 is displayed along the diagonal of the

matrix, and feature 3 (commutativity) is displayed, and thus one can ignore the

bottom diagonal of the matrix, and just examine the top diagonal (highlighted in

green).

Feature 2 can be confirmed by matrix locations (1,2), (1,3) and (1,4), as the value

corresponds to g with the addition of the weight for the additional character as

displayed in Table 3.4. These three values also confirm feature 6.

Features, 4 and 7, are displayed amongst Figure 3.16, but can easily be checked

manually by combining the weightings in Table 3.4 with the equations for the match

and swap (Equation 3.13 and 3.14) respectively.

Feature 5 is the most complex and a by-product of feature 1. This feature arises due

to the match penalty calculation being a factor of the previous value (as previously

discussed in the context of Equation 3.13). This feature can be seen in matrix

locations (1,2) compared to (1,5), where (1,2) is smaller than (1,5) as the match of

‘C’ happens earlier in (1,2) than in (1,5). To further display this feature, consider

the string ‘C’ compared with the following three strings: 1) ‘DC’, 2) ‘HC’, and 3)

‘DHC’.

Figure 3.14 shows the full calculation matrix of each of the three scenarios. If we

calculate the impact of matching ‘C’ in each scenario by observing the difference

between the two values (indicated by the diagonal arrow in Figure 3.14), as follows:
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1)3.763− 3.143 = 0.62

2)4.221− 3.571 = 0.65

3)7.491− 6.714 = 0.777

(3.18)

Equation 3.18 shows that the penalty for matching ‘C’ is different in all three sce-

narios. Simplified, if the previous value is larger then the effect of matching ‘C’ is

also larger. Hence, the later a match appears in the string, the larger the value.

Figure 3.14: Example of Feature Five.

Figure 3.15: Comparing Prioritising in Traceback.

Consider feature 5 when a character appears more than once in a string. The

modified algorithm will prioritise a match at the earliest occurrence of the character,

unless there are characters in between that allow for a better alignment. For example

in Figure 3.15, where when ‘JJ’ appears between the two ‘C’s, the later ‘C’ is aligned,

compared to when the ‘KK’ appears in the middle, then the first ‘C’ is aligned.

In conclusion, the modified Needleman-Wunsch algorithm does produce a more

specific value for distance, considering length, position, and sequence, whilst also

considering the weightings and groupings of the activities.
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Figure 3.16: Modified Needleman-Wunsch Distance Matrix for Sample 2.
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3.7 Case Studies

This case study applies the eight previously discussed metrics and the modified

algorithm to two small samples and the full case study dataframe. These samples

are very basic to allow the reader to closely examine the intricate differences that

appear due to the inclusion of the weighting and rankings. Furthermore, sample 1

and sample 2 are easily assigned to two and three groups respectively, to display

that the obvious solution is found in a simple example, and to provide the reader

with confidence when applying this to more complex data. Although these samples

are artificially constructed, they reflect the small differences between strings seen in

practice.

Sample 1 consists of 10 pathways: ‘ABC’, ‘ABCK’, ‘ABCL’, ‘ABCO’, ‘ABKC’,

‘DIJ’, ‘DIJK’, ‘DIJL’, ‘DIJO’, and ‘DIKJ’. These were chosen as ‘A’,‘B’,‘C’ and

‘D’,‘I’,‘J’ are the highest and lowest ranked activities respectively.

Sample 2 consists of 16 pathways, the same 10 as in sample 1, plus a further six

which display the complexity of allowed swaps between slight differences within the

pathway. These are:

‘ABKOCEF’, ‘ABOKCEF’, ‘ABKOCFE’, ‘ABOKCFE’, ‘ABKECOF’, ‘ABKCOEF’.

Two examples of the modification are included in the analysis using penalty values

g = 2, s = 2, ns = 5 and g = 9, s = 2, ns = 19, which will be referred to as

MNW 1225 and MNW 19219 respectively.

The analysis for the two samples is as follows: Firstly, the distances between all

the points are calculated using the ten previously discussed metrics, and then plot-

ted to demonstrated how the modified algorithm allows for more separation in the

data. Secondly, the k-medoids clustering is run for k = [2, 8], where the use of the

silhouette scores both confirms point one and displays that the modified algorithm

outperforms most of the other metrics. The findings are displayed in a table, which

contains the results for k = 2 and then the best performing k (if k = 2 was best,
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then the second best is displayed), which includes the number of iterations.

The following Python libraries were used: textdistance [274] was used for calcu-

lations of the eight other distance metrics, pyclustering [214] was used for the k-

medoids clustering and scikit-learn was used for the silhouette score [246].

3.7.1 Sample 1: 10 Pathways

Figure 3.17 displays a comparison of the distances between the pathways in sample

1 for each of the eight measures discussed in Section 3.4 and the two examples of

the modified algorithm (MNW 1225 and MNW 19219).

To aid understanding of Figure 3.17, firstly the distance from each point to itself

is 0, and therefore the colour of the dot at x = 0 for each pathway on y is the

colour that represents that pathway e.g. pathway ‘DIJ’ is represented by the red

dot. Furthermore, all pathways beginning with ‘A’ are from the blue colour pallet,

and those beginning with ‘D’ are from the red colour pallet.

The y-axis displays the pathway which all others are being compared to and the x-

axis displays the distance from that pathway. For example, in the top left graph con-

sidering the Levenshtein distance, the distance from ‘ABC’ (light blue) to ‘ABKC’

(dark green) is 1.

In all eight of these graphs in Figure 3.17, if you split the graph horizontally between

‘ABKC’ and ‘DIJ’, and overlayed the two halves, you can see that the distances are

exactly the same, and reflects the lack of distinction. There is also little separation

between the blue and red groups, with the exception of the Jaro and Jaro-Winkler

graphs, where this is more clear.

Now considering the bottom two graphs in Figure 3.17, which display the modified

algorithm (penalty values g = 2, s = 2 and ns = 5 on the left and g = 9s = 2 and

ns = 19 on the right). It can clearly be seen that this algorithm allows for more

distinction and greater separation between the colour groups, as desired.
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Figure 3.17: Comparison of the Ten Metrics Applied to Sample 1.
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To confirm that this is reflected in the clustering, k-medoids clustering was per-

formed for all ten metrics, the results for which are displayed in Table 3.5. The

initial medoids were chosen as 0: ‘ABC’ and 5: ‘DIJ’. It is expected that the clus-

tering algorithm should keep ‘ABC’ and ‘DIJ’ as the medoids.

Table 3.5: Clustering of Sample 1, for All Ten Distances.

Name Medoids Number per
Cluster

Silhouette
Score

Levenshtein 0, 5 5, 5 0.65789
Damerau-Levenshtein 0, 5 5, 5 0.70614
Jaro 0, 5 5, 5 0.85602
Jaro-Winkler 0, 5 5, 5 0.88333
Needleman-Wunsch 0, 5 5, 5 0.65789
Jaccard 0, 5 5, 5 0.43500
Cosine 0, 5 5, 5 0.58577
LCS 0, 5 5, 5 0.73099

MNW 1225 0, 5 5, 5 0.76128
MNW 19219 0, 5 5, 5 0.77464

Table 3.5 displays the expected results, with the only measures that surpass the

modified Needleman-Wunsch in silhouette score is the Jaro and Jaro-Winkler.

3.7.2 Sample 2: 16 Pathways

Similarly to subsection 3.7.1, Figure 3.18 displays a comparison of the distances

between the pathways in sample 2 for each of the eight measures discussed in Section

3.4 and the two examples of the modified algorithm (MNW 1225 and MNW 19219).

In this sample, it is logical to assume that three clusters would be appropriate, the

same two as in sample 1 and a further one containing the extra six pathways. There-

fore Figure 3.18 should be examined for the appearance of three distinct groups.

This is actually not as clear cut as it was with sample 1 (in relation to two groups). In

the majority of the metrics, it is difficult to find the clear groups one is expecting (one

group of red, one group of blue and another of yellow). Again the distinction is more

clear in the modified algorithm, especially with the penalty values g = 9, s = 2 and

ns = 19 (as previously stated). This further confirms that the modified algorithm

allows for better distinction between pathways.
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Figure 3.18: Comparison of the Ten Metrics Applied to Sample 2.
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To confirm if this is reflected in the clustering, the same analysis was run as that

described for sample 1, where the initial medoids were chosen as 0: ‘ABC’, 5: ‘DIJ’

and 10: ‘ABKOCEF’, and for k = [2, 3]. It is expected that the clustering algorithm

should keep the same medoids, and that three clusters would be chosen.

Table 3.6 confirms that the modified algorithm produces silhouette scores similar to

the other metrics, whilst also selecting the expected medoids, which is not the case

with some of the other metrics.

It was expected that three clusters should be chosen, however, examining the sil-

houette scores it appears that in most cases the score for k = 2 is closer to 1 than

in k=3, suggesting that two clusters is better. This indicates that possibly the sil-

houette score is not the most appropriate measure to use, and care is needed when

selecting the appropriate number of clusters.

In conclusion both samples display that the modified algorithm does enhance the dif-

ferences between strings based on user specific characteristics, and performs equally

well, if not better, than the currently used metrics.

Table 3.6: Clustering of Sample 2, for All Ten Distances.

Name Medoids
k = 2

Number
per Clus-
ter k = 2

Silhouette
Score
k = 2

Medoids
k = 3

Number
per Clus-
ter k = 3

Silhouette
Score
k = 3

Levenshtein 4, 5 11, 5 0.51433 0, 5, 10 6, 5, 5 0.45234
Damerau-
Levenshtein

4, 5 11, 5 0.54800 0, 5, 10 5, 5, 6 0.62230

Jaro 5, 10 5, 11 0.80971 0, 5, 10 5, 5, 6 0.58120
Jaro-
Winkler

4, 5 11, 5 0.84600 0, 5, 10 5, 5, 6 0.60252

Needleman-
Wunsch

4, 5 11, 5 0.50676 0, 5, 10 6, 5, 5 0.43148

Jaccard 0, 5 11, 5 0.30516 0, 4, 5 4, 7, 5 0.32543
Cosine 0, 5 11, 5 0.44807 0, 4, 5 4, 7, 5 0.43025
LCS 4, 5 11, 5 0.56353 0, 5, 10 5, 5, 6 0.67356

MNW 1225 4, 5 11, 5 0.64700 0, 5, 10 5, 5, 6 0.53059
MNW 19219 4, 5 11, 5 0.67874 0, 5, 10 5, 5, 6 0.59195
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3.7.3 Full Data

This section applies the eight measures discussed in Section 3.4 and the two exam-

ples of the modified algorithm (MNW 1225 and MNW 19219) to the full dataframe

which was discussed in Section 3.3. As a recap, there are 2,350 patients and 1,019

unique pathways considering the 15 activities. We have applied k-medoids clus-

tering to the dataframe, considering values of k = [2, 8] and initial medoids as

[0, 1, 2, 3, 4, 5, 6, 7].

Table 3.7 shows the results for k=2 and Table 3.8 for the (next) best value of k (in

terms of silhouette score). Both tables also include the medoids that were chosen and

the number of pathways assigned to each of those cluster medoids. The run time for

each distance matrix was under 10 minutes, where the modified Needleman-Wunsch

algorithm performed within the range of the other metrics.

Both Table 3.7 and 3.8 shows that the silhouette scores for all 10 measure are quite

poor. However, the silhouette score for the Needleman-Wunsch modification, with

both sets of penalty values, is on par with the other metrics for k=2 (with the

exception of LCS), and surpass most of the other measure, with the exception of

the Jaro metrics when considering the second best value for k. This shows that

for a full dataset, the modification performs equally as well, if not better, than the

frequently used metrics when considering the silhouette score.

Furthermore, the metrics as a whole do not come to a consensus on a solution for

the clustering as each of the metrics produce different results when considering the

medoids selected and the number of pathways assigned to each cluster. Even when

the same medoids are selected, the number of pathways assigned to those medoids

clusters are not the same. This confirms that careful consideration is needed when

selecting the distance metric, and what differences are to be highlighted.
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Table 3.7: Results of Full Data Clustering for k = 2.

Name Iter Medoids Pathways
per Cluster

Score

Levenshtein 3 KAOBC, AKBMCEGFH 663, 356 0.15604
Damerau-Levenshtein 2 KAOBCD, AKBMCEGFH 676, 343 0.17549
Jaro 3 KAOBLCD, AKOBMCEGFH 409, 610 0.18343
Jaro-Winkler 3 KAOBCD, AKOBMCEGFH 445, 574 0.17542
Needleman-Wunsch 2 AOBC, AOBCEGFH 727, 292 0.16743
Jaccard 2 KAOBNLCGH, KAOBMCEGFH 650, 369 0.04297
Cosine* 2 KAOBNLCGDH, KAOBMCEFGH 649, 369 0.06854
LCS 2 KAOBCD, KAOBCEGFH 510, 509 0.24305

MNW 1225 2 KABC, AOBCEGFH 715, 304 0.14303
MNW 19219 2 AOBC, AKOBCEGFH 676, 343 0.17976

*For cosine, the pathway consisting of just activity B had to be removed, as it caused division by 0.

Table 3.8: Results of Full Data Clustering for Best k (excluding k = 2).

Name k Iter Medoids Pathways per
Cluster

Score

Levenshtein 3 4 KAOBC, AKBMCEGFH, ABCO 541, 348, 130 0.06964
Damerau-
Levenshtein

3 4 KAOBCD, AKBMCEGFH, ABKOC 519, 333, 167 0.09724

Jaro 3 3 KAOBLCD, KAOBMCEGFH, ABKOC 315, 503, 201 0.16252
Jaro-
Winkler

3 3 KAOBLCD, KAOBMCEGFH, ABKOC 308, 487, 224 0.16254

Needleman-
Wunsch

3 2 AOBC, AOBCEGFH, ABCO 582, 279, 158 0.06689

Jaccard 7 3 KAOBNLC, KAOBMCEGFH, KAOBC,
AKOBNC, KABNCOEF, AOKBMC,
BKAOCGH

137, 229, 117,
194, 84, 113, 145

0.05322

Cosine* 7 4 KANOMBCEFD, KAOBMCEFGH,
ABC, AKOBC, KABMCO, AOKBC,
BKAOCEGFH

172, 219, 45,
207, 122, 89, 164

0.08812

LCS 3 3 KAOBCD, KAOBCEGFH, ABKC 408, 509, 102 0.14132

MNW 1225 3 4 KAOBC, AOBCEGFH, AKBC 384, 199, 436 0.13354
MNW 19219 3 4 AKOBC, AOKBCEGFH, KAOBC 403, 229, 387 0.14860

*For cosine, the pathway consisting of just activity B had to be removed, as it caused division by 0.
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3.8 Sensitivity Analysis

This section explores the sensitivity in regards to each area where the users can

specify variables, namely, initial medoids, penalty values, rankings and groupings.

This section was additional to the source paper [16]

3.8.1 Initial Medoids

It is well documented that the k-means clustering algorithm is highly sensitive to

the initial starting positions [50], and as k-medoids is very closely related to k-

means, it is assumed to also be sensitive to the initial starting positions. The

pyclustering [214] k-medoids class allows the user to specify the initial start points,

and thus allows for the user to choose any method of initial medoids selection. There

are a variety of initialsation methods avaliable to k-means clustering, for example

Peña and Larrañaga (1999) [227] compare random, Forgy, MacQueen and Kaufman

methods. Furthermore, the scikit-learn [246] k-medoids algorithm offers random,

heuristic and k-medoids++ as selection methods (where heuristic is default, and

selects the points with the smallest sum distance).

Although this sensitivity is well documented for k-means and there are methods

available for k-medoids, the comparison of such methods for k-medoids clustering

are not as obviously documented. Given the initial selection methods provided by

scikit-learn [246], we will also offer the user the following options: random, least

distance and most occurred. Most occurred was not an option discussed above,

however using the pathways that appeared most often in the data is a logical option

to offer.

To allow for analysis, Table 3.9 and 3.10 display the clustering results for the least

distance and most occurred initial medoids, for k = [2, 3]. Furthermore, Table 3.11

and Table 3.12 displays the results of using 10 different random initial medoids for

k = [2, 3] respectively. Here the silhouette score is referred to as ‘Score’.
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Table 3.9: Least Distance Initial Starting Medoids.

k Medoids Frequency Score

2 AKBC, KAOBC 561, 458 0.147126
3 AKBC, KABC, KAOBC 505, 183, 331 0.080843

Table 3.10: Most Occurred Initial Starting Medoids.

k Medoids Frequency Score

2 AKBC, KAOBC 561, 458 0.147126
3 KABC, KAOBLC, AKBC 252, 272, 495 0.094811

Table 3.11: Random Initial Starting Medoids for Two Clusters.

Initial Index Initial Pathways Medoids Frequency Score

286, 961 AKOBNCEF, KLAMCONBD AKBC, KAOBC 561, 458 0.147126
80, 312 ACOKBML, AKOLBDC KAOBC, AKBC 458, 561 0.147126
1002, 225 LKABD, AKMCOBNEF KAOBC, AKBC 458, 561 0.147126
914, 287 KBAONC, AKOBNCELF KAOBC, AKBC 458, 561 0.147126
387, 902 AOCEGHBMF, KAONLBDC AKOBCEGFH, KAOBC 320, 699 0.141554
580, 720 KABLOC, KANOMBCEFD AOBC, AKOBCEF 653, 366 0.157202
419, 908 AOKBNCGLH, KBAOC AKBCGH, KAOBC 369, 650 0.121541
82, 47 AEGHKFCOB, ABKOLCGH AKBC, KAOBC 561, 458 0.147126
112, 452 AKBMCOEF, AOKMCBLEGFH KAOBC, AKBCGH 650, 369 0.121541
938, 822 KBMCAOGH, KAOLBMCEDF AKBCGH, KAOBC 369, 650 0.121541

Table 3.12: Random Initial Starting Medoids for Three Clusters.

Initial Index Initial Pathways* Medoids Frequency Score

286, 961, 981 + KNBCAGH AKOBC, KAOBC, KABCGH 431, 274, 314 0.123287
80, 312, 980 + KMOABLCEGHF AOBLC, AKBC, KAOBCEGFH 243, 479, 297 0.080809
1002, 225, 161 + AKBOCEF KAOBC, AOKBC, AKOBC 456, 226, 337 0.138924
914, 287, 713 + KANLBCEGHF KAOBC, AKOBC, KAOLBCEGFH 368, 469, 182 0.121244
387, 902, 335 + AKOLMCEGBDFH AOBCEF, KAOBC, AKBCGH 186, 517, 316 0.098833
580, 720, 450 + AOKMBEGCFH KABC, KAOBCEF, AKBMCEGFH 568, 229, 222 0.137245
419, 908, 414 + AOKBMLGCH AKBCGH, KAOBC, AKBC 256, 419, 344 0.133141
82, 47, 904 + KAONLCDB AKBC, AKBCGH, KAOBC 344, 256, 419 0.133141
112, 452, 51 + ABKOMCGH AKBC, AOKBCEGFH, KAOBC 415, 204, 400 0.130351
938, 822, 456 + AOLBCEF KABCGH, KAOBC, AKBC 270, 287, 462 0.114578

* The first two initial pathways are the same as those for k=2.

It is clear that across Tables 3.9, 3.10 and 3.11, there appears to be a most frequently

found solution for k = 2 of medoids ‘AKBC’ and ‘KAOBC’. At first glance this

might appear to be an ‘optimal’ solution, however in table 3.11 initial medoids of

[580, 720] produce a higher silhouette score. Furthermore, when considering k = 3,

the results in Table 3.12 display more differences, and in fact the initial medoids
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[1002, 225, 161], produce the best silhouette score for k = 3 with medoids solution

of ‘KAOBC’, ‘AOKBC’, ‘AKOBC’.

This demonstrates that the results are sensitive to the initial starting points. Fur-

thermore, more precise selection methods do not necessarily produce better results

in accordance to the silhouette score.

Although the silhouette score is a good indication of the theoretical best solution, it

is still open to expert interpretation of what clustering solution they select. There-

fore, care needs to be taken when selecting initial medoids.

3.8.2 Penalty Values

The selection of penalty values for gap, swap and no-swap (g, s and ns) variables

also require sensitivity analysis. As previously discussed in subsection 3.6 the user

is able to select various penalty values for the match, swap and gap penalties but

there is no guidance on this for the standard Needlaman-Wunsch algorithm. After

discussing in subsection 3.6 how the user should select the gap, swap and no-swap

values, it is necessary to compare the effects. As the penalty values are guided by

the value for g, we test values for g = [2, 9] and all values of s available. The results

for k = [2, 3] are shows in Table 3.13 and 3.14 respectively.

Both Table 3.13 and Table 3.14 show that varying the penalty values does appear

to produce different results. In Table 3.13 the score is always higher than in the

basic case of g = 2, s = 2 and ns = 5. Therefore, it could be suggested that running

multiple values and finding the solution most robust to change may be a good indi-

cator of which solution is best. Furthermore, in both tables (3.13 and 3.14) the score

is often larger when the gap between g and s is larger, as suggested in subsection 3.6.

In conclusion, the results are sensitive to penalty values selected. However, this

is not a negative, as allowing this level of control to the user is a further method of

allowing control and adding context to the comparisons.
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g s ns Medoids Frequency Score

2 2 5 KABC, AOBCEGFH 715, 304 0.143026
3 2 7 AOBC, AOBCEGFH 808, 211 0.172362
3 3 7 KABC, AOBCEGFH 700, 319 0.147568
4 2 9 KAOBC, AKOBCEGFH 685, 334 0.155974
4 3 9 KABC, AOBCEGFH 695, 324 0.153521
4 4 9 KABC, AOBCEGFH 702, 317 0.148849
5 2 11 KAOBC, AKOBCEGFH 681, 338 0.160720
5 3 11 KAOBC, AKOBCEGFH 680, 339 0.154746
5 4 11 KABC, AOBCEGFH 695, 324 0.153706
5 5 11 KABC, AOBCEGFH 701, 318 0.149900
6 2 13 AOBC, AKOBCEGFH 677, 342 0.172716
6 3 13 KAOBC, AKOBCEGFH 674, 345 0.160022
6 4 13 KAOBC, AKOBCEGFH 679, 340 0.154380
6 5 13 KABC, AOBCEGFH 695, 324 0.153953
6 6 13 KABC, AOBCEGFH 697, 322 0.151785
7 2 15 AOBC, AKOBCEGFH 676, 343 0.175672
7 3 15 KAOBC, AKOBCEGFH 674, 345 0.162501
7 4 15 KAOBC, AKOBCEGFH 677, 342 0.157869
7 5 15 KABC, AKOBCEGFH 674, 345 0.162233
7 6 15 KABC, AOBCEGFH 695, 324 0.155380
7 7 15 KABC, AOBCEGFH 692, 327 0.152378
8 2 17 AOBC, AKOBCEGFH 676, 343 0.177912
8 3 17 AOBC, AOKBCEGFH 670, 349 0.169386
8 4 17 KAOBC, AKOBCEGFH 673, 346 0.161693
8 5 17 KAOBC, AKOBCEGFH 676, 343 0.157081
8 6 17 KABC, AKOBCEGFH 674, 345 0.162274
8 7 17 KABC, AOBCEGFH 695, 324 0.155611
8 8 17 KABC, AKOBCEGFH 675, 344 0.157572
9 2 19 AOBC, AKOBCEGFH 676, 343 0.179763
9 3 19 AOBC, AOKBCEGFH 670, 349 0.171603
9 4 19 KAOBC, AKOBCEGFH 673, 346 0.163615
9 5 19 KAOBC, AKOBCEGFH 670, 349 0.161615
9 6 19 KABC, AKOBCEGFH 668, 351 0.165646
9 7 19 KABC, AKOBCEGFH 674, 345 0.162322
9 8 19 KABC, AOBCEGFH 695, 324 0.155923
9 9 19 KABC, AKOBCEGFH 674, 345 0.158377

Table 3.13: Sensitivity Analysis of Penalty Value Selection for Two Clusters.
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g s ns Medoids Frequency Score

2 2 5 KAOBC, AOBCEGFH, AKBC 384, 199, 436 0.133538
3 2 7 AOBC, AOBCEGFH, ABOKC 675, 210, 134 0.062149
3 3 7 KABC, AOBCEGFH, KABCN 616, 313, 90 0.078795
4 2 9 AKOBC, AKOBCEGFH, KAOBLC 440, 194, 385 0.127571
4 3 9 KAOBC, AKOBCEGFH, AKBC 387, 251, 381 0.128682
4 4 9 KABC, AOBCEGFH, KABCN 616, 314, 89 0.081155
5 2 11 AKOBC, AOKBCEGFH, KAOBLC 411, 244, 364 0.126153
5 3 11 KABC, AOBCEGFH, AOBLC 445, 261, 313 0.091549
5 4 11 KABC, AOBCEGFH, KABCN 612, 317, 90 0.084784
5 5 11 KABC, AOBCEGFH, KABCN 612, 315, 92 0.083108
6 2 13 AKOBC, AOKBCEGFH, KAOBC 401, 229, 389 0.145826
6 3 13 KAOBC, AKOBCEGFH, AKBC 395, 265, 359 0.130803
6 4 13 KAOBC, AKOBCEGFH, AKBC 387, 254, 378 0.129436
6 5 13 KABC, AOBCEGFH, KABCN 612, 319, 88 0.084809
6 6 13 KABC, AOBCEGFH, KABCN 608, 319, 92 0.085237
7 2 15 AKOBC, AOKBCEGFH, KAOBC 402, 229, 388 0.147083
7 3 15 AKOBC, AOKBCEGFH, KAOBC 390, 243, 386 0.142946
7 4 15 KAOBC, AKOBCEGFH, AOKBC 416, 283, 320 0.120786
7 5 15 KABC, AKOBCEGFH, KABCN 591, 342, 86 0.090407
7 6 15 KABC, AOBCEGFH, KABCN 606, 321, 92 0.087531
7 7 15 KABC, AOBCEGFH, KABCN 605, 323, 91 0.085199
8 2 17 AKOBC, AOKBCEGFH, KAOBC 402, 229, 388 0.147742
8 3 17 AKOBC, AOKBCEGFH, KAOBC 390, 243, 386 0.144037
8 4 17 KAOBC, AKOBCEGFH, ABKOC 366, 295, 358 0.125987
8 5 17 KAOBC, AKOBCEGFH, AKBC 384, 257, 378 0.129628
8 6 17 KABC, AKOBCEGFH, KABCN 591, 343, 85 0.089875
8 7 17 KABC, AKOBCEGFH, KABCN 589, 342, 88 0.089923
8 8 17 KABC, AOBCEGFH, KABCN 603, 325, 91 0.086392
9 2 19 AKOBC, AOKBCEGFH, KAOBC 403, 229, 387 0.148601
9 3 19 AKOBC, AOKBCEGFH, KAOBLC 402, 270, 347 0.128966
9 4 19 KAOBC, AKOBCEGFH, ABKOC 366, 295, 358 0.127205
9 5 19 KAOBC, AKOBCEGFH, AOKBC 410, 292, 317 0.121076
9 6 19 KABC, AKOBCEGFH, KABCN 585, 349, 85 0.092270
9 7 19 KABC, AKOBCEGFH, KABCN 587, 343, 89 0.092171
9 8 19 KABC, AKOBCEGFH, KABCN 589, 343, 87 0.089933
9 9 19 KABC, AOBCEGFH, KABCN 603, 325, 91 0.087039

Table 3.14: Sensitivity Analysis of Penalty Value Selection for Three Clusters.
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3.8.3 Rankings and Groupings

As the user is encouraged to select rankings and groupings for activities, it will be

beneficial if there is a degree of sensitivity with various configurations. To investigate

the effects of various rankings, the groupings were fixed as in Table 3.3 and assigned

random rank order, the results for k = [2, 3] can be seen in Table 3.15.

To investigate groupings, the rankings were fixed as in Table 3.4 and the groupings

were randomly selected, by assigning each activity a value between 2 and 7, in an

effort to minimise the number of groups with only one activity. As above, the results

for k = [2, 3] can be seen in Table 3.16.

Both Table 3.15 and Table 3.16 show that the values assigned to the rankings and

groupings possesses the same amount of variation in results as the penalty value

choices. Again, this displays that the results are sensitive towards the rankings and

groupings selected.

To help guide the user on selecting these values in Sim.Pro.Flow, there is an option

presented to the user of ‘default values’, where the activities are ranked in order

of frequency (where a smaller rank number indicates higher frequency). If the user

wishes to obtain the objectively ‘best’ clustering i.e. good cluster definition, then

using the silhouette score as a guide would be beneficial. Furthermore, the user

could examine the chosen medoids and cluster assignment frequency to inform the

choice of values.

It should be noted that these modifications were intended to increase user interac-

tion, however, it could be an area of further work to explore presenting the user

with a few options for values.
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Rankings k Medoids Frequency Score k Medoids Frequency Score

[7, 8, 2, 0, 4, 9, 10, 1, 14, 12, 3, 6, 11, 5, 13] 2 KABC, AKOBCEGFH 690, 329 0.150343 3 KABC, AKOBCEGFH, KABCN 607, 322, 90 0.082529
[3, 10, 0, 5, 12, 13, 8, 1, 7, 4, 11, 2, 6, 14, 9] 2 KABC, AOBCEGFH 695, 324 0.145901 3 KAOBC, AOBCEGFH, AKBC 394, 216, 409 0.117079
[11, 5, 7, 13, 9, 4, 8, 10, 14, 3, 2, 6, 12, 0, 1] 2 KABC, AKOBCEGFH 681, 338 0.150200 3 KAOBC, AKOBCEGFH, AKBC 378, 232, 409 0.123999
[7, 8, 12, 4, 0, 9, 6, 10, 3, 14, 5, 2, 1, 13, 11] 2 KABC, AKOBCEGFH 681, 338 0.151720 3 KAOBC, AKOBCEGFH, AKBC 381, 240, 398 0.125440
[6, 3, 10, 7, 9, 11, 12, 1, 0, 8, 5, 14, 2, 4, 13] 2 KABC, AKOBCEGFH 690, 329 0.144982 3 KAOBC, AKOBCEGFH, AKBC 384, 236, 399 0.126615
[6, 10, 4, 0, 13, 8, 14, 3, 11, 12, 5, 1, 7, 2, 9] 2 KABC, AKOBCEGFH 694, 325 0.140625 3 KABC, AKOBCEGFH, KABCN 584, 320, 115 0.078299
[7, 6, 1, 0, 10, 8, 13, 12, 5, 4, 11, 2, 3, 9, 14] 2 KABC, AOBCEGFH 718, 301 0.137896 3 KABC, AOBCEGFH, KABCN 634, 297, 88 0.074783
[12, 8, 4, 2, 1, 3, 6, 14, 13, 0, 9, 7, 11, 5, 10] 2 KABC, AKOBCEGFH 686, 333 0.155987 3 KABC, AKOBCEGFH, KABCN 602, 324, 93 0.083032
[9, 7, 4, 1, 14, 0, 6, 8, 2, 11, 10, 12, 5, 13, 3] 2 AOBC, AOBCEGFH 803, 216 0.169143 3 AKBC, AOBCEGFH, KAOBC 442, 207, 370 0.127518
[4, 13, 9, 3, 2, 0, 12, 7, 8, 14, 1, 11, 5, 10, 6] 2 KABC, AKOBCEGFH 680, 339 0.156321 3 KAOBC, AKOBCEGFH, AKBC 404, 240, 37 0.129861

Table 3.15: Sensitivity Analysis of Rankings.

Groupings k Medoids Frequency Score k Medoids Frequency Score

[A, B, L][C, F, J, N][D, G][E, I, O][H][K, M] 2 KAOBC, AKOBCEGFH 693, 326 0.120623 3 KAOBC, AKOBCEGFH, ABKC 484, 276, 259 0.089406
[A, J][B, O][C, E, F, G, L][D, N][H, M][I][K] 2 ABC, AOBCEGFH 638, 381 0.143741 3 KAOBC, AKOBCEGFH, AKBC 443, 213, 363 0.136208
[A, I][B, F][C, H, O][D, G][E, L][J, N][K, M] 2 AOBC, AOBCEGFH 741, 278 0.133041 3 KAOBC, AKOBCEGFH, ABOC 478, 239, 302 0.083123
[A, C, O][B, N][D, E, K, L][F, M][G][H, J][I] 2 KABC, AKOBCEGFH 670, 349 0.129042 3 KABC, AKOBCEGFH, KAOBCD 417, 298, 304 0.101415
[A, E, F, H, N][B, C][D][G][I, K, O][J, L][M] 2 AOBC, AOBCEGFH 769, 250 0.166322 3 AKBC, AOBCEGFH, KAOBC 411, 228, 380 0.139426
[A][B, F, L, M, O][C, J, K, N][D, H, I][E][G] 2 AOBC, AOBCEGFH 763, 256 0.145183 3 KAOBC, AKOBCEGFH, AKBC 432, 242, 345 0.129746
[A, E, J][B, G, K, M][C, D, H, L, N][F][I][O] 2 KAOBC, AKOBCEGFH 694, 325 0.125991 3 KAOBC, AKOBCEGFH, AKBCGH 497, 180, 342 0.111152
[A, B, E, J, M][C, N][D][F][G, I][H, K, L][O] 2 AKBC, KAOBCEGFH 654, 365 0.128011 3 KAOBC, AKBMCEGFH, KAOBCGH 575, 232, 212 0.115357
[A, K, M][B, F, O][C, J][D, L][E, I][G][H][N] 2 KABC, KAOBCEGFH 682, 337 0.134682 3 KABC, KAOBCEGFH, ABKC 402, 314, 303 0.077893
[A][B, C, H, J][D, K][E, G, M][F][I][L, N, O] 2 AOBC, AOBCEGFH 806, 213 0.154813 3 AKBC, AOBCEGFH, KAOBC 412, 179, 428 0.146364

Table 3.16: Sensitivity Analysis of Groupings.
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3.9 Conclusions

In response to the findings of Chapter 2, this chapter discusses the development

of a new distance metric, modified from the Needleman-Wunsch dynamic program-

ming algorithm, that is specifically designed for clustering, and allows for expert

interaction through the use of groupings and rankings of activities.

The modified metric was compared against eight other popular metrics, where it

performed equally well, if not better, when used with k-medoids clustering. This

comparison further highlight that each of the metrics produce different results and

as such, confirms the hypothesis that careful consideration is needed when selecting

a string metric.

Sensitivity analysis has shown that the clustering is sensitive to the initial medoids

selected, however, these are issues that are common amongst these metrics and

clustering. Methods for improving upon these factors have been discussed as further

work, but it is anticipated that any gains here are likely to be small. Furthermore,

the penalty values along with rankings and groupings selection were also sensitive

to the users choices of values. This is as expected, as this is the main function

that allows the user to interact with the method. It is advised to the user to take

care when selecting these values and analyse the results to ensure that they are in

agreeance with the results for the chosen values. Providing more guidance to users

on selecting these values is an important area of further work.

This method can support clinical pathway redesign or optimisation by initially pro-

viding a more time efficient process for mapping clinical pathways through com-

bining both data and expert knowledge. As a result of combining both data and

expert knowledge the clusters should be more clinically relevant using the modified

Needleman-Wunsch metric due to the rankings and groupings feature.

From a clinical perspective, the resulting clusters enable deeper examination of

the activity interactions which can help to highlight patterns that were previously
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undetectable when looking at the data as a whole. This can support decision makers

in the pathway redesign process which could lead to reducing delays to diagnosis and

improved outcomes. This can also allow decision makers to prospectively consider

the capacity required at activities due to a awareness of preceding activity demand.

Overall, the modified metric paves the way to adding more context to string dis-

tances, and bridges the gap between data and expert interaction.

Further Work

The following areas have been identified as further work:

• Smart selection of penalty values: Machine learning techniques could be utilised

to select penalty values which highlight various relationships as appropriate.

• Modify the Jaro distance metric [144, 145] using the same idea for modifica-

tions, as it produces good silhouette scores.

• Consider a final adjustment to the modified value to account for the total

number of characters that appear in both strings i.e. divide final value by the

number of characters appearing in both.

• Further sensitivity analysis to aid guidance in selecting penalty values, rank-

ings and groups, possibly providing the user with a small set of options to

choose from.

• Investigation of the impact of allowing groupings of singular activities, and

how this could be used effectively.

• Consider the use of value selection in practice, possibly applying the DELPHI

method [75].
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Chapter 4

Automating the Simulation Build

4.1 Introduction

Research Question 2

Is it feasible to automate the simulation build process?

Chapter 1 introduced the idea and motivation for automating the simulation build.

This chapter explores how to automate and validate the input parameters.

The general idea for the model is to allow for capacity and demand analysis. Discus-

sion with staff at VCC concluded that capacity could be reflected through how many

individuals could be seen each day. Expanding on this, capacity can be thought of

in terms of a finite number of perishable slots, i.e. once all slots are used, no more

individuals can be seen until the slots reset the next day, and any excess is not

carried over.

The chapter is structured as follows:

• Section 4.2 expresses the considerations required for supporting automation

and introduces the routing procedures.

• Section 4.3 describes the extensions to Ciw [56] required to support the sim-
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ulation model (see Section 1.5).

• Section 4.4 outlines the working dataset used henceforth.

• Section 4.5 explores and validates the general approach to automatically ex-

tracting the input parameters i.e. arrivals, service, capacity levels and warm

up. The routing procedure Raw Pathways is discussed throughout, as it is

intended to be used for validation.

• Section 4.6 discusses how flexibility will be build into Sim.Pro.Flow to support

the custom parameters.

• Section 4.7 presents a method of calculating capacity based on percentage

time targets (see Section 1.5).

• Section 4.8 closes the chapter with a summary of the overall simulation pa-

rameters and highlights areas for further work.

4.2 Considerations

The feasibility of automating the simulation build heavily depended on selecting

a simulation software that could support this. The Python library Ciw [56] was

chosen as it has a open source nature and code driven structure, which was ideal.

When building a DES, as previously discussed, the first consideration is the network

structure for the model i.e. activities and relations between activities. This network

will provide the framework that individuals can move through, henceforth denoted

as pathways. Therefore, this network and the pathways need to be automatically

extracted from the data, being aware of the general nature for application that is

required (Section 1.3).

Recall from Section 1.3 that multiple interpretations of the clinical pathway will be

required. Due to this, four routing procedures were identified namely Raw Pathways,

Full Transitions, Cluster Transitions and Process Medoids. The general intention
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is to use the Raw Pathways as a method of validating the input parameters. The

remaining routing procedures then provide different interpretations of constructing

the network and pathways, which progressively aim to reduce the complexity and

minimise variations for the produced clinical pathway.

As the four routing procedures provide differing methods for constructing the net-

works and exploring the pathways, and as such will need to be extracted accordingly.

For note, this chapter will focus solely on the Raw Pathways as a method for val-

idation, and the specific considerations for the remaining routing procedures are

explored in detail in Chapter 5.

For context, these four routing procedures can be split into two areas: Full Transi-

tions and Cluster Transitions make use of a probabilistic approach to constructing

the pathways from a transition matrix (not compatible with DT1), alternatively the

Raw Pathways and Process Medoids construct exact pathways that need to utilise

a process based routing approach. Process based routing is where the individual’s

path is generated as it enters the model and not probabilistically as it progresses

through the system. This was not possible in Ciw. As a consequence Ciw was

extended to incorporate the feature of process based routing (Section 4.3).

4.3 Extensions to Ciw - Process Based Routing

Ciw is a Python library for DES of open queuing networks [57], developed by Dr

Palmer and has had multiple contributors/authors [57]. Ciw uses an event schedul-

ing approach which reflects the three-phase simulation approach discussed by Robin-

son (2014) [242] [57]. Palmer et al., [219] discusses the development of Ciw and the

mission statement of allowing reproducibility and best practices. It was this aspect

that lent itself well to automation and gave Ciw the advantage over competing soft-

ware e.g. SimPy [256] when choosing the software. In addition, Ciw has detailed

documentation available [57] which provides information of how to use Ciw, provid-

ing examples of standard use, and how the user can stretch the capabilities of the
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library further through custom behaviour [57].

Prior to this collaboration Ciw utilised only a transition probability matrix, which

takes in an individual at activity i and sends them to activity j with probability

at position (i, j) of the matrix. The matrix is independent of the individual and

is memoryless i.e. only considers the individual’s current position to determine the

next.

This would be suitable for the probability based routing procedures (Full Transitions

and Cluster Transitions reflecting DT2) but would not be able to support the routing

procedures that required a fixed assigned pathway (Raw Pathways and Process

Medoids reflecting DT1).

Taking inspiration from process based simulation systems [242], which are used in

alternative Python simulation packages such as SimPy [256], where an individual’s

entire route is determined when the individual is generated. The idea was to allow

the user to either use the transition probability matrix (already possible) by stating

the matrix, or to assign each arrival activity a routing function. The function could

be written by the user and take some information available from the individual and

return their route through the network, i.e. pathway.

The following subsections will introduce Ciw in more detail before discussing the

initial investigation comparing scenarios applying both methods (transition matrix

and process based) and ultimately integrating the development into Ciw v2.0.0. Fur-

thermore, additional customisations of Ciw were required to support other aspects

of the simulations will also be discussed.

4.3.1 Introduction to Ciw

Essentially, Ciw is made up of a collection of nodes where events take place. To set

up a system in Ciw a network has to be defined including four main parameters:

Arrivals, Service, Servers and Routing. Another element that is important to high-

light is customer class; this allows for different groups of individuals to be handled
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differently in the network. It is also possible to include a parameter in the network

that allows an individual to change customer class (this will be required during the

initial investigation).

Ciw uses general time units which means that 1 can represent either 1 second,

minute, hour, day, week, month, year etc., depending on the specific time units

required by the user. Therefore, care is required when defining a network to en-

sure that consistent units are used throughout. The implementation of Ciw in

Sim.Pro.Flow always defines 1 as 1 day and as such this shall be used throughout

the report.

A minimal working example, using version v2.0.1 of Ciw, shall now be explored sup-

ported with explanation. For detailed information and tutorials the reader should

explore Ciw’s documentation [57].

Consider a system with four activities, (node 1: ‘A’, node 2: ‘B’, node 3: ‘C’,

node 4: ‘D’). There are two classes of individuals, where class 0 and class 1 will

proceed through the network performing tasks in the order ‘ABC’ and ‘BCAD’

respectively. Therefore, class 0 individuals will arrive at node 1 (activity ‘A’) and

class 1 individuals will arrive at node 2 (activity ‘B’), with arrival distribution

exponential with λ = 1 (1 per day). Each node will have service rates sampled from

exponential distribution with µ = 2 (2 per day) and one server. This network can

be seen in Figure 4.1.

Figure 4.1: Ciw Network Example Extracted From Jupyter Notebook.

Note in Figure 4.1 that routing has been defined in terms of a transition probability
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matrix. Typically in a transition matrix the rows sum to 1, however in Ciw, any

remaining probability is assigned to exit the system e.g. class 0 row 3 has all 0’s

meaning that from node 3 individuals will exit the system with probability 1.

Furthermore, the arrivals, service and routing are defined by class but severs are

universal.

The simulation seed can then be defined and the network can be passed to the simu-

lation as required by Ciw. Finally there are two methods of running the simulation

- until maximum time or maximum number of customers has been reached [57].

There are three methods available for specifying the stop criteria in relation to the

specified number of customers: ‘Finish’ - hit the exit node, ‘Arrive’ - created in the

arrival node, and ‘Accept’ - created and been accepted into the system [57]. For this

example simulate until maximum customer of 250 was chosen with method specified

as ‘Finish’ as shown in Figure 4.2

Figure 4.2: Ciw Run Network Example Extracted From Jupyter Notebook.

Finally, once the simulation has been run, Ciw can produce a table of results [57]

where each row logs an event at a node. In other words, for each unique customer

ID there can be multiple rows which log the individual’s interaction with a node,

including information such as arrival date, wait time, service time, destination and

queue size at arrival/departure, to name a few (for full list see ‘List of Available

Results’ in Ciw’s documentation [57]). These records provide a solid base from

which to extract further results if the user requires, such as percentage waiting less

than a specified time per node, the average waiting time at a node etc.

Figure 4.3 shows an example of how to check that the expected number of individuals

per class were generated, which in this case should be approximately evenly spread

amongst the two classes as their arrival rates were the same.
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Figure 4.3: Ciw Run Results Example Extracted From Jupyter Notebook.

4.3.2 Initial Investigation

The purpose of the initial investigation was to identify what situations could not be

implemented in Ciw in its current state and as proof of concept that process based

routing would perform correctly and satisfy the gaps not covered by the transition

matrix method. Version 1.1.6 of Ciw was used for this investigation.

This initial investigation enabled us to explore how to adapt Ciw to accommodate

process based routing, where it was necessary to make use of Ciw’s CustomArrivalN-

ode and CustomNode classes to enable the exploration, as described below.

The have event function of the CustomArrivalNode was edited to allow for the

individual to have a route attribute consisting of a generate route function. The

generate route function changes for each case explored, but fundamentally takes the

customer class as input and returns an ordered list of nodes.

Within the CustomNode class, the next node function was completely rewritten to

perform the following steps: 1) remove the first entry in the route list (corresponding

to the current node) 2) if there are no more nodes in the route, then exit the system,

otherwise set the next node number to be the new first entry in the route list (which

will be the next destination).

For the initial investigation three routing cases were explored for both event schedul-

ing and process based methods each satisfying a different goal.
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• Case 1 investigated how to implement process based routing for a basic net-

work. The chosen network was as described in the previous subsection, with

two classes each performing a different route.

• Case 2 considered repeating an activity a set number of times, specifically the

route ‘AAA’.

• Case 3 considered specific routes being performed based on set probability by

individuals of the same class. Specifically, individuals would perform the route

‘AABCA’ 40% of the time and route ‘BCAB’ the remaining 60% of the time.

Each case required specific technical accommodations to perform the intended rout-

ing. Discussing each case in turn;

In case 1 (previously described in detail) the methods differ in routing, where the

event based used a transition matrix, whereas, the process based routing function

take in the customer class and returns [1, 2, 3] for class 0 and [2, 3, 1, 4] for class 1.

In case 2, for event scheduling approach it would have not been possible here to use

the typical transition matrix with A to itself with probability 1, as the individual

would never exit the system. Therefore, case 2 utilised Ciw’s class change matrix.

The network was constructed of only the one node with four classes of customers.

Only individuals of class 0 arrived at node 1 (‘A’) with all other classes having

NoArrivals. Each time the individual performed the activity, they changed class

according to the class change matrix, cycling through class 0 to 3 in order. Each

class had a routing transition matrix which kept it at activity ‘A’ with probability

1 until it was required to leave the system at class 3. For clarification the order of

events would be as follows: Arrive at node 1 as class 0, perform event, change to

class 1, transition matrix sends class 1 to node 1, perform event, change to class 2,

transition matrix sends class 2 to node 1, perform event, change to class 3, transition

matrix sends class 3 to exit node. Alternatively, the process based allowed for a

simple system consisting of one node and class, where the routing function was

always [1, 1, 1].
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Case 3 was the most complex, expanding the idea of case 2 with an exact number of

repeats, whilst assigning one route 40% of the time and another the remaining 60%.

This was deemed not possible for the event scheduling method. Whereas the process

based method allowed for a simple and elegant solution where the individuals arrived

at a dummy node (1), assigned their route, where the routing function was: generate

a random number in the range [0,1] denoted rnd, if rnd < 0.4 then perform [1, 2,

2, 3, 4, 2], otherwise perform [1, 3, 4, 2, 3]. Note the node numbers corresponding

to the letter are increased by 1 to accommodate the dummy node.

The basic set up was similar to the previously worked example, where the arrival

distributions were exponential with λ = 1, the service distributions were exponential

with µ = 2, each node had one server. A difference to note is that the simulation

was run until max time of 250 time units (days) were reached. Furthermore, in case

3 the dummy node required a service time, which was set at deterministic with µ

= 1.

From the results produced by Ciw it was possible to extract the routes that were

performed by the individuals which are displayed in Table 4.1. This confirms that

the correct routes were executed in all three cases, including approximately the

correct proportion of routes performed in case 3 (246 individuals, class 0 104 times

and class 1 142 times).

Table 4.1: Results of Routes Performed for Cases Used in Ciw Initial Investigation.

CaseEvent Scheduling Process Based

1 Class 0: {(1, 2), (1,), (1, 2, 3)}
Class 1: {(2,), (2, 3, 1, 4), (2, 3)}

Class 0: {(1, 2), (1,), (1, 2, 3)}
Class 1: {(2,), (2, 3, 1, 4), (2, 3), (2, 3, 1)}

2 {(1,), (1, 1), (1, 1, 1)} {(1,), (1, 1), (1, 1, 1)}

3 Not Possible {(1,):2, (1, 2, 2):1, (1, 2, 2, 3, 4):1, (1, 2, 2, 3, 4, 2):100
(1, 3, 4, 2):5, (1, 3):1, (1, 3, 4, 2, 3):136}

*format set{(routes performed): frequency}

This initial result concludes that it is possible and appropriate to use process based,

whilst also satisfying a gap in Ciw’s abilities.
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The main consideration to take forward into development was when to assign the

route to the individual. There were two options available, 1) have the individuals

all arrive at the same node (dummy node), then assign the route, then send it to the

first node (like case 3) or 2) assign the route at the correct arrival node, ensuring

that the first node in the list matches that of the arrival node. On discussion,

option 2 was superior as it aligned with Ciw’s structure of allowing different arrival

distributions for each node and could also accommodation option 1. Therefore, we

proceeded with option 2, taking care to satisfy the restriction mentioned.

4.3.3 Development

The development stage consisted of progressing the initial investigation to make a

contribution to Ciw’s base code. Technically this involved forking the Ciw repository

on Github [57] to obtain a copy of Ciw’s code to work on. Development could then

take place which would not affect the main parent repository of Ciw and commits

could record the changes made. To adhere to the best practices that Ciw promotes,

testing files using the unittest library [278] were required to ensure the expected

outcomes are produced (a test process based file was created). Once all necessary

changes were complete, a pull request was made which allowed Dr Palmer to review

the contribution and merge them into the main branch.

There were many elements that were required to support the process based rout-

ing (including progressing/implementing those discussed in the previous section).

However, the critical development undertaken was as follows:

• The keyword routing can take in an ordered list of length N . This will detect

that process based routing is requested.

• Each position of the list that corresponds to an arrival node should contain

the relevant routing function, otherwise contain ciw.no routing.

• The routing function should take in the individual, and return an ordered list

of node numbers, which has to start at the current node.
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A page describing the process based routing is included in Ciw’s documentation.

This both explains to the user how to use the routing and the corresponding node

restrictions to be noted [57]. Furthermore, the pull request was accepted by Dr

Palmer and the process based routing contribution was included in the Ciw from

version 2.0.0 onwards.

4.3.4 Custom Ciw

Ciw has the ability to allow users to define custom behaviour for nodes and arrival

nodes. This was extended to also include servers and individuals in Ciw v2.1.2

onwards. Furthermore, custom distributions can be used for arrivals and service.

Two custom behaviours were utilised as they were necessary to accommodate spe-

cific features required for the simulation. The development of these will be discussed

in this section, whereas the necessity and implementation of these will be discussed

and referenced when required.

Restricting Capacity

It was required that a specific number of individuals to be serviced at each node each

day. Thus a custom node was developed that would no longer accept individuals to

be serviced once a limit was reached (see Section 1.5). Therefore, the limit needs

to be specified and a count of the individuals needs to be recorded. These will be

referred to as slot capacity and current count respectively, Furthermore the limit

needs to be reset occasionally.

The requirement of setting a limit and resetting that limit lent itself well to utilising

the server schedule. Ciw’s servers schedule feature allows users to specify the number

of servers available at a node until a specified time unit, where servers can service

an individual on a one-to-one basis. The server schedule is cyclical and as such once

the maximum defined time unit for the schedule has been reached, the schedule will

repeat. For example, defining six slots on day one, seven slots on day two would be
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number of servers = [[6, 1], [7, 2]]. (4.1)

Users should be aware that Equation 4.1 describes having six servers until time unit

1, where 1 time unit is a day. Therefore day one occurs between the time units 0

and 1, where 1 is not included.

Implementing this in the custom node required three main considerations: define

current count, establish if service can begin and how reset the define current count.

This involved changing methods that already existed as part of the node class,

where the original docstrings are retained for information and comments highlighted

the added or indented lines of code. The three main considerations will now be

discussed.

Firstly, simply defining current count as a new attribute and setting to 0 on initial-

isation satisfied the first consideration. Secondly, there are three methods defined

which consider if an individual can begin service, namely:

begin service if possible accept, begin service if possible release and

begin service if possible change shift.

In each of these methods the same three changes were made: set the slot capacity to

the number of servers (defined as c in Ciw), accept the individual if the current count

is less than the slot capacity and if the service goes ahead then increment the cur-

rent count by one. Each of these methods had various prior conditions determining

if they would accept individuals which have all been retained. Thirdly, when a shift

is changed, the current count needs to be reset to 0.

This custom node will be used in conjunction with a server schedule which will

make use of a weekly schedule as described in subsection 4.5.4. The cyclical nature

of the servers schedule was not utilised, which allowed for the development of the

warm start (subsection 4.5.5). As such the schedule was defined for every day over a

period of 1.5 times the ‘overall period’, where the ‘overall period’ is the total number

of days covered in the original data. This was chosen as it was deemed large enough
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to cover the number of days covered by the simulation, whilst not being too much

of a hindrance on run time.

Reducing the schedule down to a seven day defined cycle will be suggested as further

work along with validation to ensure that the features of the custom node still hold.

Blocking Arrivals

When simulating the Raw Pathways there were only a finite number of pathways

that could be assigned. This finite number related to the number of individuals in

the original dataset, which will be referred to as I. This caused an issue as once all

the pathways had been assigned the simulation would stop due to the error that an

individual was not assigned a node to move on to. Therefore, blocking arrivals after

I number of individuals has been reached was explored as a possible solution. It is

noted that this would result in the final few individuals not having to compete for

resources (discussed further in Section 5.5).

Utilising the solution to an Issue logged in Ciw (Issue 171), which concerned re-

quiring a fixed number of customers for each class (see Section 1.5). The solution

describes a custom exponential distribution where after a defined number of individ-

uals have arrived, the next arrival occurs at time infinity. This custom exponential

distribution is called LimitedExponential, and takes in two parameters rate and

limit, where rate is the arrival rate λ and limit is the number at which the next

arrival will occur at time infinity i.e. for I = 1865, once individual with ID number

1865 has arrived the next arrival will occur at time infinity, essentially blocking any

more arrivals. This elegant solution proved to be sufficient.

For validation purposes, the custom distribution was extended to consider the deter-

ministic distribution (LimitedDeterministic) to allow for consistent arrivals, which

allowed for the simulation results to be more easily assessed. This was not imple-

mented in any final model, however it remains in the custom ciw file for potential

future use.
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4.4 Working Dataset

This section outlines the worked example dataset used throughout this chapter.

From the initial dataset presented in Section 3.3, early investigation of the simulation

noted that the overall period completed in the simulation was abnormally long. This

was due to the fact that the initial dataset covered 1,069 days due to some records

containing dates outside of a sensible period. Therefore, a sub-dataset was selected

by taking the 12 month interval from the 1st of January, and any individuals whose

record contained a date outside of this period were excluded. This interval was

chosen as it retained the highest number of individuals at 1,865. This resulted in

783 unique pathways, which are contained within the dataset ‘dataframe’, and is

used when performing clustering. Although the most popular pathway (‘BIAMC’)

was performed 105 times. A summary of the data can be seen in Appendix D.

In doing this, there were no longer any records of brachytherapy - activity ‘I’ or

activity ‘J’. Therefore, these activities were removed and as such the letters of

all activities post ‘I’ and ‘J’ have been renamed as in Table 4.2. In regards to

the rankings and groupings for clustering: activities ‘I’ and ‘J’ were the last two

ranks, thus the rankings remain the same (as they are presented as ‘chosen by an

expert’). Furthermore, activities ‘I’ and ‘J’ were in a group of their own, thus the

group assignments remain the same with an updated number. These are included

in Table 4.2 for clarity.

Table 4.2: Pathway Activities New Letter Assignments.

Name Old Letter New Letter Rankings Groupings

First Seen A A 2 5
Diagnosis B B 0 5
MDT Discussion C C 1 5
Procedure D D 12 3
Decision to Treat Chemotherapy E E 10 0
Chemotherapy Start F F 9 0
Decision to Treat Teletherapy G G 7 1
Teletherapy Start Date H H 6 1
CT Scan K I 3 2
PET/PET CT Scan L J 5 2
Bronchoscopy M K 8 4
CT Guided Biopsy N L 11 2
Specialist Nurse Seen O M 4 5
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There are two main tables of results reported throughout this chapter.

• Top Level Results - This contains the following results:

– Mean TiS - Mean average time in system

– Median TiS - Median average time in system

– Target - Percentage of total waiting times within target of 62 days

– Overall Period - time period covered

• Activity Waiting Time - Displays the mean waiting times for each activity.

Table 4.3 presents the top levels results for the original data (the sub-dataset) while

Table 4.4 contains the activity waiting times, to allow comparison throughout the

chapter. Additionally, Table 4.4 also contains the activity frequency, along with

median, 25th and 75th percentiles for more detail.

Table 4.3: Top Level Results for Original Data.

Mean TiS Median TiS Target Overall Period*

60.0 41.0 64.40 362.0

*Overall periods not 365 as expected,
speculated due to no activity recorded on the first/last few days in the period.

Table 4.4: Activity Specific Results for Original Data.

Activity Frequency Mean 25th Percentile Median 75th Percentile

A 1797 12.52 3.0 7.0 15.00
B 1865 11.86 2.0 7.0 14.00
C 1855 9.40 4.0 7.0 11.00
D 232 21.91 0.0 12.0 38.00
E 473 11.19 4.0 7.0 15.00
F 475 20.20 5.0 12.0 24.50
G 536 6.41 0.0 1.0 7.00
H 537 40.21 6.0 18.0 70.25
I 1797 4.05 0.0 0.0 2.00
J 537 13.66 6.0 12.0 17.00
K 589 3.58 0.0 0.0 2.00
L 364 3.85 0.0 0.0 0.00
M 1577 3.20 0.0 0.0 2.00
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4.5 Validating Input Parameters

This section investigates how to automatically extract the main input parameters

(arrivals, service, capacity and warm up) and validates the chosen methods. As

the Raw Pathways are the routing procedure intended for validating the model, it

will be discussed here and used with the worked example dataset for lung cancer

throughout to enable investigation.

The simulation will run until I individuals have exited (Ciw method ”Finish”),

where for this working example I = 1865. Each trial will consist of 25 runs unless

otherwise stated. Twenty-five runs were deemed sufficient after initial investigation

showed that at this point the standard deviation becomes consistent.

The key performance indicators (KPI’s) are reported in the format of the two tables

(top level results and activity waiting times) as described in Section 4.4.

4.5.1 General Arrivals

The arrival rate is the rate at which individuals will arrive into the system through

the arrival node/s. Typically the exponential distribution is used for the arrival

process, with mean arrival rate λ. A general approach to calculating λ is shown in

Equation 4.2.

λ =
An
P

(4.2)

Here An is the number of arrivals at an arrival node, which will be defined specifically

for each routing procedure (see 4.5.2 for Raw Pathways and Chapter 5 otherwise).

Furthermore, P is the overall period where in these models, as the simulation clock

is continuous and does not pause for weekends, the total time period is the number

of days covered by the data, regardless of if 5 or 7 working days a week will be used

in the simulation.
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4.5.2 Raw Pathways Routing Procedure

The Raw Pathways routing procedure will simulate the exact pathways from the

input data using process based routing. Therefore, as the pathways are limited to

only what has previously been performed, this would make it difficult to use these

pathways to predict the future. As such the Raw Pathways routing procedure is

intended to be used for validation of the input parameters.

The visualisation of the Raw Pathways can be displayed as a heat map, like that

seen in the Summary Sheet (Appendix D). This displays the variety of pathways

that are performed and could provide a useful aid to examine if the Raw Pathways

are in a particular order e.g. if alphabetical, then blocks of colour in ascending

alphabetical order could be seen.

In general, arrivals for the Raw Pathways model will be through a dummy node

(node 1) where individual’s will be assigned a pathway. As such all individual’s

arrive at node 1, thus A1 = I.

For example, if the an individual in the data performed the pathway ‘ABC’, the

corresponding individual in the simulation would perform the route [1,2,3,4], as the

letters are mapped to their position in the alphabet plus one (as the dummy arrival

node is n = 1). This then raises the question of: Does the initial order that the

pathways appear in the data affect the simulation?

The initial experiment explores fifty random orderings of the pathways. The ran-

dom ordering was chosen through using Python’s random library and the sample

function. One run for each ordering was performed with the simulation seed fixed

at 0. This was to allow for isolating the effect of the orderings.

For the purpose of the experiment, the input parameters (arrivals, service and ca-

pacity) for the Raw Pathways routing procedure need to be set.
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For the arrivals, Equation 4.2 is applied in Equation 4.3, where the overall period

was taken from Table 4.3. This λ is then used with the custom distribution Lim-

itedExponential with limit of I = 1865 (see Blocking Arrivals on page 101 for

details).

λ =
An
P

=
I

P
=

1865

362
= 5.15 (2 d.p) (4.3)

As the service and capacity values are yet to be explored, they will be set as follows:

• Service rate (see subsection 4.5.3): dummy node = deterministic with µ = 0,

activity node = deterministic with µ = 0.1.

• Capacity (see subsection 4.5.4): dummy node = 543 slots a day1, activity

node = 4 slots a day (as this is just below the arrival rate and should allow

for queues to form), for 7 working days a week.

The results were collected and confidence intervals across the fifty orderings were

calculated. The top level results are displayed in Table 4.5 and the activity waiting

times are displayed in Table 4.6.

Table 4.5: Top Level Results of Varying Pathway Orderings.

Mean TiS Median TiS Target Overall Period

66.4 (65.05, 67.75) 66.94 (65.4, 68.48) 46.48 (45.43, 47.53) 486.63 (486.12, 487.13)

Table 4.6: Activity Waiting Time Results of Varying Pathway Orderings.

Activity Waiting Time

A 29.74 (28.97, 30.51)
B 8.95 (8.78, 9.13)
C 2.45, (2.37, 2.52)
D 0.0 (0.0, 0.0)
E 0.0 (0.0, 0.0)
F 0.0 (0.0, 0.0)
G 0.0 (0.0, 0.0)
H 0.0 (0.0, 0.0)
I 27.12 (26.41, 27.83)
J 0.0 (0.0, 0.0)
K 0.0 (0.0, 0.0)
L 0.0 (0.0, 0.0)
M 0.91 (0.86, 0.97)

1Arbitrarily large to ensure no queues. Set using equation 1.5P = 1.5× 362 = 543.
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The confidence intervals displayed indicated little variation, suggesting that the

ordering does not matter. However Figure 4.4 and Figure 4.5 graph the raw results

shown in Table 4.5 and Table 4.6 respectively. On closer inspection of the raw

results, there is more variation displayed in Figure 4.4 and Figure 4.5. In particular,

Mean time in system (Figure 4.4) varies between 54 and 75 days and Activity ‘A’

waiting time in (Figure 4.5) varies between 25 and 35 days.

Figure 4.4: Raw Top Level Results of Varying Pathway Orderings.
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Figure 4.5: Raw Activity Waiting Time Results of Varying Pathway Orderings.
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This suggests that order does matter and as such the automated orderings will be

taken exactly as they appear in the data. However, in this case one needs to consider

if the data is already in a specific order and if some particular orderings require extra

care. This led further investigation of 4 specific scenarios: default ordering, reverse

default ordering, alphabetically ascending (A to Z), alphabetically descending (Z to

A). Using the same variables set up as previous, Table 4.7 and Table 4.8 display the

top level results and activity wait time results of this investigation respectively.

Table 4.7: Top Level Results of Pathway Scenarios.

Method Mean TiS Median TiS Target Overall Period

Default 72.0 65.0 46.434316 501.738853
Reverse 61.0 63.0 47.292225 480.838853
Ascending 58.0 58.0 52.761394 486.838853
Descending 76.0 81.0 40.268097 496.238853

Table 4.8: Activity Waiting Time Results of Pathway Scenarios.

Activity Original Reverse Ascending Descending

A 30.036171 27.810239 10.677240 39.030607
B 16.775871 5.232172 10.192493 11.363003
C 4.916981 2.525067 3.258760 12.328302
D 0.000000 0.004310 0.000000 0.000000
E 0.002114 0.006342 0.000000 0.000000
F 0.000000 0.004211 0.000000 0.000000
G 0.005597 0.001866 0.042910 0.013060
H 0.005587 0.000000 0.018622 0.000000
I 22.396216 26.785754 29.584307 11.698943
J 0.007449 0.003724 0.432030 0.061453
K 0.010187 0.018676 0.122241 0.056027
L 0.000000 0.000000 0.019231 0.000000
M 0.606848 1.227647 6.983513 5.024096

Observing the results in Table 4.7 it is clear that using specific orderings will have

an effect on the top level results. The explanation for this lies in Table 4.8. In the

original and reverse orderings, the results are not too dissimilar until considering

activity ‘B’. The wait time for activity ‘B’ is a lot higher in the original ordering

than in the reverse ordering. Considering the ascending and descending orderings

allow for more clear explanation.

In the descending ordering, pathways starting with ‘M’ would occur first, and path-

ways starting with ‘A’ would appear last. Therefore, by the time the pathways



CHAPTER 4. AUTOMATING THE SIMULATION BUILD 110

starting with ‘A’ would appear in the system, the queue for activity ‘A’ would al-

ready be quite large. Comparing this to the ascending ordering, where the opposite

would occur, as those beginning at activity ‘A’ would appear first, there would be

a lot less time for a queue to build up.

Overall it can be concluded that specific orderings will have an effect on the wait

time of an activity, and as such the ordering will be taken exactly as it appears

in the data. This has a further benefit as the users may want to investigate that

specific ordering which this method would support. Users should be aware of par-

ticular ordering scenarios that could unintentionally impact the waiting times of the

activities.

4.5.3 Service

As the number of individuals able to perform an activity each day is restricted by

the number of slots available, this raises the question of if service time is trivial -

does it make a difference how long an individual occupies that slot, and if so, how

much of an impact?

To investigate service time, an experiment was run varying service time values (µ)

between 0.1 and 1 at 0.1 intervals. Both deterministic and exponential distributions

were tested and reported separately. For the purpose of this investigation the arrivals

and capacity levels are as set on page 106, and 10 runs were included in each trial.

The top level results are reported in Table 4.9 and Table 4.10 and the activity

waiting time results are reported in Table 4.11 and Table 4.12, for deterministic

and exponential distributions respectively.

All four tables show that varying the service time does not significantly effect the

KPI’s. As a result, service time will be automatically set to deterministic with µ =

0.1 for each activity node (for dummy nodes µ = 0).
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Table 4.9: Top level Results of Varying Deterministic Service Time [0.1,1].

µ Mean TiS Median TiS Target Overall Period

0.1 74.0, (70.44, 77.56) 68.0, (64.18, 71.82) 45.23, (42.72, 47.75) 504.21, (502.37, 506.00)
0.2 71.0, (67.26, 74.74) 66.0, (62.01, 69.99) 46.99, (44.35, 49.64) 503.12, (501.05, 505.18)
0.3 73.0, (69.68, 76.32) 67.0, (63.46, 70.54) 46.04, (43.76, 48.33) 504.08, (502.32, 505.83
0.4 73.0, (70.28, 75.72) 67.0, (64.12, 69.87) 45.92, (44.05, 47.80) 504.36, (502.93, 505.78)
0.5 74.0, (71.58, 76.42) 68.0, (65.49, 70.51) 45.40, (43.70, 47.10) 504.70, (503.41, 505.98)
0.6 74.0, (71.90, 76.10) 68.0, (65.82, 70.18) 45.41, (43.94, 46.89) 504.83, (503.71, 505.95)
0.7 74.0, (72.07, 75.93) 68.0, (66.01, 69.99) 45.01, (43.64, 46.37) 505.01,(503.98, 506.04
0.8 75.0, (73.19, 76.81) 69.0, (67.13, 70.87) 44.56, (43.27, 45.85) 505.27, (504.30, 506.24)
0.9 75.0, (73.32, 76.68) 69.0, (67.26, 70.74) 44.48, (43.27, 45.69) 505.48, (504.58, 506.39
1 76.0, (74.44, 77.56) 69.0, (67.37, 70.63) 44.03, (42.91, 45.16) 506.00, (505.12, 506.87)

Table 4.10: Top level Results of Varying Exponential Service Time [0.1,1].

µ Mean TiS Median TiS Target Overall Period

0.1 79.0, (75.61, 82.39 73.0, (69.55, 76.45) 40.62, (38.43, 42.81) 511.50, (509.60, 513.40)
0.2 79.0, (76.85, 81.15 72.0, (69.44, 74.56) 41.56, (39.81, 43.32) 509.77, (508.19, 511.35)
0.3 76.0, (73.39, 78.61 70.0, (67.14, 72.86 43.24, (41.33, 45.15) 508.01, (506.27, 509.74)
0.4 76.0, (73.64, 78.36) 69.0, (66.54, 71.46) 44.00, (42.32, 45.68) 507.22, (505.62, 508.80)
0.5 75.0, (72.96, 77.04) 69.0, (66.85, 71.15) 44.17, (42.71, 45.64) 506.96, (505.62, 508.30)
0.6 76.0, (74.14, 77.86) 69.0, (67.09, 70.91) 44.08, (42.80, 45.36) 506.81, (505.63, 508.00)
0.7 76.0, (74.26, 77.74) 69.0, (67.22, 70.78) 44.10, (42.91, 45.29) 506.74, (505.67, 507.80)
0.8 75.0, (73.37, 76.63) 69.0, (67.29, 70.71) 44.50, (43.34, 45.66) 506.44, (505.45, 507.42)
0.9 75.0, (73.48, 76.52) 68.0, (66.41, 69.59) 44.70, (43.59, 45.74) 505.99, (505.04, 506.94)
1 75.0, (73.60, 76.40) 68.0, (66.55, 69.45) 44.76, (43.76, 45.76) 505.77, (504.89, 506.60)
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Table 4.11: Activity Waiting Time Results of Varying Deterministic Service Time [0.1,1].

Activity 0.1 0.2 0.3 0.4 0.5

A 31.15, (29.42, 32.87) 30.1, (28.44, 31.75) 30.69, (29.27, 32.12) 30.66, (29.49, 31.84) 30.75, (29.71, 31.79)
B 17.23, (16.79, 17.67) 16.74, (16.23, 17.24) 16.93, (16.48, 17.37) 16.95, (16.56, 17.33) 17.11, (16.76, 17.46)
C 5.36, (5.1, 5.62) 5.26, (4.97, 5.55) 5.4, (5.15, 5.64) 5.48, (5.28, 5.68) 5.48, (5.29, 5.67)
D 0.0, (-0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0)
E 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.01) 0.01, (0.0, 0.01)
F 0.0, (0.0, 0.0) 0.0, (0.0, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01)
G 0.0, (0.0, 0.01) 0.0, (0.0, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01)
H 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.01) 0.0, (0.0, 0.01)
I 22.62, (21.23, 24.0) 21.74, (20.27, 23.21) 22.34, (21.02, 23.66) 22.33, (21.25, 23.4) 22.39, (21.45, 23.34)
J 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
K 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
L 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0)
M 0.6, (0.53, 0.66) 0.55, (0.49, 0.6) 0.58, (0.53, 0.63) 0.59, (0.54, 0.63) 0.59, (0.55, 0.63)

Activity 0.6 0.7 0.8 0.9 1

A 30.65, (29.75, 31.55) 30.73, (29.9, 31.56) 30.8, (30.03, 31.57) 30.84, (30.14, 31.55) 30.86, (30.22, 31.5)
B 17.1, (16.79, 17.4) 17.16, (16.88, 17.44) 17.25, (16.98, 17.52) 17.29, (17.04, 17.53) 17.36, (17.13, 17.58)
C 5.47, (5.31, 5.64) 5.46, (5.31, 5.62) 5.49, (5.34, 5.64) 5.51, (5.37, 5.65) 5.53, (5.4, 5.65)
D 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0)
E 0.01, (0.0, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
F 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
G 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
H 0.01, (0.0, 0.01) 0.01, (0.0, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
I 22.29, (21.47, 23.12) 22.36, (21.62, 23.11) 22.46, (21.77, 23.16) 22.51, (21.87, 23.16) 22.58, (22.0, 23.17)
J 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
K 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
L 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0)
M 0.6, (0.56, 0.64) 0.6, (0.57, 0.63) 0.59, (0.57, 0.62) 0.6, (0.57, 0.63) 0.6, (0.58, 0.63)
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Table 4.12: Activity Waiting Time Results of Varying Exponential Service Time [0.1,1].

Activity 0.1 0.2 0.3 0.4 0.5

A 30.92, (29.42, 32.42) 31.35, (30.38, 32.32) 30.86, (29.79, 31.93) 30.88, (29.89, 31.88) 30.92, (30.06, 31.79)
B 18.05, (17.5, 18.6) 17.87, (17.53, 18.2) 17.44, (17.03, 17.84) 17.31, (16.96, 17.66) 17.35, (17.04, 17.66)
C 5.85, (5.5, 6.21) 5.78, (5.58, 5.99) 5.64, (5.42, 5.86) 5.6, (5.38, 5.82) 5.59, (5.41, 5.77)
D 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0)
E 0.02, (0.01, 0.02) 0.01, (0.01, 0.02) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
F 0.02, (0.01, 0.02) 0.01, (0.01, 0.02) 0.01, (0.01, 0.02) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
G 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
H 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
I 22.75, (21.36, 24.14) 23.01, (22.13, 23.89) 22.56, (21.61, 23.51) 22.56, (21.7, 23.41) 22.53, (21.79, 23.27)
J 0.02, (0.01, 0.02) 0.01, (0.01, 0.02) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
K 0.03, (0.03, 0.04) 0.02, (0.02, 0.03) 0.02, (0.02, 0.03) 0.02, (0.02, 0.02) 0.02, (0.01, 0.02)
L 0.01, (0.0, 0.01) 0.0, (0.0, 0.01) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0)
M 0.64, (0.61, 0.67) 0.63, (0.6, 0.66) 0.61, (0.58, 0.64) 0.61, (0.58, 0.63) 0.61, (0.58, 0.64)

Activity 0.6 0.7 0.8 0.9 1

A 31.13, (30.34, 31.92) 31.31, (30.57, 32.06) 31.16, (30.47, 31.85) 31.05, (30.41, 31.69) 31.03, (30.44, 31.62)
B 17.37, (17.09, 17.65) 17.37, (17.11, 17.63) 17.33, (17.08, 17.57) 17.28, (17.05, 17.51) 17.26, (17.04, 17.47)
C 5.59, (5.43, 5.75) 5.61, (5.46, 5.75) 5.58, (5.45, 5.71) 5.51, (5.38, 5.64) 5.49, (5.37, 5.61)
D 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0)
E 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
F 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
G 0.01, (0.01, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01)
H 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01) 0.01, (0.0, 0.01)
I 22.76, (22.07, 23.46) 22.89, (22.21, 23.56) 22.75, (22.13, 23.38) 22.64, (22.06, 23.22) 22.62, (22.09, 23.15)
J 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01) 0.01, (0.01, 0.01)
K 0.02, (0.01, 0.02) 0.01, (0.01, 0.02) 0.01, (0.01, 0.02) 0.01, (0.01, 0.02) 0.01, (0.01, 0.01)
L 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0) 0.0, (0.0, 0.0)
M 0.61, (0.59, 0.64) 0.61, (0.59, 0.64) 0.61, (0.59, 0.63) 0.61, (0.59, 0.63) 0.6, (0.58, 0.62)
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4.5.4 Automated Capacity

When considering how to automate capacity it is important to acknowledge that

there are many factors that are linked to capacity i.e. staff schedules, shared re-

sources etc., making it unrealistic to have different levels of capacity every single

day. Furthermore, it is typical to encounter activities that happen on a specific

day of the week (every week). Therefore it was decided that capacity would be de-

fined as a weekly schedule, where the amount of capacity each named day (Monday,

Tuesday, etc) could be different if necessary.

As the records for when an activity was performed are logged as a date stamp, it is

possible to extract what day of the week each date occurred using Python datetime

library [77]2 The average number of times an activity was performed for each named

day can then be calculated.

For example, for the working dataset for lung cancer, the ‘Pattern’ column in Table

4.13 shows the capacity extracted using this method, where the first value is the

weekly total followed by a list of the named day capacity, where the first entry

corresponds to Monday etc. In this case, the capacity was quite often different for

each named day. This could be due to the method only being able to extract the

capacity that was used, which may not be the same as what was available.

Although the ‘Pattern’ shows the capacity as often different every named day, this

might be difficult to implement in reality. Alternatively, taking an average of the

capacity across the named days could be considered to allow for a consistent value

on every day in the week. The average is calculated and the integer value taken for

each activity, as is shown in the ‘Average’ column of Table 4.13.

However, the ‘Average’ method no longer has the same total amount of capacity per

week due to rounding. A solution is to take the total capacity per week divided by

the number of days in the week (7 in this case), using the integer value as the base

2Dates are converted into a string in the format: named day, week number of the year, year
(in Python strftime(’%A, %U, %y’) - see [77] for details).
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consistent capacity, and then adding any remainder in increments of one to each

day starting at Monday, as shown in the ‘Smoothed’ column of Table 4.13. This

allows for a more consistent spread without loss of capacity.

It should also be noted that some activities also have capacity recorded on the

weekend. However, it is more typical for a 5 day working week. Therefore, each

of these capacity calculation methods can be investigated in the simulation, where

the arrivals and service levels are as set on page 106. The top level results and

the activity waiting time results can be seen in Table 4.14 and Table 4.15 for seven

working days, and Table 4.17 and 4.18 five working days a week (with five days

capacity in Table 4.16) respectively.

Comparing the results between the seven and five day experiments, the top level

results (Table 4.14 and Table 4.17) show that the ‘Pattern’ and ‘Smoothed’ mean

time in system increases by approximately 8 days, which is expected when the ca-

pacity is reduced slightly. Furthermore, the results show that the ‘Average’ method

performs quite different to the other two methods. This is likely due to the lower

amount of capacity each week which can be evidenced by the long waiting times

for activities ‘E’, ‘J’ and ‘L’ where the capacity was much lower using the average

method. This suggests that the ‘Average’ method is not suitable.

In conclusion, the ‘Pattern’ method will be used as the automated capacity, as this

will be able to detect if activities only run on certain days (as previously discussed).

Additionally, for the particular working example, considering that the Raw Pathways

model is suggested to be used for validation for the input parameters, it is noticeable

that the reported results here are not a good reflection of those seen in the original

data (on page 103). Therefore, as the ‘Pattern’ model is using the capacity levels

extracted from the data, then there must be another factor which needs to be

considered. This could be due to the time it takes for initial queues to build as the

simulation starts from an empty system. The idea of setting a warm up period will

be explored in subsection 4.5.5 as a means to address this.
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Table 4.13: Automated Seven Days Capacity Patterns.

Activity Pattern Average Smoothed

A 38, (6, 7, 10, 6, 6, 1, 2) 35, (5, 5, 5, 5, 5, 5, 5) 38, (6, 6, 6, 5, 5, 5, 5)
B 37, (6, 7, 8, 7, 7, 1, 1) 35, (5, 5, 5, 5, 5, 5, 5) 37, (6, 6, 5, 5, 5, 5, 5)
C 38, (5, 7, 9, 16, 1, 0, 0) 35, (5, 5, 5, 5, 5, 5, 5) 38, (6, 6, 6, 5, 5, 5, 5)
D 10, (2, 2, 1, 2, 2, 0, 1) 7, (1, 1, 1, 1, 1, 1, 1) 10, (2, 2, 2, 1, 1, 1, 1)
E 13, (2, 3, 2, 3, 2, 1, 0) 7, (1, 1, 1, 1, 1, 1, 1) 13, (2, 2, 2, 2, 2, 2, 1)
F 12, (2, 2, 2, 2, 3, 1, 0) 7, (1, 1, 1, 1, 1, 1, 1) 12, (2, 2, 2, 2, 2, 1, 1)
G 15, (2, 3, 2, 3, 3, 1, 1) 14, (2, 2, 2, 2, 2, 2, 2) 15, (3, 2, 2, 2, 2, 2, 2)
H 15, (5, 2, 2, 2, 2, 1, 1) 14, (2, 2, 2, 2, 2, 2, 2) 15, (3, 2, 2, 2, 2, 2, 2)
I 40, (7, 7, 7, 7, 8, 2, 2) 35, (5, 5, 5, 5, 5, 5, 5) 40, (6, 6, 6, 6, 6, 5, 5)
J 14, (2, 4, 2, 3, 2, 1, 0) 14, (2, 2, 2, 2, 2, 2, 2) 14, (2, 2, 2, 2, 2, 2, 2)
K 15, (2, 4, 4, 3, 2, 0, 0) 14, (2, 2, 2, 2, 2, 2, 2) 15, (3, 2, 2, 2, 2, 2, 2)
L 10, (2, 2, 2, 2, 2, 0, 0) 7, (1, 1, 1, 1, 1, 1, 1) 10, (2, 2, 2, 1, 1, 1, 1)
M 33, (5, 7, 9, 5, 5, 1, 1) 28, (4, 4, 4, 4, 4, 4, 4) 33, (5, 5, 5, 5, 5, 4, 4)

Table 4.14: Top level Results of Seven Days Capacity Method.

Method Mean TiS Median TiS Target Overall Period

Pattern 21.0 (20.04, 21.96) 17.0 (15.53, 18.47) 98.08 (97.68, 98.49) 376.68 (375.74, 377.62)
Average 64.0 (62.16, 65.84) 47.0 (44.4, 49.6) 67.87 (65.99, 69.74) 479.2 (478.77, 479.63)
Smoothed 20.0 (18.76, 21.24) 17.0 (15.04, 18.96) 98.51 (98.14, 98.87) 376.53 (375.53, 377.53)

Table 4.15: Activity Waiting Time Results of Seven Days Capacity Method.

Activity Pattern Average Smoothed

A 0.92 (0.84, 0.99) 2.81 (2.31, 3.31) 0.73 (0.63, 0.83)
B 2.6 (2.11, 3.09) 6.76 (6.2, 7.32) 2.99 (2.35, 3.63)
C 3.82 (3.58, 4.06) 3.21 (3.11, 3.31) 2.9 (2.57, 3.24)
D 0.69 (0.65, 0.74) 1.1 (1.02, 1.19) 0.64 (0.59, 0.69)
E 4.76 (4.59, 4.93) 88.19 (87.89, 88.48) 4.87 (4.7, 5.04)
F 4.1 (3.99, 4.2) 3.03 (2.91, 3.15) 4.21 (4.04, 4.37)
G 0.59 (0.56, 0.62) 0.27 (0.25, 0.3) 0.48 (0.46, 0.49)
H 0.8 (0.77, 0.83) 0.16 (0.15, 0.17) 0.38 (0.36, 0.41)
I 0.34 (0.31, 0.37) 1.98 (1.54, 2.42) 0.29 (0.25, 0.32)
J 8.8 (8.29, 9.31) 1.21 (1.15, 1.27) 8.75 (8.27, 9.24)
K 18.88 (18.1, 19.65) 19.78 (19.38, 20.17) 17.54 (16.83, 18.25)
L 10.21 (9.73, 10.69) 46.86 (46.55, 47.18) 10.56 (10.0, 11.12)
M 1.06 (0.98, 1.14) 12.79 (12.02, 13.56) 1.09 (0.97, 1.2)
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Table 4.16: Automated Five Days Capacity Patterns.

Activity Pattern Average Smoothed

A 35, (6, 7, 10, 6, 6) 35, (7, 7, 7, 7, 7) 35, (7, 7, 7, 7, 7)
B 35, (6, 7, 8, 7, 7) 35, (7, 7, 7, 7, 7) 35, (7, 7, 7, 7, 7)
C 38, (5, 7, 9, 16, 1) 35, (7, 7, 7, 7, 7) 38, (8, 8, 8, 7, 7)
D 9, (2, 2, 1, 2, 2) 5, (1, 1, 1, 1, 1) 9, (2, 2, 2, 2, 1)
E 12, (2, 3, 2, 3, 2) 10, (2, 2, 2, 2, 2) 12, (3, 3, 2, 2, 2)
F 11, (2, 2, 2, 2, 3) 10, (2, 2, 2, 2, 2) 11, (3, 2, 2, 2, 2)
G 13, (2, 3, 2, 3, 3) 10, (2, 2, 2, 2, 2) 13, (3, 3, 3, 2, 2)
H 13, (5, 2, 2, 2, 2) 10, (2, 2, 2, 2, 2) 13, (3, 3, 3, 2, 2)
I 36, (7, 7, 7, 7, 8) 35, (7, 7, 7, 7, 7) 36, (8, 7, 7, 7, 7)
J 13, (2, 4, 2, 3, 2) 10, (2, 2, 2, 2, 2) 13, (3, 3, 3, 2, 2)
K 15, (2, 4, 4, 3, 2) 15, (3, 3, 3, 3, 3) 15, (3, 3, 3, 3, 3)
L 10, (2, 2, 2, 2, 2) 10, (2, 2, 2, 2, 2) 10, (2, 2, 2, 2, 2)
M 31, (5, 7, 9, 5, 5) 30, (6, 6, 6, 6, 6) 31, (7, 6, 6, 6, 6)

Table 4.17: Top level Results of Five Days Capacity Method.

Method Mean TiS Median TiS Target Overall Period

Pattern 29.0 (27.48, 30.52) 27.0 (24.85, 29.15) 93.73 (92.72, 94.74) 386.68 (385.73, 387.63)
Average 48.0 (46.12, 49.88) 37.0 (34.65, 39.35) 73.67 (72.64, 74.7) 411.02 (410.11, 411.93)
Smoothed 28.0 (26.04, 29.96) 25.0 (22.2, 27.8) 94.04 (92.8, 95.27) 385.32 (384.06, 386.59)

Table 4.18: Activity Waiting Time Results of Five Days Capacity Method.

Activity Pattern Average Smoothed

A 3.4 (2.7, 4.1) 2.97 (2.31, 3.63) 3.32 (2.44, 4.21)
B 7.2 (6.58, 7.81) 7.96 (7.2, 8.71) 6.6 (5.91, 7.29)
C 1.66 (1.57, 1.74) 2.64 (2.55, 2.74) 0.92 (0.83, 1.01)
D 0.71 (0.67, 0.76) 9.59 (9.03, 10.15) 0.74 (0.69, 0.78)
E 6.79 (6.56, 7.03) 20.79 (20.35, 21.22) 7.13 (6.89, 7.37)
F 7.55 (7.24, 7.87) 3.16 (3.06, 3.26) 7.94 (7.6, 8.29)
G 1.25 (1.17, 1.33) 13.31 (13.14, 13.47) 1.33 (1.24, 1.42)
H 1.25 (1.19, 1.31) 1.04 (0.99, 1.09) 0.81 (0.77, 0.85)
I 1.43 (1.27, 1.6) 2.27 (1.73, 2.8) 1.39 (1.13, 1.65)
J 14.92 (14.61, 15.23) 51.21 (50.85, 51.57) 14.93 (14.58, 15.27)
K 14.93 (14.35, 15.5) 13.1 (12.52, 13.68) 15.24 (14.73, 15.76)
L 6.38 (6.08, 6.69) 3.12 (3.05, 3.2) 6.36 (6.08, 6.64)
M 2.26 (2.08, 2.44) 3.21 (2.87, 3.55) 2.19 (1.98, 2.4)
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4.5.5 Warm Up

There is a lot of discussion considering how long to set the warm up period and

what method to use, where Hoad et al., [123] found 44 warm up methods through a

literature search. Furthermore, Hoad et al., [123] investigates “automating warm-up

length estimator” i.e. how long to run the warm up. For this model, a warm up

time is the time where the simulation will run without collecting results, to allow

the simulation to ‘fill up’ before observing the system [61]. This is done to ensure

that collecting results from an empty system does not bias the results [73]. For

more information on warm up see [169].

Addressing the question of how long to run the warm up for is restricted when

considering the Raw Pathways requirement to keep the pathways in the same order

(see subsection 4.5.2). Therefore, the investigation explores the idea to repeat the

pathways in the exact same order for an integer (w) number of times, and then

selecting the last segment of exactly I individuals. This will be referred to as the

Iterative approach.

After initially investigating the results of applying the Iterative approach for the

working example of lung cancer (discussed further below), the waiting times for the

activities did not satisfactorily reflect the original data. This is because some of the

activities had very long waiting times in the original data which just appeared to

be unachievable using this method.

A second method was considered where, for each activity service was blocked for

an initial set number of days. Therefore, even though individuals continue to enter

the system they cannot undertake service at activities until the capacity becomes

unblocked. The motivation for this was to consider that some activities have a long

waiting list and could be the cause of these unaligned waiting times. The automated

method takes the ceiling of the mean waiting time for each activity (as in Table 4.4)

as the number of days to block capacity. This method shall be referred to as warm
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start going forward.

To investigate these warm up methods, both seven and five working days a week,

where the arrivals and service levels are as set on page 106, and the automated

capacity ‘Pattern’ from Table 4.13 and Table 4.16 respectively.

The investigation firstly considered the Iterative approach with a total of two it-

erations (Iter 2) and then three iterations (Iter 3) meaning that there was one

round and two rounds before collecting results respectively. Secondly considering

the Warm Start approach with the automated number of days blocked (previously

described), and also doubling the number of days blocked3. These will be referred to

as Warm and Warm 2 respectively. The top level and activity waiting time results

are displayed in Table 4.19 and Table 4.21 respectively for seven days a week and

Table 4.20 and Table 4.22 for five days a week. The results for no warm up (None)

are also included for comparison.

Table 4.19: Top Level Results for Warm Up Comparisons, 7 days.

Type Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362

None 21.16 (20.15, 22.17) 17.8 (16.29, 19.31) 98.08 (97.68, 98.49) 376.47 (375.54, 377.39)
Iter 2 27.76 (25.19, 30.33) 24.16 (21.39, 26.93) 94.67 (92.67, 96.68) 379.94 (378.76, 381.12)
Iter 3 29.88 (26.7, 33.06) 24.8 (21.71, 27.89) 92.05 (89.36, 94.73) 383.07 (380.89, 385.25)
Warm 33.56 (31.79, 35.33) 28.64 (26.64, 30.64) 90.56 (88.87, 92.25) 384.13 (383.39, 384.86)
Warm 2 51.88 (50.11, 53.65) 41.64 (39.64, 43.64) 66.69 (65.33, 68.05) 394.99 (394.91, 395.07)

Table 4.20: Top Level Results for Warm Up Comparisons, 5 days.

Type Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362

None 28.56 (27.1, 30.02) 25.52 (23.64, 27.4) 94.31 (93.4, 95.22) 387.16 (385.93, 388.38)
Iter 2 50.12 (47.59, 52.65) 45.92 (43.26, 48.58) 74.36 (70.6, 78.12) 399.7 (397.5, 401.91)
Iter 3 63.8 (60.42, 67.18) 58.4 (54.65, 62.15) 52.95 (45.94, 59.97) 414.84 (412.02, 417.65)
Warm 42.88 (41.02, 44.74) 37.88 (35.4, 40.36) 80.83 (79.32, 82.33) 394.02 (393.86, 394.19)
Warm 2 65.08 (63.34, 66.82) 56.72 (54.4, 59.04) 53.12 (50.34, 55.9) 407.66 (407.46, 407.86)

3Number of days blocked for the respective activities were: Warm = [0, 13, 12, 10, 22, 12, 21,
7, 41, 5, 14, 4, 4, 4] and Warm 2 = [0, 26, 24, 20, 44, 24, 42, 14, 82, 10, 28, 8, 8, 8], where the
initial 0 is for the Dummy Arrival node.
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Table 4.21: Activity Waiting Time Results for Warm Up Comparisons, 7 days.

Activity Original None Iter 2 Iter 3 Warm Warm 2

A 12.52 0.92 (0.84, 0.99) 1.12 (0.98, 1.26) 1.03 (0.92, 1.15) 2.99 (2.39, 3.6) 10.89 (9.8, 11.98)
B 11.86 2.6 (2.11, 3.09) 4.64 (3.7, 5.58) 4.8 (3.33, 6.28) 4.65 (4.01, 5.3) 7.07 (6.43, 7.71)
C 9.40 3.82 (3.58, 4.06) 5.04 (4.51, 5.57) 5.65 (4.95, 6.34) 5.59 (5.24, 5.93) 6.21 (6.11, 6.31)
D 21.91 0.69 (0.65, 0.74) 0.72 (0.66, 0.78) 0.78 (0.71, 0.85) 0.72 (0.67, 0.76) 0.7 (0.67, 0.73)
E 11.19 4.76 (4.59, 4.93) 6.02 (5.76, 6.28) 6.37 (6.06, 6.67) 5.12 (5.02, 5.21) 5.31 (5.19, 5.42)
F 20.20 4.1 (3.99, 4.2) 6.93 (6.29, 7.57) 8.53 (7.78, 9.28) 9.56 (9.39, 9.73) 15.21 (15.07, 15.35)
G 6.41 0.59 (0.56, 0.62) 0.71 (0.66, 0.76) 0.78 (0.73, 0.83) 0.61 (0.58, 0.64) 0.6 (0.57, 0.63)
H 40.21 0.8 (0.77, 0.83) 0.86 (0.82, 0.89) 0.88 (0.85, 0.92) 5.68 (5.62, 5.73) 24.62 (24.52, 24.72)
I 4.05 0.34 (0.31, 0.37) 0.66 (0.45, 0.88) 0.8 (0.58, 1.02) 0.5 (0.45, 0.56) 0.63 (0.58, 0.68)
J 13.66 8.8 (8.29, 9.31) 9.6 (8.85, 10.34) 10.33 (9.57, 11.09) 10.95 (10.55, 11.36) 10.69 (10.58, 10.8)
K 3.58 18.88 (18.1, 19.65) 21.09 (19.69, 22.49) 22.37 (20.83, 23.92) 24.13 (23.61, 24.65) 24.1 (23.92, 24.27)
L 3.85 10.21 (9.73, 10.69) 11.22 (10.28, 12.17) 12.24 (11.15, 13.33) 12.14 (11.63, 12.66) 11.0 (10.85, 11.15)
M 3.20 1.06 (0.98, 1.14) 1.56 (1.27, 1.86) 1.59 (1.36, 1.83) 1.98 (1.72, 2.23) 3.1 (2.99, 3.22)

Table 4.22: Activity Waiting Time Results for Warm Up Comparisons, 5 days.

Activity Original None Iter 2 Iter 3 Warm Warm 2

A 12.52 2.51 (2.1, 2.92) 5.31 (4.54, 6.09) 5.62 (4.72, 6.53) 8.82 (7.55, 10.09) 23.25 (21.61, 24.9)
B 11.86 6.72 (6.18, 7.26) 14.1 (12.91, 15.29) 23.54 (21.65, 25.44) 8.44 (7.88, 9.01) 9.64 (9.39, 9.88)
C 9.40 1.69 (1.59, 1.79) 3.42 (3.28, 3.56) 3.99 (3.88, 4.11) 2.09 (2.01, 2.17) 1.97 (1.9, 2.05)
D 21.91 0.72 (0.67, 0.78) 0.64 (0.6, 0.68) 0.65 (0.6, 0.71) 0.73 (0.68, 0.78) 0.73 (0.69, 0.77)
E 11.19 6.72 (6.48, 6.96) 6.77 (6.61, 6.93) 6.45 (6.22, 6.68) 7.21 (7.05, 7.37) 7.53 (7.41, 7.64)
F 20.20 7.41 (7.14, 7.69) 9.91 (9.72, 10.1) 10.55 (10.34, 10.76) 13.15 (13.0, 13.29) 18.29 (18.11, 18.47)
G 6.41 1.21 (1.13, 1.29) 1.6 (1.51, 1.7) 1.53 (1.43, 1.64) 1.52 (1.45, 1.6) 1.42 (1.36, 1.48)
H 40.21 1.31 (1.25, 1.37) 1.23 (1.19, 1.27) 1.19 (1.14, 1.23) 9.4 (9.29, 9.5) 34.04 (33.89, 34.19)
I 4.05 1.1 (0.97, 1.23) 6.9 (6.0, 7.79) 10.27 (9.1, 11.44) 1.62 (1.42, 1.83) 1.51 (1.38, 1.65)
J 13.66 15.0 (14.68, 15.33) 16.8 (16.58, 17.02) 17.31 (17.08, 17.54) 15.49 (15.32, 15.67) 14.02 (13.83, 14.21)
K 3.58 14.64 (13.93, 15.36) 19.96 (19.67, 20.25) 19.53 (19.23, 19.83) 18.46 (18.23, 18.69) 16.58 (16.38, 16.77)
L 3.85 6.62 (6.38, 6.86) 9.35 (9.01, 9.7) 8.75 (8.52, 8.97) 6.36 (6.17, 6.54) 5.36 (5.19, 5.52)
M 3.20 2.33 (2.13, 2.53) 3.33 (3.05, 3.61) 3.58 (3.09, 4.07) 2.9 (2.78, 3.02) 3.02 (2.93, 3.11)
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Comparing the results for seven and five days a week, the warm up (regardless of

method) has a greater effect on the five days a week than seven. Considering the top

level results, Warm 2 produces results closest to the original data in mean, median

and target. Despite the top level results improving, it is still difficult to obtain

accurate waiting times for some activities. For activity ‘H’, Warm 2 is clearly the

most accurate method, but still not extremely close in the seven days a week results.

Conversely, the wait time for activity ‘D’ does not move closer to the original.

In conclusion, no warm up will be automatically applied.

4.6 Custom Parameters

As discussed in Chapter 1 it was key to ensure that, to support the automation,

the end decisions are with the user. Therefore, this section describes the flexibility

surrounding the input parameters that will be included in Sim.Pro.Flow by selecting

to use the ‘Custom’ option (see Appendix Figure D.3 for implementation).

Pathways

The supported routing procedures should be used as the method for exploring differ-

ent pathways. However, specifically considering the Raw Pathways, as the pathways

are sampled from the data in the exact order that they appear, it is possible for

the user to change the ordering in the input data before loading it into Sim.Pro.Flow.

Arrivals

The situation may arise when a user wants to explore the results of an increased

demand e.g. would the capacity be sufficient if a 10% increase in demand occurs?

To observe this, the number of individuals simulated and the corresponding arrival

rate will need to be adjusted4.

4This feature is not available in Sim.Pro.Flow v2.1 for the Raw Pathways but is performed
manually for the Demand Investigation (Section 7.7) and is listed as further work.
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Service

As both the deterministic situation and exponential distributed service durations

are explored in subsection 4.5.3, these are both supported where the user can specify

the value of µ for each activity node.

Capacity

For the automated capacity, the ‘Pattern’ method will be calculated and presented

to the user. For the custom options, the ‘Smoothed’ method discussed in subsection

4.5.4 will also be available to select. Furthermore, the capacity for each named day

for each activity can be explicitly defined if the user knows the capacity values, or

wishes to explore alternative values.

It was noted in subsection 4.5.4 that the automatically extracted capacity can only

observe the capacity that was used. Therefore, an alternative method of defining ca-

pacity will be explored in Section 4.7, which will be available to select as a ‘Custom’

parameter.

Warm up

It was concluded that no warm up would automatically be applied to the simulation,

however both methods (Iterative and Warm Start) are available in Sim.Pro.Flow,

which each have an automated or custom option.

• Iterative: The custom option to choose how many iterations (w) of I individu-

als to run, where the automated value is w = 2 (one iteration before collecting

results of the second).

• Warm Start: The user can choose how many days to block each activity, where

the automated value is the ceiling of the average waiting time for that activity.
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4.7 Capacity Investigation

The previous method of calculating capacity uses a relatively simple calculation.

This method can only reflect what has previously happened in the data. It would

be more beneficial to consider the demand and suggest what the capacity should be

to achieve desired targets. Arruda et al., [12] describes a method which considers the

aggregate demand and suggests appropriate capacity based on desired percentage

time targets. It is suggested that this method be applied more for a scenario testing

instance than for validation. For note, the notation used in this section is as in

Glossary Capacity Table.

The general idea is to consider capacity as a perishable inventory - once the inventory

has expired it cannot be used. The calculation is split into two parts. Part one

considers demand through the number of individuals, and the number of times they

perform the activity in consideration. These are combined to form the aggregated

demand for that activity and the expected number of arrivals in a day. Part two

considers the amount of capacity required to satisfy the demand, considering the

daily amount of capacity and how often (α) this would need to increase by one to

satisfy the demand. The method makes use of Markov Chains and Steady State

to test various values for α and returns the probability for number of queued tests.

Finally, a simple conversion allows for the number of queued tests to be converted

into the percentage of number of wait days. This allows decision makers to consider

what percentage of individuals they require to be seen within a target number of

days and select the corresponding capacity value.

The following discussion replicates the main case study in Arruda et al., [12] for

Python (see Section 1.5). The case study considers C.T. Scan as the activity, which

was performed 393 times by 341 individuals, over a 26 week period of 5 days a week.
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Part One

Part one firstly calculates the probability distribution for number of individuals

arriving into the system each day (P ). The Poisson probability mass function (pmf)

is used with arrival rate (λ) and maximum number arriving. The arrival rate λ is

calculated considering the total number of individuals arriving a day (regardless of

activity). The Poisson percent point function (ppf) is used with λ and 0.99 to obtain

the maximum number of individuals a day. To satisfy that the distribution sums to

1, any remaining probability is crudely added on to that for the maximum value.

Figure 4.6 shows the distribution of incoming referrals per day, with a maximum of

7 and average rate of 2.623.

Figure 4.6: Probability of Individuals per Day.

Secondly, consider how many times each individuals perform the same activity. This

can be extracted from the data where the probability that an individual will need

one test is calculated by the number of individuals having one test/total number

of individuals, and the same for two tests etc. Arruda et al., [12] stated that 52

individuals had two tests (393− 341 = 52) and thus the probability of one test and

two tests are P (1) = 0.848 and P (2) = 0.152 respectively.

To calculate the aggregated demand, Arruda et al., theoretically describes the

method and applies Equation 2.3 (from [12]), for which the practical execution

is described below.
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The aim is, for each number of incoming individuals, calculate the probability of

the number of tests being required. For example, if two individuals arrive, what

is the probability that they would each need 1 test each (total of 2), one need 1

test and the other need 2 (total of 3) or both need two tests (total of 4). There

are some obvious statements to make, including if 0 individuals arrive then there is

100% probability of 0 tests required. Furthermore, the bounds of tests to consider

can be calculated by multiplying the bound of number of tests (n) with the bound

of incoming individuals (A) i.e. [ALB*nLB, AUB*nUB], which for this example is

[1*0, 2*7] = [0, 14].

To obtain this distribution the binomial expansion of (x+y)A, where A is the number

of incoming individuals and substituting x and y for P (1) and P (2) respectively.

Therefore the first segment of the equation would equate to a total of one test, the

second a total of two tests etc. For clarification, the matrix for P (1) = 0.848 and

P (2) = 0.152 is shown below truncated at A = 4, and the calculation for A = 4 has

been explicitly demonstrated.

Matrix showing probability of total number of tests per number of individuals
1 0 0 0 0 0 0 0 0 0···
0 0.847507 0.152493 0 0 0 0 0 0 0···
0 0 0.718269 0.258477 0.023254 0 0 0 0 0···
0 0 0 0.608738 0.328592 0.059124 0.003546 0 0 0···
0 0 0 0 0.515910 0.371312 0.100216 0.012021 0.000541 0···
...

...
...

...
...

...
...

...
... ...



Binomial expansion of (x+ y)4 = x4 + 4x3y + 6x2y2 + 4xy3 + y4

Taking each element and substituting x = P(1) = 0.848 and y = P(2) = 0.152(
0.8484, 4(0.8483 ∗ 0.152), 6(0.8482 ∗ 0.1522), 4(0.848 ∗ 0.1523), 0.1524

)
=> (0.515910, 0.371312, 0.100216, 0.012021, 0.000541)
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The final step is to multiply the probability distribution P by the transpose of the

matrix. This will result in a row vector containing the probability per possible

number of test (Pn) as shown in Figure 4.7. Taking the expected value of the

distribution will give the average rate of requests, which can be used as a basis for

capacity.

Figure 4.7: Probability of Number of Test Requests.

Furthermore, taking the cumulative distribution of Figure 4.7 allows to suggest the

capacity based on desired percentage service rate. For example, in Figure 4.8 to

achieve a service rate of greater than 80%, a capacity of five is required.

Figure 4.8: Cumulative Probability of Number of Test Requests.
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Part Two

Part two describes a system using a Markov chain with the assumption that the

demand each day will be the current demand, plus the demand left over from the

previous day. There is also an assumption that all requests wait one period to be

processed. The steady state behaviour of this system is then investigated by finding

the limiting distribution, i.e. find the probability distribution that will be the same

today, as tomorrow, as the next day and so on. The method is discussed below,

however for technical information see Arruda et al., [12].

The Markov chain system which Arruda et al., [12] calls PC is limited to a 1000

square matrix, with rows representing how many requests for tests there are today,

and columns representing that for tomorrow. In all rows, r, where r is less than

or equal to the capacity (C) all requests will be able to be processed, and thus

these rows are occupied by Pn followed by trailing 0’s i.e. first value of Pn in space

PC(r, 0). For all rows, where r is greater than the capacity some test requests will

carry over to tomorrow, and thus there is an initial shift in these rows of r − C i.e.

if C = 3 and r = 4, first value of Pn in space PC(4, 1).

The method investigates two values for capacity (C), namely the integer bounds of

the expected value calculated from Figure 4.7 (which will be [3, 4] in this example).

The lower bound will act as the standard capacity and the upper bound as extra

capacity occurring with probability α. This gives the transition matrix

PC = αPUB + (1− α)PLB (4.4)

where LB and UB are the lower and upper bounds respectively as described above.

Now having obtained the matrix we need to investigate the steady state of this

system by solving the system (Equation 3.11 in [12])
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πPC = π,

∞∑
i=0

π(i) = 1

This is an iterative method where this system is continuously calculated until it

achieves a solution within a tolerance, which is set to be 1e−5. A simplistic approach

is taken for the the initial guess for π which is a row vector of length 1000 with each

values as 0.001. The solution can be plotted (Figure 4.9) for each value of α, where

the values of α investigated (referred to as p sequence) were, pseq = [1, 0.7, 0.5,

0.25, 0.05, 0.142].

Figure 4.9: Steady State probability of Queued Number of Test Requests.

The final step is to convert the queued test into wait days so that a value of α can

be selected based on a desired level of waiting time, where this is in terms of waiting

more than t days.

To do this, for each day (t), firstly take 1 - the cumulative sum of the solution as

plotted in Figure 4.9. Then for each day calculate the ceiling of t/C to get the

number of wait days. This will produce multiple probabilities for each waiting day.

Taking the minimum of the values for each waiting day (as this represents waiting

more than t days), a plot can be produced as shown in Figure 4.10
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Figure 4.10: Probability of Waiting Time in Days.

Interpreting Figure 4.10, it can be said that if no more than 10% of individuals

should wait more than 10 days then a value of α = 0.25 will suffice. This means

that one in every four times that this service is provided there should be a capacity

of four and the remaining time should have a capacity of three. Furthermore, if

the target was no more than 10% of individuals should wait 5 days then a value of

α = 0.5 would be necessary, meaning the capacity would need to be 4 50% of the

time and 3 the remaining 50%.

4.7.1 Method Extension

After publication Dr Arruda considered that presenting the amount of capacity

required each week is more beneficial than presenting the amount per day. This

allows for larger increments between values of α considered and greater flexibility

overall. To make a clear distinction, pseq refers to values of α for daily capacity

and PSEQ for weekly capacity. The method extension is described below.

Firstly, calculating the lower bound for the weekly capacity values to test using

Equation 4.5

LB = ceil

(
D

E

0.99

)
(4.5)
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where D is the number of days in the week considered and E is the expected value

for number of arrivals per day. The division by 0.99 ensures enough capacity is

being considered by increasing the expected value slightly.

The weekly sequence is then calculated by incrementing from the lower bound (LB)

by the specified amount (h) and number of times (UB) as in Equation 4.6

PSEQ = [ LB + bh | b ∈ [0, UB) ] (4.6)

i.e. to investigate 10 increments of 5 (capacity), h = 5, UB = 10

To perform the calculation, these need to be decreased back down to daily amount

by dividing by D and rounding to two decimal places, as in Equation 4.7

pseq = [ round
( p
D
, 2
)
, ∀ p in PSEQ ]. (4.7)

The calculation then proceeds as previously using the pseq values, however the

results are reported in terms of the corresponding PSEQ value. The previously

discussed smoothed technique to obtain the daily capacity pattern is then applied.

Careful consideration is required when calculating the input arrival rate. Contrary

to the arrival rate into the system (as discussed surrounding Equation 4.2), here the

arrival rate into the activity is being calculated. Therefore, we do need to account for

the number of days worked in a week. For example, considering applying Equation

4.2 for the working lung cancer example, with the total number of individuals (1865)

and total number of days (362). This gives a daily demand of approximately 5.15.

To get weekly demand we multiply the result by the number of working days, which

would give a demand of approximately 36.05 and 25.75 individuals a week for seven

and five working days respectively. This is not correct as our demand should be the

same. Therefore consider the adjustment in Equation 4.8

λ =
I

T
(
D
7

) (4.8)
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where I is the total number of individuals, T is the time period and D is the number

of working days. Applying seven and five working days to Equation 4.8 gives a daily

demand of 5.15 and 7.21 and a weekly demand of 36.05 and 36.05 respectively. This

ensures our demand across the week is the same.

The above method has been integrated into Sim.Pro.Flow (see Figure D.5 in Ap-

pendix D) input information, such as arrival rate and probability of number of tests

etc, is extracted from the data. The GUI also allows users to select the percentage

for the target and the target days itself, how many increments for the p sequence

and the amount to increment (h), along with the number of wait days to plot and

whether to run the calculation for the activity or not. For example, for activity ‘A’

we wish to investigate 90% of individuals seen within 4 days with 5 increments of 5

and plotted over 5 days would be represented as A: [90, 4, 5, 5, 5, ‘Yes’], where ‘Yes’

or ‘No’ are the options to specify if to perform the calculation or not. Furthermore,

in Sim.Pro.Flow the values for target days are automatically extracted from the

mean waiting time for each activity (as in Table 4.4). This value plus an additional

5 (to allow for spacing) is used as the automated values for the wait days to plot.

4.7.2 Example

Applying the above method to achieve the target 90% of TiS within 62 days. Four

scenarios were investigated by varying the days in a week, the step amount and

number of increments as shown in Table 4.23.

Table 4.23: Scenarios for Capacity Investigation.

Scenario Days h UB

1 7 5 5
2 5 5 5
3 7 10 2
4 5 10 2
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Investigating the increment amount allows for examination of how the results change

as a finer level of detail is considered. The four scenarios generate solutions of total

weekly capacity and patterns as shown in Table 4.24. Furthermore, the line plot

similar to that seen in Figure 4.10 can be produced for each activity and each

scenario. An example of this graph can be seen for scenario 4 can be seen in

Appendix C (Figure C.3).

Note how as the increment amount decreased from 5 to 2, the capacity levels per

week either stayed the same or decreased slightly. This decrease is due to values

in between the original increments of 5 can be considered and thus produces a

tighter distinction. Applying these capacity patterns to the Raw Pathway simula-

tion (where arrivals and service times are from page 106 and without a warm up)

gives the top level and activity waiting time results as in Table 4.25 and Table 4.26

respectively.

Comparing the top level results of seven and five days a week (Scenario 1 with

2 and 3 with 4) it is unsurprising that the seven days a week have a smaller average

time in system in comparison to five days a week due to not pausing service due

to the weekend. Considering the different increment amounts for the same number

of days a week (Scenario 1 with 3 and 2 with 4), the smaller increments (Scenario

3 and 4) have longer mean time in system than those with the larger increments

(Scenario 1 and 2) as there was occasionally less capacity available. Furthermore,

the overall period is at most 22 days longer than that in the original data, which

considering the various times in system between the scenarios is not too dissimilar.

Overall, the target values in Table 4.25 are getting close to 90%, which was the aim

of the investigation, and thus this method can indicate what levels of capacity can

achieve the target waiting times.
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Table 4.24: Capacity Patterns for the Four Scenarios.

Activity Scenario 1 Scenario 2 Scenario 3 Scenario 4

A 41 (6, 6, 6, 6, 6, 6, 5) 36 (8, 7, 7, 7, 7) 38 (6, 6, 6, 5, 5, 5, 5) 36 (8, 7, 7, 7, 7)
B 42 (6, 6, 6, 6, 6, 6, 6) 42 (9, 9, 8, 8, 8) 39 (6, 6, 6, 6, 5, 5, 5) 39 (8, 8, 8, 8, 7)
C 42 (6, 6, 6, 6, 6, 6, 6) 42 (9, 9, 8, 8, 8) 39 (6, 6, 6, 6, 5, 5, 5) 39 (8, 8, 8, 8, 7)
D 10 (2, 2, 2, 1, 1, 1, 1) 5 (1, 1, 1, 1, 1) 7 (1, 1, 1, 1, 1, 1, 1) 5 (1, 1, 1, 1, 1)
E 15 (3, 2, 2, 2, 2, 2, 2) 10 (2, 2, 2, 2, 2) 12 (2, 2, 2, 2, 2, 1, 1) 10 (2, 2, 2, 2, 2)
F 10 (2, 2, 2, 1, 1, 1, 1) 10 (2, 2, 2, 2, 2) 10 (2, 2, 2, 1, 1, 1, 1) 10 (2, 2, 2, 2, 2)
G 16 (3, 3, 2, 2, 2, 2, 2) 16 (4, 3, 3, 3, 3) 13 (2, 2, 2, 2, 2, 2, 1) 13 (3, 3, 3, 2, 2)
H 16 (3, 3, 2, 2, 2, 2, 2) 16 (4, 3, 3, 3, 3) 13 (2, 2, 2, 2, 2, 2, 1) 13 (3, 3, 3, 2, 2)
I 41 (6, 6, 6, 6, 6, 6, 5) 41 (9, 8, 8, 8, 8) 38 (6, 6, 6, 5, 5, 5, 5) 38 (8, 8, 8, 7, 7)
J 16 (3, 3, 2, 2, 2, 2, 2) 16 (4, 3, 3, 3, 3) 13 (2, 2, 2, 2, 2, 2, 1) 13 (3, 3, 3, 2, 2)
K 17 (3, 3, 3, 2, 2, 2, 2) 17 (4, 4, 3, 3, 3) 16 (3, 3, 2, 2, 2, 2, 2) 14 (3, 3, 3, 3, 2)
L 13 (2, 2, 2, 2, 2, 2, 1) 13 (3, 3, 3, 2, 2) 10 (2, 2, 2, 1, 1, 1, 1) 10 (2, 2, 2, 2, 2)
M 36 (6, 5, 5, 5, 5, 5, 5) 36 (8, 7, 7, 7, 7) 35 (5, 5, 5, 5, 5, 5, 5) 35 (7, 7, 7, 7, 7)

*Format: total, (pattern)

Table 4.25: Top Level Results for the Four Capacity Scenarios.

Scenario Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362

1 16.8 (16.17, 17.43) 3.96 (3.43, 4.49) 89.58 (89.12, 90.04) 363.19 (359.57, 366.81)
2 24.28 (23.39, 25.17) 6.88 (5.87, 7.89) 83.88 (83.31, 84.45) 377.03 (376.03, 378.03)
3 27.32 (26.19, 28.45) 15.6 (13.86, 17.34) 88.4 (87.33, 89.47) 370.04 (369.01, 371.07)
4 34.76 (33.61, 35.91) 22.76 (21.08, 24.44) 82.88 (82.27, 83.5) 383.8 (382.96, 384.63)

Table 4.26: Activity Waiting Time Results for the Four Capacity Scenarios.

Activity Original Scenario 1 Scenario 2 Scenario 3 Scenario 4

A 12.52 0.25(0.22, 0.27) 2.29(1.68, 2.9) 0.68(0.59, 0.77) 1.62(1.3, 1.94)
B 11.86 0.26(0.22, 0.3) 0.19(0.16, 0.22) 1.67(1.28, 2.06) 1.45(1.16, 1.74)
C 9.40 0.34(0.25, 0.43) 0.2(0.17, 0.23) 2.79(2.46, 3.13) 4.92(4.62, 5.22)
D 21.91 1.35(1.26, 1.43) 49.54(49.15, 49.93) 5.05(4.8, 5.31) 35.33(34.98, 35.68)
E 11.19 2.94(2.78, 3.1) 44.31(43.54, 45.08) 9.82(9.45, 10.19) 29.01(28.45, 29.56)
F 20.20 42.68(42.21, 43.16) 1.21(1.13, 1.28) 25.5(25.31, 25.69) 1.16(1.11, 1.22)
G 6.41 0.49(0.46, 0.52) 0.4(0.38, 0.42) 2.47(2.4, 2.54) 1.05(1.0, 1.11)
H 40.21 0.38(0.36, 0.4) 0.18(0.17, 0.2) 0.73(0.69, 0.77) 0.4(0.38, 0.43)
I 4.05 0.22(0.19, 0.24) 0.24(0.23, 0.26) 0.58(0.5, 0.65) 0.44(0.4, 0.49)
J 13.66 3.14(2.7, 3.57) 2.58(2.36, 2.8) 18.42(17.88, 18.96) 14.38(13.86, 14.9)
K 3.58 8.08(7.45, 8.71) 7.5(6.97, 8.04) 12.18(11.35, 13.01) 25.4(24.49, 26.32)
L 3.85 1.43(1.33, 1.54) 1.28(1.19, 1.38) 9.5(8.9, 10.11) 7.79(7.28, 8.31)
M 3.20 0.47(0.39, 0.54) 0.25(0.22, 0.28) 0.6(0.52, 0.69) 0.39(0.36, 0.42)
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4.8 Conclusion and Further Work

This chapter answers research question 2 by demonstrating that it is feasible to

automate the simulation build process. The simulation software Ciw was intro-

duced, along with developing supporting customisations. The general method for

automatically extracting the input parameters (arrivals, service, capacity and warm

up) were discussed and validated using the Raw Pathways routing procedure for the

working example of lung cancer.

A summary of the automated approach for the input parameters are as follows:

• Arrivals: Exponential distribution with arrival rate λ applied for arrival node/s,

with LimitedExponential used for the Raw Pathways dummy node.

• Service: Deterministic at 0.1 for activity nodes and 0 for dummy nodes.

• Capacity: ‘Pattern’ method applied - seven day weekly pattern will be formed

from the average number of individuals seen on a named day (e.g Monday,

Tuesday etc).

• Warm up: No warm up will be automatically applied.

Additionally, each of the input parameters have ‘Custom’ options in Sim.Pro.Flow

(as discussed in Section 4.6), where in particular capacity can be calculated consid-

ering the amount required to achieve waiting time targets (see Section 4.7 and 1.5).

Further Work

The suggestions for further work consider firstly, how to improve upon the general

model presented and secondly how to progress the idea forward.

Some technical considerations for the general model should be made as follows:

1. Utilise the cyclical nature of Ciw’s server schedule, and define the capacity

for a seven day period only. This will need to consider the warm up method

used and model validation will be required to ensure the cyclical feature will
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support the capacity definition. If possible, this should further reduce the run

time of the simulation.

2. Consider service times of greater than one day for scenarios including inpatient

stays.

3. Explore the feasibility of randomising the sampling order for the Raw Pathways

to develop an additional routing procedure to explore use with predicting the

future.

4. Investigate methods for calculating the values for the Warm Start method.

To progress the idea of automating the simulation build, this would required devel-

opment of software to support the methods and enable accessibility (addressed in

Chapter 6). Any future software produced would need to consider that automation

should not replace the need for detailed analysis or reduce flexibility for exploration.

The automation should enable users to more time efficiently build a model.
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Chapter 5

Routing Procedures

5.1 Introduction

Research Question 3

Is it viable to support multiple interpretations of clinical pathways
through combining a mixture of data mining and OR?

Chapter 1 introduced the requirement that to support multiple data types and

minimise the complexity of the produced clinical pathway, multiple interpretations

of constructing the network and pathways would be required. As such, Section 4.2

introduced the idea of routing procedures to address this. The first of the four

routing procedures, Raw Pathways, is intended for validation and was explored in

Chapter 4. The remaining routing procedures, Full Transitions, Cluster Transitions

and Process Medoids are now introduced in more detail.

Full Transitions: The transition matrix can be extracted from the Raw Path-

ways. This allows for some variation to be introduced into system, which can be

more reflective of future events. However, this can lead to unrealistic and impos-

sible pathways, as the pathways are formed using probabilities, it could lead to

individuals bouncing around within the system and performing really long path-
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ways. Furthermore, the ‘at most once’ constraint (see subsection 1.2.4) cannot be

enforced here and as such this is not suitable for DT1, but is suitable for DT2.

Cluster Transitions: Following on from the Full Transitions, the aim here is to

minimise the variations observed and reduce the complexity of the produced clinical

pathway, using the transition matrix method. From the results of the clustering

we can extract the transition matrix for each cluster, which should produce less

variation as the pathways have been clustered with those that they are most similar

to. This method is also not suitable for DT1, but is suitable for DT2.

Process Medoids: The second piece of usable information that is produced from

the clustering are the pathways that are selected as the medoids. These exact

pathways can be performed, and as now only previous pathways can be performed -

if the input data is of DT1 and has the ‘at most once’ constraint, so will the Process

Medoids routing procedure. This is a more restricted view for the clinical pathway

as the amount of variation is minimised. However, this does allow exploration of

what could be the impact of restricting movement to a set of exact pathways.

As the Full Transitions and Cluster Transitions are not suitable for DT1 (the data

type of the working example) these will be discussed here for the purpose of produc-

ing general methods, however these are not intended to produce pathways reflective

of the working example data (as they do not hold the ‘at most once’ constraint).

The structure of this chapter explores each of the routing procedures in turn in

Section 5.2, 5.3 and 5.4 respectively. Each section will discuss the specific application

of the general arrivals (from subsection 4.5.1) and pathways interpretation for the

routing. Furthermore, a visualisation of the network and pathways for each routing

procedure is possible to produce through Sim.Pro.Flow using Graphviz [113]. The

general method of how the routing procedures are extracted are discussed, with the

working example of lung cancer applied throughout.

For note, the majority of this chapter was produced through using the code from

Sim.Pro.Flow through a Jupyter notebook to support the reporting of the tables.
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Penultimately, Section 5.5 explores the four routing procedures for the purpose of

displaying the capabilities of automating the simulation build for multiple interpre-

tations of the clinical pathway. The model build is recapped applying the STRESS

guidelines to support reporting [202,271] (completed checklist in Appendix C). Sec-

tion 5.6 closes the chapter with conclusion and considerations for further work.

5.2 Full Transitions

The Full Transitions use the transition matrix extracted from the Raw Pathways.

Table 5.1 shows the raw counts for the transition matrix.

Table 5.1: Raw Transition Matrix for the Full Transitions.

A B C D E F G H I J K L M End

Start 882 259 1 0 0 0 2 1 703 4 1 0 12 0
A 0 438 51 0 3 0 7 0 484 19 28 6 759 2
B 41 0 377 96 19 4 8 7 461 75 395 295 60 25
C 21 91 0 62 339 34 209 35 14 27 10 8 219 786
D 0 3 12 0 0 57 1 5 0 2 1 1 4 146
E 0 14 20 29 0 182 221 0 1 2 0 0 4 0
F 1 0 4 1 0 0 4 155 4 1 1 0 5 299
G 1 14 36 14 0 131 0 301 2 3 4 1 26 3
H 0 15 19 1 0 44 3 0 5 0 4 0 3 443
I 811 330 190 3 4 3 4 6 0 52 52 9 323 10
J 8 98 313 8 16 3 12 2 2 0 23 15 30 7
K 9 51 287 4 19 2 14 1 5 93 0 5 92 7
L 7 19 170 3 12 1 9 5 2 81 5 0 40 10
M 16 533 375 11 61 14 42 19 114 178 65 24 0 125

Arrivals

To construct the arrivals for the Full Transitions model, each activity that was an

arrival activity will be assigned an arival distribution, whilst the remaining activities

will be assigned NoArrivals. Applying Equation 4.2 to the first line of the raw tran-

sition matrix in Table 5.1 and returns the values of λ in Table 5.2 (rounded to 3.d.p

for reporting). These are then used with Ciw’s built in exponential distribution.

Table 5.2: Arrival Lambda for Full Transitions.

A B C D E F G H I J K L M

λ 2.436 0.715 0.003 0.0 0.0 0.0 0.006 0.003 1.942 0.011 0.003 0.0 0.033
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Routing

To convert Table 5.1 into the transition matrix (excluding ‘Start’ row), each value

is divided by the sum of its row. The last column (‘End’) is then removed as in Ciw

if the row does not sum to 1, any remaining probability is used to exit the system.

Finally making a small adjustment to account for any rounding error where the

probability then exceeds 1, the excess is subtracted from the largest value. The

resulting transition probability matrix can be seen in Table 5.3 (rounded to 3.d.p

for reporting). This transition matrix is used as the routing in the simulation.

Table 5.3: Transition Probability Matrix for Full Transitions.

A B C D E F G H I J K L M

A 0.000 0.244 0.028 0.000 0.002 0.000 0.004 0.000 0.269 0.011 0.016 0.003 0.422
B 0.022 0.000 0.202 0.052 0.010 0.002 0.004 0.004 0.247 0.040 0.212 0.158 0.032
C 0.011 0.049 0.000 0.033 0.183 0.018 0.113 0.019 0.008 0.015 0.005 0.004 0.118
D 0.000 0.013 0.052 0.000 0.000 0.246 0.004 0.022 0.000 0.009 0.004 0.004 0.017
E 0.000 0.030 0.042 0.061 0.000 0.385 0.467 0.000 0.002 0.004 0.000 0.000 0.008
F 0.002 0.000 0.008 0.002 0.000 0.000 0.008 0.326 0.008 0.002 0.002 0.000 0.011
G 0.002 0.026 0.067 0.026 0.000 0.244 0.000 0.562 0.004 0.006 0.007 0.002 0.049
H 0.000 0.028 0.035 0.002 0.000 0.082 0.006 0.000 0.009 0.000 0.007 0.000 0.006
I 0.451 0.184 0.106 0.002 0.002 0.002 0.002 0.003 0.000 0.029 0.029 0.005 0.180
J 0.015 0.182 0.583 0.015 0.030 0.006 0.022 0.004 0.004 0.000 0.043 0.028 0.056
K 0.015 0.087 0.487 0.007 0.032 0.003 0.024 0.002 0.008 0.158 0.000 0.008 0.156
L 0.019 0.052 0.467 0.008 0.033 0.003 0.025 0.014 0.005 0.223 0.014 0.000 0.110
M 0.010 0.338 0.238 0.007 0.039 0.009 0.027 0.012 0.072 0.113 0.041 0.015 0.000

Visualisation

The full transition probability matrix (including start and end) can be represented

in a network graph as seen in Figure 5.1. Note the start probabilities are calculated

in the same method as the transition probability (dividing by the total in the row).

Observing Figure 5.1, this evidences how complex the pathways within the working

example are, as there is a high level of variation captured. Considering presenting

this as the clinical pathway, for a case this complex, would not provide a clear

representation. This provides strong justification for exploring how to reduce the

variation to present a more understandable and useable clinical pathway. However,

it is possible in less complex cases this model may prove to be sufficient.
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Figure 5.1: Network Graph for Full Transitions.
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5.3 Cluster Transitions

The process for calculating the arrivals and pathways for the Cluster Transitions

follows the same process as that for the Full Transitions with the exception that the

process is performed for each cluster. Implementing this in Ciw is relatively easy as

each cluster can correspond to a customer class.

For the purpose of this discussion, the classic k-medoids clustering was applied

to the example working dataframe with rankings and groupings as in Table 4.2.

Furthermore the centroids were chosen as the most occurring pathways, and values

of k = [2, 10] were investigated. Four clusters were chosen as this yielded the best

silhouette score of 0.118 (rounded to 3 decimal places). It is important to note

that as the clustering is performed on the dataframe (dataset of unique pathways as

noted in Section 3.3 and 4.4), the raw transitions need to be ‘propagated’ to account

for repeats. This is done by listing each pathway that is assigned to a cluster the

number of times it is repeated in the original data. For example, if pathway ‘ABC’

was assigned to cluster 1 and repeated 4 times in the original data, then the list

of pathways for cluster 1 would contain [‘ABC’, ‘ABC’, ‘ABC’, ‘ABC’]. The raw

transitions are then calculated from these ‘propagated’ lists.

The total number of ‘propagated’ pathways that were assigned to each cluster were:

Cluster 1 = 651, Cluster 2 = 367, Cluster 3 = 149 and Cluster 4 = 698. Note that

these sum to 1865, which is the total number of pathways in the original data.

The four raw transition matrices can be seen in Table 5.5. Here the transitions

can be compared to evaluate the clustering. For example, in cluster 1 the majority

of arrivals are at activity ‘A’ or ‘B’, and the activity following ‘A’ is ‘I’ with a

clear majority. Cluster 2 has a majority of arrivals at activity ‘A’ with a clear

majority going on to perform activity ‘B’ and from ‘B’ a clear majority to activity

‘I’. Cluster 3 is smaller than the others and mainly contained pathways beginning

‘AMI...’. Finally, in cluster 4 almost all the pathways begin with activity ‘I’ and

following on to activity ‘A’. Deeper relationships can also be considered, such as in
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cluster 4 activity ‘I’ goes to activity ‘A’ 631 times, where as activity ‘A’ never went

to activity ‘I’. Examining these clusters in detail could help the user gain insight

when choosing the groupings for the activities during clustering.

Arrivals

Similarly to the Full Transitions, applying Equation 4.2 to the first line of each of

the raw transition matrices, the resulting values of λ for each cluster can be seen

in Table 5.4. Each cluster has a corresponding customer class, where Ciw’s built in

exponential distribution is used for each arrival activity and NoArrivals otherwise.

Table 5.4: Arrival Lambda for Cluster Transitions.

Cluster A B C D E F G H I J K L M

1 0.687 0.309 0.000 0.0 0.0 0.0 0.000 0.000 0.000 0.003 0.000 0.0 0.002
2 0.842 0.109 0.000 0.0 0.0 0.0 0.003 0.003 0.022 0.000 0.003 0.0 0.019
3 0.846 0.121 0.007 0.0 0.0 0.0 0.000 0.000 0.000 0.000 0.000 0.0 0.027
4 0.000 0.000 0.000 0.0 0.0 0.0 0.001 0.000 0.996 0.003 0.000 0.0 0.000

Routing

Using the same calculation method as the Full Transitions, the transition probability

matrix for each cluster can be seen in Table 5.6. The routing is defined as a transition

matrix for each customer class corresponding to a cluster.

Visualisation

Each of the transition probability matrices for the clusters can be displayed as a

network graph using the same method as for the Full Transitions.

Figure 5.2 shows the network graph for cluster 3 (where the remaining cluster net-

works can be found in Appendix C). Comparing the network graph displayed for

the Full Transitions (Figure 5.1) and the Cluster Transitions, does display that the

individual diagrams for the Cluster Transitions are less complex, however there are

multiple diagrams.
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Table 5.5: Raw Transitions for Cluster Transitions, Cluster 1, 2, 3 and 4 Respec-
tively.

A B C D E F G H I J K L M End

Start 447 201 0 0 0 0 0 0 0 2 0 0 1 0
A 0 1 28 0 2 0 1 0 445 0 10 1 157 0
B 10 0 133 34 4 2 3 2 190 16 155 69 25 8
C 9 31 0 13 100 11 73 9 1 6 3 2 94 297
D 0 2 3 0 0 21 1 0 0 1 1 1 2 42
E 0 4 9 11 0 58 72 0 0 1 0 0 1 0
F 1 0 1 0 0 0 2 51 0 0 0 0 3 99
G 0 2 10 3 0 39 0 109 0 0 1 0 16 1
H 0 5 6 1 0 16 1 0 1 0 4 0 0 147
I 175 186 19 1 2 1 3 2 0 26 19 3 202 1
J 2 24 91 4 5 1 2 0 0 0 9 8 18 1
K 1 18 114 1 7 0 5 0 2 43 0 1 35 2
L 0 9 39 0 3 0 0 1 0 18 1 0 15 5
M 0 168 196 6 33 8 18 7 1 52 26 6 0 48

A B C D E F G H I J K L M End

Start 309 40 0 0 0 0 1 1 8 0 1 0 7 0
A 0 265 2 0 0 0 0 0 19 1 1 0 36 0
B 4 0 34 1 1 0 2 0 271 5 10 29 8 0
C 0 1 0 9 30 7 22 6 10 2 2 2 44 225
D 0 0 1 0 0 2 0 0 0 0 0 0 0 13
E 0 0 3 1 0 15 20 0 1 1 0 0 0 0
F 0 0 0 0 0 0 0 14 2 0 0 0 1 25
G 1 2 4 1 0 12 0 31 2 0 1 1 2 1
H 0 2 6 0 0 2 1 0 2 0 0 0 1 45
I 3 18 159 1 2 2 1 3 0 7 17 3 101 7
J 0 4 27 0 0 1 2 0 0 0 2 0 2 1
K 1 2 15 0 2 0 1 0 2 5 0 0 10 3
L 0 0 21 1 2 0 0 1 1 8 0 0 2 2
M 6 33 88 2 4 1 8 3 6 10 7 3 0 43

A B C D E F G H I J K L M End

Start 126 18 1 0 0 0 0 0 0 0 0 0 4 0
A 0 0 1 0 0 0 0 0 20 1 0 0 127 0
B 15 0 51 7 6 0 1 0 0 3 34 27 0 5
C 1 10 0 5 35 5 24 4 3 1 0 0 6 55
D 0 0 3 0 0 1 0 1 0 0 0 0 0 9
E 0 1 2 0 0 15 30 0 0 0 0 0 0 0
F 0 0 1 0 0 0 0 20 2 0 0 0 0 25
G 0 1 6 0 0 18 0 32 0 1 1 0 0 0
H 0 2 1 0 0 6 0 0 1 0 0 0 0 49
I 2 86 8 1 0 0 0 1 0 12 12 2 10 2
J 0 16 25 0 2 0 2 1 1 0 0 0 0 0
K 0 8 23 0 2 2 0 0 1 12 0 0 2 0
L 1 1 16 0 0 1 1 0 1 8 1 0 0 0
M 4 6 11 1 3 0 1 0 107 9 2 1 0 4

A B C D E F G H I J K L M End

Start 0 0 0 0 0 0 1 0 695 2 0 0 0 0
A 0 172 20 0 1 0 6 0 0 17 17 5 439 2
B 12 0 159 54 8 2 2 5 0 51 196 170 27 12
C 11 49 0 35 174 11 90 16 0 18 5 4 75 209
D 0 1 5 0 0 33 0 4 0 1 0 0 2 82
E 0 9 6 17 0 94 99 0 0 0 0 0 3 0
F 0 0 2 1 0 0 2 70 0 1 1 0 1 150
G 0 9 16 10 0 62 0 129 0 2 1 0 8 1
H 0 6 6 0 0 20 1 0 1 0 0 0 2 202
I 631 40 4 0 0 0 0 0 0 7 4 1 10 0
J 6 54 170 4 9 1 6 1 1 0 12 7 10 5
K 7 23 135 3 8 0 8 1 0 33 0 4 45 2
L 6 9 94 2 7 0 8 3 0 47 3 0 23 3
M 6 326 80 2 21 5 15 9 0 107 30 14 0 30
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Table 5.6: Transition Probability Matrix for Cluster Transitions, Cluster 1, 2, 3 and
4 Respectively.

A B C D E F G H I J K L M

A 0.000 0.002 0.043 0.000 0.003 0.000 0.002 0.000 0.690 0.000 0.016 0.002 0.243
B 0.015 0.000 0.204 0.052 0.006 0.003 0.005 0.003 0.292 0.025 0.238 0.106 0.038
C 0.014 0.048 0.000 0.020 0.154 0.017 0.112 0.014 0.002 0.009 0.005 0.003 0.145
D 0.000 0.027 0.041 0.000 0.000 0.284 0.014 0.000 0.000 0.014 0.014 0.014 0.027
E 0.000 0.026 0.058 0.071 0.000 0.372 0.462 0.000 0.000 0.006 0.000 0.000 0.006
F 0.006 0.000 0.006 0.000 0.000 0.000 0.013 0.325 0.000 0.000 0.000 0.000 0.019
G 0.000 0.011 0.055 0.017 0.000 0.215 0.000 0.602 0.000 0.000 0.006 0.000 0.088
H 0.000 0.028 0.033 0.006 0.000 0.088 0.006 0.000 0.006 0.000 0.022 0.000 0.000
I 0.273 0.291 0.030 0.002 0.003 0.002 0.005 0.003 0.000 0.041 0.030 0.005 0.316
J 0.012 0.145 0.552 0.024 0.030 0.006 0.012 0.000 0.000 0.000 0.055 0.048 0.109
K 0.004 0.079 0.498 0.004 0.031 0.000 0.022 0.000 0.009 0.188 0.000 0.004 0.153
L 0.000 0.099 0.429 0.000 0.033 0.000 0.000 0.011 0.000 0.198 0.011 0.000 0.165
M 0.000 0.295 0.344 0.011 0.058 0.014 0.032 0.012 0.002 0.091 0.046 0.011 0.000

A B C D E F G H I J K L M

A 0.000 0.818 0.006 0.000 0.000 0.000 0.000 0.000 0.059 0.003 0.003 0.000 0.111
B 0.011 0.000 0.093 0.003 0.003 0.000 0.005 0.000 0.742 0.014 0.027 0.079 0.022
C 0.000 0.003 0.000 0.025 0.083 0.019 0.061 0.017 0.028 0.006 0.006 0.006 0.122
D 0.000 0.000 0.062 0.000 0.000 0.125 0.000 0.000 0.000 0.000 0.000 0.000 0.000
E 0.000 0.000 0.073 0.024 0.000 0.366 0.488 0.000 0.024 0.024 0.000 0.000 0.000
F 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.333 0.048 0.000 0.000 0.000 0.024
G 0.017 0.034 0.069 0.017 0.000 0.207 0.000 0.534 0.034 0.000 0.017 0.017 0.034
H 0.000 0.034 0.102 0.000 0.000 0.034 0.017 0.000 0.034 0.000 0.000 0.000 0.017
I 0.009 0.056 0.491 0.003 0.006 0.006 0.003 0.009 0.000 0.022 0.052 0.009 0.312
J 0.000 0.103 0.692 0.000 0.000 0.026 0.051 0.000 0.000 0.000 0.051 0.000 0.051
K 0.024 0.049 0.366 0.000 0.049 0.000 0.024 0.000 0.049 0.122 0.000 0.000 0.244
L 0.000 0.000 0.553 0.026 0.053 0.000 0.000 0.026 0.026 0.211 0.000 0.000 0.053
M 0.028 0.154 0.411 0.009 0.019 0.005 0.037 0.014 0.028 0.047 0.033 0.014 0.000

A B C D E F G H I J K L M

A 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.134 0.007 0.000 0.000 0.852
B 0.101 0.000 0.342 0.047 0.040 0.000 0.007 0.000 0.000 0.020 0.228 0.181 0.000
C 0.007 0.067 0.000 0.034 0.235 0.034 0.161 0.027 0.020 0.007 0.000 0.000 0.040
D 0.000 0.000 0.214 0.000 0.000 0.071 0.000 0.071 0.000 0.000 0.000 0.000 0.000
E 0.000 0.021 0.042 0.000 0.000 0.312 0.625 0.000 0.000 0.000 0.000 0.000 0.000
F 0.000 0.000 0.021 0.000 0.000 0.000 0.000 0.417 0.042 0.000 0.000 0.000 0.000
G 0.000 0.017 0.102 0.000 0.000 0.305 0.000 0.542 0.000 0.017 0.017 0.000 0.000
H 0.000 0.034 0.017 0.000 0.000 0.102 0.000 0.000 0.017 0.000 0.000 0.000 0.000
I 0.015 0.632 0.059 0.007 0.000 0.000 0.000 0.007 0.000 0.088 0.088 0.015 0.074
J 0.000 0.340 0.532 0.000 0.043 0.000 0.043 0.021 0.021 0.000 0.000 0.000 0.000
K 0.000 0.160 0.460 0.000 0.040 0.040 0.000 0.000 0.020 0.240 0.000 0.000 0.040
L 0.033 0.033 0.533 0.000 0.000 0.033 0.033 0.000 0.033 0.267 0.033 0.000 0.000
M 0.027 0.040 0.074 0.007 0.020 0.000 0.007 0.000 0.718 0.060 0.013 0.007 0.000

A B C D E F G H I J K L M

A 0.000 0.253 0.029 0.000 0.001 0.000 0.009 0.000 0.000 0.025 0.025 0.007 0.647
B 0.017 0.000 0.228 0.077 0.011 0.003 0.003 0.007 0.000 0.073 0.281 0.244 0.039
C 0.016 0.070 0.000 0.050 0.250 0.016 0.129 0.023 0.000 0.026 0.007 0.006 0.108
D 0.000 0.008 0.039 0.000 0.000 0.258 0.000 0.031 0.000 0.008 0.000 0.000 0.016
E 0.000 0.039 0.026 0.075 0.000 0.412 0.434 0.000 0.000 0.000 0.000 0.000 0.013
F 0.000 0.000 0.009 0.004 0.000 0.000 0.009 0.307 0.000 0.004 0.004 0.000 0.004
G 0.000 0.038 0.067 0.042 0.000 0.261 0.000 0.542 0.000 0.008 0.004 0.000 0.034
H 0.000 0.025 0.025 0.000 0.000 0.084 0.004 0.000 0.004 0.000 0.000 0.000 0.008
I 0.905 0.057 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.010 0.006 0.001 0.014
J 0.021 0.189 0.594 0.014 0.031 0.003 0.021 0.003 0.003 0.000 0.042 0.024 0.035
K 0.026 0.086 0.502 0.011 0.030 0.000 0.030 0.004 0.000 0.123 0.000 0.015 0.167
L 0.029 0.044 0.459 0.010 0.034 0.000 0.039 0.015 0.000 0.229 0.015 0.000 0.112
M 0.009 0.505 0.124 0.003 0.033 0.008 0.023 0.014 0.000 0.166 0.047 0.022 0.000
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Figure 5.2: Network Graph for Cluster Transitions Cluster 3.
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5.4 Process Medoids

The Process Medoids routing procedure applies the previously discussed clustering

method but then only simulates each cluster medoid as a representative pathway

for that cluster, using process based routing.

However, considering how many clusters (k) to select when only the medoids are

going to be performed poses a challenge. The silhouette score that was previously

used as the main selection indicator resulted in small values of k to be selected (less

than ten). It may not be appropriate to consider so few pathways for this system,

as they may not capture enough of the variation and the resulting clinical pathway

would be too simplistic. Therefore additional information needs to be provided to

the user to enable them to make a more informed decision on the value of k, whilst

considering that the goal is to produce a clinical pathway that is understandable

and usable.

There are many evaluation metrics that can be used to select the number of clusters,

such as Silhouette Score and Davies-Bouldin Index to name a few [170] [229] [249].

Furthermore, the Scikit-Learn Library [246] discuss that the metrics should com-

pare if members of the same cluster are more similar to each other than those of

another cluster. The Scikit-Learn library offers many metrics, namely, Adjusted

Rand index, Mutual Information based scores, Homogeneity, completeness and V-

measure, Fowlkes-Mallows scores, Silhouette Coefficient, Calinski-Harabasz index,

Davies-Bouldin index, and Contingency Matrix.

As k-medoids is an unsupervised approach the only available appropriate metrics are

the Silhouette Coefficient, Calinski-Harabasz index and the Davies-Bouldin index.

However, alongside clear cluster definition, it is vital to produce a good selection of

medoids that reflect the original data as close as possible. To achieve both of these

standards, it is logical to report more than one evaluation measure. Therefore, we

report on the silhouette score alongside additional information that can allow the
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user to make an informed decision on the number of clusters.

When considering the additional information to report, this must reflect the in-

tentions for use and what ‘good’ means. Two key features were identified as ease

of understanding and close reflection of the original data. Putting this in terms

of the network, this would translate to minimise the number of edges whilst also

minimising the differences in the edge values in comparison to the full network.

Note the analysis and figure show in this subsection were produced using Sim.Pro.Flow.

5.4.1 Medoids Selection

Considering the two key features identified above (minimising the number of edges

and differences in the values), a summary of the calculation process is as follows:

1. From the original data raw transition matrix, reduce transitions occurring less

than a specified number of times (selected as a percentage of the total pathways

referred to as adjust percentage) to 0 to produce the reduced matrix, and count

the number of non-zero connections (referred to as reduced connections),

2. Calculate the reduced transition probability matrix,

3. Construct the medoids transition probability matrix, accounting for connec-

tions representing the number of pathways in the cluster (‘propagated’),

4. Count the number of non-zero connections in the medoids transition proba-

bility matrix,

5. Calculate the absolute difference matrix (from the reduced matrix and medoids

transition probability matrix),

6. Calculate the average percentage points different in the difference matrix,

7. Plot all non-zero differences of the difference matrix.

Using this method for values of k from 2 to 30 for the working example of lung
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cancer produced a solution of 21 clusters. This solution is displayed in Table 5.7

and will be used as example to aid understanding while each step is now discussed

in detail.

Table 5.7: Process Based Clustering Results for the 21 Process Medoids.

Cluster Medoids Counts Propagated Counts Arrivals λ

0 BIAMC 27 159 0.439
1 ABIC 15 102 0.282
2 ABIMC 45 124 0.343
3 IAMBC 31 87 0.240
4 ABICM 16 53 0.146
5 AIBC 66 161 0.445
6 AIMBC 74 135 0.373
7 IAMBKC 16 49 0.135
8 AMIBC 54 113 0.312
9 IAMBLC 24 73 0.202
10 IAMBCEGFH 57 90 0.249
11 IAMBCGH 69 132 0.365
12 IAMBCEF 36 71 0.196
13 BIAC 16 43 0.119
14 AIBMC 48 84 0.232
15 BC 22 58 0.160
16 AMBIC 24 38 0.105
17 IAMJCBD 38 63 0.174
18 IAMBKCEF 20 39 0.108
19 IABMC 48 106 0.293
20 AIMBKC 37 85 0.235

Step one considers that the aim is to minimise the number of edges. The idea is

to remove transitions that occur less than a specified frequency, in the original raw

transition matrix, before calculating the probability. This should allow the medoids

transitions to be more likely to achieve a similar transition matrix to the original,

accounting for a reduced amount of variation. Using the raw transition matrix from

Table 5.1, as there are 1,865 pathways considered here, even removing transitions

that occur less than (a modest) 5% of the time, would be those that occurred less

than 93.25 times. Nevertheless, for the purpose of this example, 5% was selected.

To obtain the reduced connections, the number of non-zero connections are counted,

which in this example is 36 (original number of connections was 159).

Step two calculates the reduced transition probability matrix, in the same way as

previously explained, but this time keeping the start and end transitions. The

reduced transition probability matrix can be seen in Table 5.9
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Step three builds the medoids transition probability matrix. Similarly to the Clus-

tered Transitions, consideration is needed to account for the fact that each of the

medoids represent all of the pathways that are assigned to that cluster. Therefore

each connection is is not counted as 1 but as the ‘propagated’ value (see page 142

for explanation). For example, from Table 5.7 cluster 0 has medoid ‘BIAMC’ and

27 pathways were assigned to this cluster, which when propagated to consider the

repeats of the pathways is 1591. Therefore each transition for cluster 0 would count

as 159 transitions. The raw transition matrix for 21 medoids can be seen in Table

5.8. This medoids transition probability matrix can then be calculated (in the same

way as previously explained) and is shown in Table 5.10

Table 5.8: Raw Transition Matrix for the 21 Process Medoids.

A B C D E F G H I J K L M End

Start 895 260 0 0 0 0 0 0 710 0 0 0 0 0
A 0 385 43 0 0 0 0 0 465 0 0 0 914 0
B 0 0 847 63 0 0 0 0 519 0 173 73 190 0
C 0 63 0 0 200 0 132 0 0 0 0 0 53 1417
D 0 0 0 0 0 0 0 0 0 0 0 0 0 63
E 0 0 0 0 0 110 90 0 0 0 0 0 0 0
F 0 0 0 0 0 0 0 90 0 0 0 0 0 110
G 0 0 0 0 0 90 0 132 0 0 0 0 0 0
H 0 0 0 0 0 0 0 0 0 0 0 0 0 222
I 912 358 193 0 0 0 0 0 0 0 0 0 344 0
J 0 0 63 0 0 0 0 0 0 0 0 0 0 0
K 0 0 173 0 0 0 0 0 0 0 0 0 0 0
L 0 0 73 0 0 0 0 0 0 0 0 0 0 0
M 0 799 473 0 0 0 0 0 113 63 0 0 0 53

Step four counts the number of non-zero connections in the medoids transition

probability matrix. This allows for comparison with the number of connections

found in step 1 (36). For note, Sim.Pro.Flow allows the user to specify a tolerance

surrounding the number of connections where values of k with number of connections

within the tolerance of the reduced connections are displayed. For this example,

choosing a tolerance of 2 highlighted results for k = 14, 15, 16, 17, 18, 19, 20, and the

21 medoids, as these solutions have connections in the range [34,38].

1For further explanation, in Table 5.8 the transition from the start to activity A sums the
propagated counts for clusters 1, 2, 4, 5, 6, 8, 14, 16, and 20 with values 102, 124, 53, 161, 135,
113, 84, 38 and 85 respectively (totalling 895).
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Step five creates the difference matrix by calculating the absolute difference between

the corresponding values in the reduced and medoids transition probability matrices.

The values within the difference matrix can be described as the absolute number of

percentage points different between the transition probabilities of the reduced and

medoids transition probability matrices. The difference matrix of Table 5.9 and

Table 5.10 can be seen in Table 5.11.

Step six calculates the average percentage points different, by calculating the aver-

age of the non-zero values in the difference matrix. For the 21 medoids solutions

this was 0.081 (rounded to 3.d.p), meaning on average there were 8.1 percentage

points different between the reduced transition probability matrix (Table 5.9) and

21 medoids transition probability matrix (Table 5.10).

Finally, step seven plots all the non-zero values of the difference matrix as a violin

plot, with the title containing the information: k, number of connections and average

percentage points different respectively separated by an underscore, as seen in Figure

5.3. Observing the violin plots provide the user with a visual representation of the

spread of the non-zero values in the difference matrix. On each violin plot, the

upper and lower lines are the maximum and minimum values respectively and the

middle line indicates the mean. This allows the user to compare multiple values

of k to aid the selection. Note, in Sim.Pro.Flow it is also possible to save the

solution as presented in Table 5.7 for each value of k (not including the Arrivals

λ column), allowing the user to inspect the pathways chosen as the medoids for a

deeper evaluation of appropriateness.

Analysing Figure 5.3, plots k = [2, 11] (the top two rows) shows a maximum value

of 1.0 (meaning there was 100% difference for some values in the difference matrix)

and there were a few values above 50%, indicated by the wider volume between

0.5 and 1.0. Comparing these to k = [12, 19], the volume between 0.5 and 1.0

is virtually non existent, however there still remains a record with a value of 1.0

(indicated by the maximum). For k = [20, 30] the maximum is now below 0.5, and
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the vertical spread of the distribution is getting smaller, indicated by the plot and

the reduction in the mean. However, the number of connections are increasing and

thus the user should find a balance between minimising the number of connections

and minimising the mean. For this example, from the violin plot 21 medoids was

selected as the solution, as the number of connections were within the tolerance.

Although the solution of 20 medoids also had 38 connections, the average difference

was slightly lower for the 21 medoids (0.081 compared to 0.084).

Table 5.9: Reduced Transition Probability Matrix (5%).

A B C D E F G H I J K L M End

Start 0.478 0.140 0.000 0.000 0.000 0.000 0.000 0.000 0.381 0.000 0.000 0.000 0.000 0.000
A 0.000 0.261 0.000 0.000 0.000 0.000 0.000 0.000 0.288 0.000 0.000 0.000 0.452 0.000
B 0.000 0.000 0.232 0.059 0.000 0.000 0.000 0.000 0.284 0.000 0.243 0.182 0.000 0.000
C 0.000 0.000 0.000 0.000 0.218 0.000 0.135 0.000 0.000 0.000 0.000 0.000 0.141 0.506
D 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
E 0.000 0.000 0.000 0.000 0.000 0.452 0.548 0.000 0.000 0.000 0.000 0.000 0.000 0.000
F 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.341 0.000 0.000 0.000 0.000 0.000 0.659
G 0.000 0.000 0.000 0.000 0.000 0.303 0.000 0.697 0.000 0.000 0.000 0.000 0.000 0.000
H 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
I 0.490 0.200 0.115 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.195 0.000
J 0.000 0.238 0.762 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
K 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
L 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
M 0.000 0.402 0.283 0.000 0.000 0.000 0.000 0.000 0.086 0.134 0.000 0.000 0.000 0.094

Table 5.10: Medoids Transition Probability Matrix - for the 21 Process Medoids.

A B C D E F G H I J K L M End

Start 0.480 0.139 0.000 0.000 0.000 0.000 0.000 0.000 0.381 0.000 0.000 0.000 0.000 0.000
A 0.000 0.213 0.024 0.000 0.000 0.000 0.000 0.000 0.257 0.000 0.000 0.000 0.506 0.000
B 0.000 0.000 0.454 0.034 0.000 0.000 0.000 0.000 0.278 0.000 0.093 0.039 0.102 0.000
C 0.000 0.034 0.000 0.000 0.107 0.000 0.071 0.000 0.000 0.000 0.000 0.000 0.028 0.760
D 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
E 0.000 0.000 0.000 0.000 0.000 0.550 0.450 0.000 0.000 0.000 0.000 0.000 0.000 0.000
F 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.450 0.000 0.000 0.000 0.000 0.000 0.550
G 0.000 0.000 0.000 0.000 0.000 0.405 0.000 0.595 0.000 0.000 0.000 0.000 0.000 0.000
H 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
I 0.505 0.198 0.107 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.190 0.000
J 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
K 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
L 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
M 0.000 0.532 0.315 0.000 0.000 0.000 0.000 0.000 0.075 0.042 0.000 0.000 0.000 0.035

Table 5.11: Difference Matrix Between Reduced and Medoids Transition Probability
Matrices.

A B C D E F G H I J K L M End

Start 0.002 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.00 0.000 0.000 0.000
A 0.000 0.047 0.024 0.000 0.000 0.000 0.000 0.000 0.031 0.000 0.00 0.000 0.054 0.000
B 0.000 0.000 0.222 0.025 0.000 0.000 0.000 0.000 0.006 0.000 0.15 0.143 0.102 0.000
C 0.000 0.034 0.000 0.000 0.111 0.000 0.064 0.000 0.000 0.000 0.00 0.000 0.113 0.254
D 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 0.000 0.000 0.000
E 0.000 0.000 0.000 0.000 0.000 0.098 0.098 0.000 0.000 0.000 0.00 0.000 0.000 0.000
F 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.109 0.000 0.000 0.00 0.000 0.000 0.109
G 0.000 0.000 0.000 0.000 0.000 0.102 0.000 0.102 0.000 0.000 0.00 0.000 0.000 0.000
H 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 0.000 0.000 0.000
I 0.014 0.001 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 0.000 0.005 0.000
J 0.000 0.238 0.238 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 0.000 0.000 0.000
K 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 0.000 0.000 0.000
L 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 0.000 0.000 0.000
M 0.000 0.130 0.032 0.000 0.000 0.000 0.000 0.000 0.011 0.092 0.00 0.000 0.000 0.059
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Figure 5.3: Process Based Selection Violin Plot for k = [2, 30].
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5.4.2 Parameters

Arrivals

Following on from the selection of 21 medoids, similarly to the Cluster Transitions,

each cluster is represented by a customer class. Arrivals for each customer class

are only generated for the start activity of the respective medoid, with NoArrivals

listed otherwise. Equation 4.2 is used to calculate the arrival rate for the propagated

counts for each cluster, as shown in Table 5.7. Again Ciw’s exponential distribution

is used with the values of λ from Table 5.7.

Pathways

Process based routing is applied, where the routing function take in the individual’s

customer class and returns the route corresponding to the medoid. The routing

function only needs to be defined once per node as it is universal to all classes.

As each cluster is a customer class, and the pathways contain no repeated activities,

the traditional transition matrix could have been applied. However, the process

based routing was applied to represent the generalised approach.

Visualisation

Four diagrams, each displaying a different depth perspective are produced. Firstly,

to aid comparison of the reduced transition probability matrix and the medoids

transition probability matrix, both network graphs are produced and can be seen

in Figure 5.4 and 5.5 respectively.

However, this is not technically an accurate depiction of the pathways that are being

simulated, therefore Figure 5.6 displays the raw medoids for each cluster. Further-

more, Figure 5.7 represents the raw medoids by grouping activities by position. The

connections between the activities in the groups represent the number of times that

connection occurred in the raw medoids2.

2Note in all four diagrams a light grey line with no label represents a value of 1, whether that
be one connection (Figure 5.7) or a probability of 1 (Figure 5.5).
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Figure 5.4: Network Graph of the Reduced Transition Probabilities.



CHAPTER 5. ROUTING PROCEDURES 156

A

B

0.213

I

0.257

C

0.024

M

0.506

Start

0.48

0.139

0.381

0.278

0.454

0.102

D

0.034

K

0.093

L

0.039

0.505

0.198

0.107

0.19

0.034

0.028

E

0.107

G

0.071

end

0.76

0.532

0.075

0.315

0.035

J

0.042

0.45

F

0.55

0.405

H

0.595

0.55

0.45
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5.5 Routing Procedures Exploration

As all inputs have now been discussed, the simulation for each routing procedure can

be built, run and compared. This section will recap all the information regarding

the simulation build and give an overview of each model applying the STRESS

guidelines to support reporting [202,271].

5.5.1 Overview

Background

The clinical pathway for lung cancer is explored for 1,865 individuals covering a

period of 362 days. The input data was of DT1, and therefore the ‘at most once’

constraint is in place. The motivation is to define the clinical pathway and explore

how capacity aligns with demand. The aim is to automatically build the simulation

model from the input data. The objective is to explore the various definitions of

the clinical pathway.

Reported Results

Four definitions for the clinical pathway are explored, Raw Pathways, Full Tran-

sitions, Cluster Transitions and Process Medoids, which have previously been de-

scribed in detail. To allow for comparison, three main tables are used for reporting

as follows:

• Top Level Results - In addition to the previously discussed results (from page

103), results supporting pathway comparison are reported. Namely, number

of unique pathways (Unique), number of pathways performed once (Once),

number performed more than once (Once More), total transitions, mean tran-

sitions, largest transition, day last arrival into system. The total, mean and

largest transitions are calculated by comparing the original transition matrix

with the simulation transition matrix, not including the start and end activi-

ties.
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• Frequency of Activity - This counts the number of times each activity was

performed.

• Activity Waiting time - The mean waiting times for each activity is reported

(as on page 103).

Base Model and Scenarios

The Raw Pathways model was used for validation of the input parameters. The

remaining three routing procedures can be considered scenarios, where different

interpretations for the clinical pathways with the intention to reduce variation are

explored. Furthermore, due to the ‘at most once’ constraint the Full Transitions

and Cluster Transitions routing procedures are not suitable for this data, however

they have been included for comparison.

Parameters

The general parameters were summarised in Section 4.8, where the specifications for

each routing procedure have been discussed in Sections 5.2 – 5.4. Specifically Table

4.16 ‘Pattern’ column describes the capacity applied, and additionally a Warm Start

using the Warm 2 procedure was applied (see subsection 4.5.5).

A First In First Out (FIFO) prioritisation was used for the queuing discipline, as

default in Ciw. Furthermore, in these models the time unit definition in Ciw is that

1 represents one day.

Trials were run with 25 runs for each model, where the model runs until 1865

customers have exited the system3. The seed for each run was changed each time

and was representative of the run number (starting at 0). This was implemented

for each routing procedure (scenario) and as such the first run for each of the

models had seed 0 etc. The definition of the seed was supported by Ciw’s ciw.seed()

function [60].

3Recall for the Raw Pathways that additional individuals will not enter the system after 1865
individuals, resulting in the final few individuals not having to compete for resources.



CHAPTER 5. ROUTING PROCEDURES 161

Implementation

The models were run on a Windows 10 operating system. The open source code for

Sim.Pro.Flow was applied through a Jupyter Notebook to support more in depth

reporting of the results tables. Python v3.6. was used and all other libraries and

versions are as stated in the requirements file for Sim.Pro.Flow [255].

Each run took at most 5 seconds to complete, however the conversion applied to

format the results is time consuming. The overall time taken to run all the models

was not recorded.

Although the Sim.Pro.Flow interface was not used, the methods and code from

within Sim.Pro.Flow was applied. If the same dataset was available, the models

should be able to be recreated in Sim.Pro.Flow with ease due to the automated

build feature of the software. The only adjustment required by the user would be

to include the Warm 2 Warm Start.

5.5.2 Results and Discussion

The results for the models, as discussed above, are reported in Table 5.12 – 5.14.

The Raw Pathways model was used to validate the input parameters and as such

produces results similar to the original. The following discussion answers two main

questions to analyse the results of the remaining models, noting the purpose of the

comparison is to display the capabilities of the models and note considerations for

when using each routing procedure.

1. How do the activity waiting times change with the different routing procedures?

In general, the activity waiting times are lower for the other routing procedures

compared to the Raw Pathways, which also results in lower mean and median

total waiting times. This indicates that with differing levels of variation the

capacity should be sufficient, although capacity could be investigated further

(see Chapter 7 for Raw Pathways and Process Medoids). Furthermore, it is

important to consider how reflective the pathways are of the real life system.
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2. Are the pathways produced reflective of the real life system?

Recall for this working example that the Full Transitions and Cluster Tran-

sitions are not compatible routing procedures for this data type as they do

not hold the ‘at most once’ constraint. Considering the frequency of activities

(Table 5.13) these are similar to the Raw Pathways, which indicates similar

pathways are produced. However, in the top level results (Table 5.12) the

number of pathways that occur more than once are relatively similar to the

original data, however the number that appear once are much higher. This

suggest that there is a larger number of different pathways being produced

here than in the original data. This could be investigated further through

observing the top 10 most occurring pathways. However running trials in-

creases the difficulty of reporting the results, as these will change on each

run for some of the routing procedures. The results for the first run (seed 0)

could be compared to allow for deeper analysis. Furthermore, comparing the

total transitions, this is lower for the Cluster Transitions indicating that they

display less variation than the Full Transitions, which was the aim.

Alternatively, the purpose of the Process Medoids routing procedure was to

address the ‘at most once’ constraint and reduce the variation whilst still

reflecting the Raw Pathways. Again, considering the frequency of activities

(Table 5.13), the Process Medoids have a large decrease in frequencies for

activities ‘D’, ‘J’ and ‘L’, however the most frequently occurring activities (‘A’,

‘B’, ‘C’, ‘I’ and ‘M’) all have values close to the original data. This displays

that the variation has been reduced, whilst considering that the medoids only

select pathways that have previously happened, also displays that they are

reflective of the real life system, and can be used to investigate scenarios for

a clinical pathway with reduced variation.
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Table 5.12: Top Level Results for Routing Procedures with Automated Capacity.

Level Mean TiS Median TiS Target Unique Once Once More

Original 60 41 64.4 783 576 207

Raw 65.08 (63.34, 66.82) 56.72 (54.4, 59.04) 53.12 (50.34, 55.9) 783.0 (783.0, 783.0) 576.0 (576.0, 576.0) 207.0 (207.0, 207.0)

Full 34.96 (33.05, 36.87) 29.68 (27.64, 31.72) 85.39 (83.71, 87.08) 1312.56 (1306.27, 1318.85) 1150.04 (1143.09, 1156.99) 162.52 (159.91, 165.13)

Cluster 36.92 (35.1, 38.74) 33.28 (31.37, 35.19) 86.86 (85.17, 88.55) 1227.28 (1220.14, 1234.42) 1049.56 (1040.46, 1058.66) 177.72 (174.77, 180.67)

Medoids 35.12 (33.42, 36.82) 35.68 (33.97, 37.39) 98.71 (98.51, 98.91) 21.0 (21.0, 21.0) 0.0 (0.0, 0.0) 21.0 (21.0, 21.0)

Level Total Transitions Mean Transitions Largest Transition Day Last Arrival Overall Period

Original 0 0 0 354 362

Raw 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 360.89 (358.09, 363.68) 407.66 (407.46, 407.86)

Full 3142.8 (3108.9, 3176.7) 17.27 (17.08, 17.45) 287.64 (280.17, 295.11) 360.24 (356.23, 364.25) 387.07 (384.53, 389.61)

Cluster 2498.64 (2471.65, 2525.63) 13.73 (13.58, 13.88) 169.8 (164.83, 174.77) 357.22 (354.06, 360.37) 387.44 (385.8, 389.09)

Medoids 6512.52 (6480.79, 6544.25) 35.78 (35.61, 35.96) 633.96 (628.54, 639.38) 360.94 (358.26, 363.61) 391.5 (391.05, 391.95)
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Table 5.13: Frequency for Activity for Routing Procedures with Automated Capacity.

Activity Original Raw Pathways Full Transitions Cluster Transitions Process Medoids

A 1797 1797.0 (1797.0, 1797.0) 1719.4 (1703.87, 1734.93) 1741.88 (1731.92, 1751.84) 1802.08 (1799.18, 1804.98)

B 1865 1865.0 (1865.0, 1865.0) 1769.0 (1754.61, 1783.39) 1791.92 (1781.79, 1802.05) 1865.0 (1865.0, 1865.0)

C 1855 1855.0 (1855.0, 1855.0) 1819.52 (1809.11, 1829.93) 1823.96 (1811.29, 1836.63) 1865.0 (1865.0, 1865.0)

D 232 232.0 (232.0, 232.0) 229.12 (225.27, 232.97) 227.64 (220.41, 234.87) 64.56 (61.5, 67.62)

E 473 473.0 (473.0, 473.0) 463.72 (457.77, 469.67) 469.72 (461.67, 477.77) 194.16 (189.32, 199.0)

F 475 475.0 (475.0, 475.0) 470.72 (463.07, 478.37) 471.04 (464.8, 477.28) 194.16 (189.32, 199.0)

G 536 536.0 (536.0, 536.0) 527.2 (517.42, 536.98) 525.12 (517.58, 532.66) 222.8 (217.55, 228.05)

H 537 537.0 (537.0, 537.0) 531.08 (521.4, 540.76) 527.88 (521.07, 534.69) 222.8 (217.55, 228.05)

I 1797 1797.0 (1797.0, 1797.0) 1727.04 (1711.07, 1743.01) 1738.4 (1727.17, 1749.63) 1802.08 (1799.18, 1804.98)

J 537 537.0 (537.0, 537.0) 525.64 (517.42, 533.86) 528.52 (518.39, 538.65) 64.56 (61.5, 67.62)

K 589 589.0 (589.0, 589.0) 559.96 (552.08, 567.84) 564.32 (555.98, 572.66) 169.76 (165.11, 174.41)

L 364 364.0 (364.0, 364.0) 347.92 (342.18, 353.66) 351.72 (344.41, 359.03) 72.6 (69.46, 75.74)

M 1577 1577.0 (1577.0, 1577.0) 1512.2 (1496.15, 1528.25) 1523.84 (1513.55, 1534.13) 1496.4 (1488.59, 1504.21)
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Table 5.14: Activity Mean Waiting Time Results for Routing Procedures with Automated Capacity.

Original

Activity Mean 25th Percentile Median 75th Percentile Raw Pathways Full Transitions Cluster Transitions Process Medoids

A 12.52 3.0 7.0 15.00 23.25 (21.61, 24.9) 16.9 (14.71, 19.09) 21.07 (19.36, 22.78) 24.99 (23.37, 26.61)

B 11.86 2.0 7.0 14.00 9.64 (9.39, 9.88) 8.56 (6.93, 10.19) 7.14 (5.93, 8.35) 7.4 (6.97, 7.83)

C 9.40 4.0 7.0 11.00 1.97 (1.9, 2.05) 1.32 (1.23, 1.41) 1.34 (1.24, 1.45) 1.2 (1.18, 1.22)

D 21.91 0.0 12.0 38.00 0.73 (0.69, 0.77) 1.28 (1.09, 1.47) 1.25 (1.1, 1.4) 0.22 (0.15, 0.29)

E 11.19 4.0 7.0 15.00 7.53 (7.41, 7.64) 0.64 (0.57, 0.71) 0.67 (0.59, 0.76) 0.06 (0.05, 0.07)

F 20.20 5.0 12.0 24.50 18.29 (18.11, 18.47) 2.15 (1.83, 2.47) 1.88 (1.68, 2.09) 0.22 (0.17, 0.27)

G 6.41 0.0 1.0 7.00 1.42 (1.36, 1.48) 0.67 (0.56, 0.79) 0.62 (0.54, 0.7) 0.06 (0.05, 0.06)

H 40.21 6.0 18.0 70.25 34.04 (33.89, 34.19) 18.81 (17.14, 20.49) 17.97 (16.52, 19.42) 5.89 (5.4, 6.38)

I 4.05 0.0 0.0 2.00 1.51 (1.38, 1.65) 1.87 (1.59, 2.15) 1.52 (1.35, 1.69) 1.65 (1.5, 1.8)

J 13.66 6.0 12.0 17.00 14.02 (13.83, 14.21) 1.03 (0.92, 1.14) 0.92 (0.76, 1.07) 0.01 (0.0, 0.02)

K 3.58 0.0 0.0 2.00 16.58 (16.38, 16.77) 0.48 (0.43, 0.53) 0.49 (0.45, 0.52) 0.03 (0.02, 0.04)

L 3.85 0.0 0.0 0.00 5.36 (5.19, 5.52) 0.46 (0.41, 0.51) 0.5 (0.45, 0.56) 0.01 (0.01, 0.02)

M 3.20 0.0 0.0 2.00 3.02 (2.93, 3.11) 2.05 (1.65, 2.45) 1.9 (1.53, 2.28) 0.66 (0.6, 0.71)
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5.6 Conclusion and Further Work

In conclusion, this section combines the resulting methods from Chapter 3 and 4 by

simulating various definitions of the clinical pathway. This chapter describes three

routing procedures (Full Transitions, Cluster Transitions and Process Medoids) and

discusses their adaptations of the simulation build. The simulation for each routing

procedure is run and the results are discussed.

Overall the results show that the Raw Pathways can be used for validation of the in-

put parameters, as the model is reflective of the original data. Although not suitable

for this data type and not producing pathways similar to the real life system, the

Full Transitions and Cluster Transitions do produce similar frequency of activities

as the original data. Furthermore, the Cluster Transitions do display less variation

than the Full Transitions as intended. Finally, the Process Medoids do display less

variation than the Raw Pathways, whilst producing pathways reflective of the real

life system.

It can be seen that all three alternative routing procedures reduce the time in system

and the activity waiting times4. Therefore, further investigation should explore how

to adjust the capacity appropriately.

Further work

There are a few potential areas for further work as follows:

• Exploring other routing procedures using the ideas from the Full Transitions

and Cluster Transitions but continuing to reduce complexity and minimise

variations i.e.:

1. Defining a routing function that uses the transition matrix, but forces

the length of the pathway to be between a lower and upper bound, could

result in more realistic pathways, and possibly produce less variation.

4Care needs to be taken here, as the Full Transitions and Cluster Transitions should not be
considered for this model (and were just included for demonstration).
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2. Exploring a transition matrix that considers the transitions between the

groups of activities (as defined during the clustering), where once the

individual moves to a group they are either randomly or proportionally

assigned an activity. This could be taken further with the specific activity

performed suggesting the probability of the next group to move to.

• Explore a more optimal level of capacity for each of the routing procedures,

by allowing the target capacity method (Section 4.7) to be used with the

pathways resulting from the simulation.
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Chapter 6

Developing a Decision Support

Tool - Sim.Pro.Flow

Figure 6.1: Sim.Pro.Flow Logo.

6.1 Introduction

Research Question 4

Can the development of a decision support tool provide a general
method of analysing clinical pathway mapping, modelling and improv-
ing?

One of the main desired outcomes from this research for the company partner (Velin-

dre Cancer Centre), and research question 4, was the development of a decision
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support tool. Throughout the programme of research, when selecting the methods

to use, they not only had to be technically appropriate but also suitable to be inte-

grated into the eventual decision support tool. This thesis has so far described how

mapping, modelling and improving the clinical pathways have been addressed:

• Mapping: Two methods have been discussed, firstly a simple direct extrac-

tion of pathways from data (Raw Pathways and Full Transitions), and sec-

ondly through the application of clustering (Clustered Transitions and Process

Medoids).

• Modelling: Automated simulation build has been developed to further explore

the mapped pathways.

• Improving: Capacity investigations, through either the technical method or

basic principles.

The decision support tool named Sim.Pro.Flow was designed and developed, which

is described further through answering the four main questions:

What? Why? Who? and How?.

After this initial discussion, the remainder of the chapter is structured as follows:

• Section 6.2 introduces the structure of version 2.1 of Sim.Pro.Flow.

• Section 6.3 discusses the key features of Sim.Pro.Flow v2.1.

• Section 6.4 concludes the chapter through evaluating the build process and

highlighting further work.

What - is Sim.Pro.Flow?

Sim.Pro.Flow (Simulate Process Flow) is a decision support tool that automates

the build of a discrete event simulation and allows for mapping, modelling and

improving of system pathways. There are three main particular novel contributions

of Sim.Pro.Flow:

1. To allow the methods to seamlessly interact with each other (Chapter 2)
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2. To allow for the input of user information and interaction (Chapter 3)

3. To support timely production of pathway analysis (Chapter 4 and 5)

Why - develop a decision support tool?

There are popular tools and software available that could have been utilised for the

basic ideas applied in this research. For example, ProM [235] is a popular choice

for pathway mining, whereas Simul8 [257], Arena [9] and AnyLogic [8] all support

discrete event simulation. However, these all host individual aspects of the clinical

pathway mapping, modelling and improving processes, and cannot be integrated

together to form one cohesive system. This was a key element identified in the

literature review (Chapter 2) and as such developed into one of Sim.Pro.Flow’s

novel contributions.

Furthermore, more recently (2020) the tool PathSimR [222] was developed, which

provides a user interface in R [236] for discrete event simulation for healthcare

pathways [223]. PathSimR has the user manually enter information of the system,

such as service points, exit points, transitions and input parameters (arrivals, service

and capacity), however it does appear that the depiction of the network is then

generated by the tool [224].

Palmer et al., [219] presents Ciw’s debut paper which displays a comparison with

some of the aforementioned packages. Furthermore, Palmer et al., [219] discusses

how simulation packages with GUI’s are “more accessible, easily modifiable and

easier to communicate with non-specialists”. Conversely, it is also stated that those

packages also have disadvantages, noting low model reusability, and can lead to bad

simulation practice through bias by “building models that represent how a system

should work instead of how they actually work”. As Ciw was the simulation method

chosen, it was important to respect and address these statements.

Palmer et al., [219] directs the reader towards Bell and O’Keefe [26] who in 1986

discussed Visual Interactive Simulation (VIS) in depth, noting that VIS was first
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presented by Hurrion in 1976 [139, 140]. Bell and O’Keefe [26] discuss how guide-

lines for building VIS began to develop, and summarised the work of Bell [25] into

guidelines for good practice as follows:

• “Get the user involved as early as possible”

• “Get the picture up as soon as possible”

• “Make the interaction as general as possible”

• “Try to transfer the simulation to the end user”

These guidelines, along with their further explanation, will be discussed in the

conclusions (Section 6.4) to retrospectively evaluate Sim.Pro.Flow’s functionality.

Who - are the intended users?

Motivated by research question 1 and the problem description (Section 1.3), inte-

grating expert knowledge and increasing user interaction became one of the main

focuses for the tool. Therefore, the tool was built with the intention of allowing

experts to impart their knowledge whilst interacting through the tool. This could

be through individual direct usage, or a collaborative effort with a technical profes-

sional on either a one-on-one or workshop basis.

It was intended to trial all three of these potential methods of usage, however due

to the COVID-19 global pandemic these could not go ahead.

The intended methods of use were recognised in design decisions, to allow the in-

teraction to be as easy as possible. For example, the preprocessing of the input

data allows for a smooth transition and creating the summary sheet was included

to allow the user to become familiar with the data before delving deeper.

How - was Sim.Pro.Flow developed?

The emergence of the field of Design Science is credited to Herbert Simon in

1969 [250], and has become a point for best practices when developing an arte-

fact. Specifically Hevner et al., [121] develop seven guidelines for design science
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research, and ultimately stresses that there must be a balance between the abilities

of technological artefacts and theoretical foundation. Although this was not a for-

mal design science project, the interested reader may wish to consult [121,217,250]

for more information.

The main consideration for the technical development of Sim.Pro.Flow was accessi-

bility. Palmer et al., [219] notes how Ciw presents a main quality of open accessible

code with a MIT license, noting this as an advantage over other software, as the user

can inspect and modify the code as necessary without requiring license fees. There-

fore, Sim.Pro.Flow and all its code is also open access available on Github [251]

with an MIT license.

To support this consideration, the tool itself had to be built using components

which are also open access and have suitable licences. Therefore the main library

providing the GUI is wxPython [318] as it satisfies this consideration. Furthermore,

every effort was made to account for all resources utilised to develop the tool (along

with noting licence agreements), and are listed within the file References.txt [254].

The tool was built alongside discovering and learning both Python and the art of

developing open source software. Therefore, best practices may not have always

been adhered to and the code might not be as efficient as possible. However, given

the desire for the code to be open source, access considerations were given to the

file structure and modularising the code as follows:

• The main file, App.py, hosts the GUI code.

• The file Functions.py acts as a management system to direct the main file to

the source code in the src folder.

• The src folder contains nine topic specific code files e.g. clustering.py contains

the clustering code, simulation.py contains the simulation code etc.

The tool evolved along side the theoretical development, along with informal feed-

back from a variety of potential users was collected and considered.
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6.2 Structure

The Sim.Pro.Flow v2.11 GUI is set out to reflect the natural method of reading a

book, moving top to bottom then turning the page, moving towards the right. This

is intended so that the progression would feel logical and need little explanation.

This allowed for the development of the four main tabs: ‘Data’, ‘Clustering’, ‘Simu-

lation’ and ‘Visualisation’ (see Section 6.3). Figure 6.2 displays the four main tabs,

in hierarchical progression of the intended full usage (top down).

In Figure 6.2 each box contains the components contained on the main tab, and

the movement to subsequent sub-tabs. The arrows between the main tabs and sub-

tabs shows the movement of information allowed. The only strict usage is that the

user must enter through the data tab and complete the first three points (‘Save

Location’, ‘Select Original Data’ and ‘Choose Activities’) before progressing (with

the exception of setting the target days 6.3.2). Table 6.1 describes some of the

possible movements supported.

Table 6.1: Examples of Supported Movement Through Sim.Pro.Flow.

Analysis Description Path

View raw data results only ‘Data’ >> ‘Simulation Results’ subtab
View graphics for raw data only ‘Data’ >> ‘Visualisation’
Run capacity analysis ‘Data’ >> ‘Capacity’ subtab
Perform clustering only ‘Data’ >> ‘Clustering’

*Optional ‘Rankings’ and ‘Groupings’ subtabs if
MNW selected*

Explore Raw Pathways simulation ‘Data’ >> ‘Simulation’
*Optional additional ‘Simulation Results’ subtab
and/or ‘Visualisation’ tab*

Explore Cluster Transitions simulation ‘Data’ >> ‘Clustering’ >> ‘Simulation’
*Both previous optional additions available*

If the user wishes to perform a complete analysis, then using all four tabs in the

logical progression would suffice. However some users may only want to use ‘Data’

and ‘Simulation’ (Raw Pathways or Full Transitions), or ‘Data’ and ‘Visualisation’.

This was considered during the tool development and thus the user can easily switch

between tabs/subtabs at various stages, as shown within the usage map (Figure 6.2).

1Note that v2.1 is a prototype phase.
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This flexibility makes the tool multi-functional as it can be used to support pathway

analysis in multiple ways. Furthermore, although the tool itself can be fully used as

a stand-alone tool, it can also be used as part of a wider ‘toolkit’. For example, after

initial analysis of the pathways, the user could explore the data manually, or taking

the produced simulation and replicating it in other packages to explore features that

Sim.Pro.Flow may not support.

Figure 6.2: Usage Map for Sim.Pro.Flow.
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6.3 Sim.Pro.Flow Key Features

6.3.1 Outputs Produced

Throughout the development of Sim.Pro.Flow it became apparent that to fully

understand and analyse such complex pathways a variety of information would be

required. This was also noted by the initial informal feedback from VCC staff.

Whilst building and using the tool, the question ‘what does the user need to know

- both fundamentally and for deeper exploration?’ was continually asked. Once the

need identified, the question turned to ‘how can this be automatically produced?’

and ‘how can it be displayed?’.

The outputs are either automatically or instructively (clicking a button) generated

and are all saved within the selected save location and its subsequent folders. All

of the outputs can be viewed from the file explorer save location and are saved

in popular formats either Excel, Word, PDF or PNG. Some of the outputs can

be accessed via Sim.Pro.Flow, e.g. specific plots can be viewed in the plot viewer

panels, or will open the external file in its default software. The five main types

of outputs are discussed below. Furthermore, a detailed log of how the output is

generated, where it is saved and what it contains is displayed in Appendix D Table

D.1.

1. Summary Sheet: The summary sheet is a Word document comprised of general

summary information about the data (example in Appendix D). The document

includes a reference list for the activity to letter assignments, along with top

level information about the number of pathways and waiting time statistics.

This also contains four figures displaying: 1) the frequency of each activity

2) heatmap of all pathways 3) histogram of the total time in system and 4)

boxplot of activity waiting times.

2. Plots: All plots generated are saved as PNG files. There are three points at

which plots are automatically generated as follows:
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• Capacity investigation: A combined plot of line graphs (e.g. Figure C.3)

with subplots per activity that the calculation was performed for.

• Process Medoids Violin Plots: A combined plot with subplots in the range

[2,max k] containing violin plots displaying the non-zero values from the

difference matrix (e.g. Figure 5.3).

• Simulation: Multiple plots are produced which will be viewable in the

visualisation tab (see subsection 6.3.2). Furthermore, multiple plots con-

taining the standard deviation of the values within the key results tables,

to support the selection of number of runs are produced.

3. Excel: There are many points where Excel files are created e.g. simulation

results, clustering results etc, (See Appendix D Table D.1 for more detail).

The purpose of generating the Excel documents were three fold.

(a) Avoid unnecessarily creating this interface within Sim.Pro.Flow itself.

(b) Allow further exploration for the user to gain a deeper understanding.

(c) To act as a recording mechanism.

4. Raw Variables: The raw variables for the simulations can be saved as Python

code. This can also allow further exploration through Python directly if the

user wishes.

5. Network Diagrams: These visualisations of the networks were discussed and

displayed in Chapter 5. Producing these visualisation were considered a key

design feature, as it allows the user to interact with a visual depiction of

the network (consider the guidelines from Section 6.1). This also brings

Sim.Pro.Flow more inline with alternative software that produce animation.

To align with research question 4, it was necessary for the diagrams to be au-

tomatically generated, without the need for user interaction to either ‘draw’ or

‘rearrange’ the diagram. This was possible through using the Python library

Graphviz [113] and specifically digraph was used to produce these diagrams.
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6.3.2 Graphical User Interface

Taking the four main panels in turn, this section notes the key features available.

For note, Figures 6.3 – 6.6 (and those in Appendix D) are extracted from the

Sim.Pro.Flow help document [252], and the key features are edited from the discus-

sion within the help document (which contains more detail and user considerations).

Data Panel

Figure 6.3: Sim.Pro.Flow - Data Panel.

• Selection: The user can choose the folder to save the information for their

session and select the dataset to use.

• Format: This supports DT1, DT2 and DT3, where the user can either se-

lect the columns containing the activities they want to explore (DT1) with

additionally selecting to group the codes (DT3) or select the three columns

required for DT2 (see subsection 1.2.4).

• Summary: When selected, a Word document containing summary information

on the input data is created (example in Appendix D).

• A table displays the activity name and corresponding code for the activities

used in this session, as a point of reference for the user.
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Clustering Panel

Figure 6.4: Sim.Pro.Flow - Clustering Panel.

• Modified Needleman-Wunsch: Supports the use of the MNW, through allow-

ing selection of the penalty values and additional subtabs where the user can

enter the rankings and groupings (Appendix Figure D.2).

• Distance Matrix: Allows for selection of the distance metric to use, where the

eight metrics (plus MNW) discussed in Chapter 3 are supported. On creating

the distance matrix a progress bar is displayed to keep the user informed.

• Cluster: Contains options available for clustering:

– Centroids: Five methods supported for selecting the initial centroids.

– Results: Selects the level of results which will be displayed in a pop out

window (Appendix Figure D.1), and select the value for k.

– Process based: Allows for selection of the adjust percentage and tolerance

(see Section 5.4).

– Save check box: Saves information on the clustering for further analysis

• Visualisation panel: Hosts the process based violin plots (e.g. Figure 5.3).
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Simulation Panel

Figure 6.5: Sim.Pro.Flow - Simulation Panel.

• Setup: Select the routing procedure, automatically build the simulation and

allow specification of the simulation name.

• Network: Draws the network for the selected routing procedure and allow

them to be viewed in an external PDF viewer.

• Simulation Inputs: Select either the ‘Auto’ or ‘Custom’ options for the simu-

lation inputs. The right hand panel will be populated with five tabs displaying

the input parameters (‘Pathways’, ‘Arrivals’, ‘Service’, ‘Capacity’ and ‘Warm

up’ - see Appendix Figure D.3), enabling the user to interact with the simu-

lation through custom values as described in Section 4.6.

• Time: Contains options available concerning simulation times, such as number

of days a week, the target number of days for total waiting time, number of

trials and simulation seed.

• Utilisation: Pop out window containing capacity utilisation results, including

the percentage of days that used 100% of the capacity, and the mean average

percentage of capacity used on each named day (Appendix Figure D.4).

• Capacity (Figure D.5) and Simulation Results (Figure D.6) sub-tabs available.
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Visualisation Panel

Figure 6.6: Sim.Pro.Flow - Visualisation Panel.

• Total Time Sub-tab: Displays a histogram for total time in system, where the

left canvas is for the original data (e.g. Figure C.1) and the right canvas is for

the selected simulation.

• Waiting Time Sub-tab: Displays a plot containing multiple histograms dis-

playing the waiting time for each activity, where the left canvas is for the

original data (e.g. Figure C.2) and the right canvas is for the selected simula-

tion.

• Utilisation Sub-tab: Displays two line charts of the capacity utilisation, where

the left canvas plots the percentage of the capacity utilised each day (e.g.

Figure D.7) and the right canvas plots the number of individuals remaining

in the queue at the end of each day (e.g. Figure D.8).
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6.4 Conclusion

Returning to the points made in the introduction regarding the guidelines for good

practice by Bell [25] and summarised by Bell and O’Keefe [26], these were initially

established for the design process. However, they also reflect the intentions for

the interactions of use, and can be used to evaluate the decision support tool as

discussed in Table 6.2.

Table 6.2: Evaluation of the Development of Sim.Pro.Flow.

*Guidelines for good practice by Bell [25] and summarised by Bell and O’Keefe [26]*

Guideline Development Interactions

“Get the user involved
as early as possible”

Initial informal feedback on
the tool was collected as
noted in Section 6.1.
Intentions to more fully
progress this were cancelled
due to the COVID-19 global
pandemic.

The initial creation of the
data files and the summary
sheet reflect this guideline by
providing places of interaction
for the user.

“Get the picture up as
soon as possible”

The tool was developed along-
side the mathematical model
(guidelines suggest design be-
fore model), although the in-
tentions for interaction were
considered in the mathemat-
ical model.

The generation of supporting
materials, in particular the
network diagrams reflects this
guideline.

“Make the interaction
as general as possible”

The cognitive progression
through the tool was a major
design decision - to allow
the user’s natural instincts
i.e. the way to read a book,
guide design placement. Gen-
eral use was another major
consideration as the specifics
of the input data are an
unknown factor and had to
be considered.

Some effort was directed to-
wards predicting the user’s
interactions, through efforts
such error and information
messages to inform the user of
actions that were not desired.

“Try to transfer the
simulation to the end
user”

This guideline emphasises a
VIS that can be used by
the user on a regular ba-
sis. This was another ma-
jor aspect that was desired,
and motivated the automa-
tion process. Practically this
is also reflected by the tool
being hosted open access on
Github [251].

This was reflected through al-
lowing the user flexibility us-
ing the custom simulation in-
puts. Allowing the user to
guide aspects of the simula-
tion as required.
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It should be commented that the general interpretation of the data and tool design is

a major advantage. For the company partner (Velindre Cancer Centre) this means

they now have a decision support tool that they can use for any of their cancer

sites (e.g. lung, breast etc) rather than one in-depth model. Furthermore, this

generalisation feature also widens the applicability and usability of the tool to not

just cancer, not just healthcare even, but any process data that satisfies one of the

input data types.

Further work

As the tool is still in prototype phase (with v2.1) there are two specific areas of

further work that could be considered:

• Usability: Ensuring the user cannot perform ‘undesirable’ actions and that the

code runs error free. There is a list of current issues listed on the Sim.Pro.Flow

Github page [253].

• Accessibility: Developing a formal testing module to ensure the tool downloads

and runs smoothly and correctly.

The current help document available is comprehensive, however this could be devel-

oped further with user feedback of missing/inadequate information. Furthermore,

although a single video has been made to overview the functionality of the tool, a

series of shorter ‘How to?’ videos could be produced to help modernise the support

materials and guide the user on specific functions.

Finally, to further enable ease of use, an execution button could be created so that

Sim.Pro.Flow can be launched through ‘double-click’ to run the application, like

any other software, making the use of the command line redundant. This would

help with accessibility for anyone not proficient in command line use.

In conclusion, this chapter begins to address research question 4, by combining all

the methods developed in the previous chapters into one decision support tool. The

demonstration to support research question 4 is continued in Chapter 7.
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Chapter 7

Case Study

7.1 Introduction

Research Question 4

Can the development of a decision support tool provide a general
method of analysing clinical pathway mapping, modelling and improv-
ing?

This chapter presents a case study focussing on the lung cancer pathway. The

purpose is two fold, firstly, to explore if Sim.Pro.Flow is able to support typical

exploration of the simulation (research question 4), and secondly to gain deeper

insights into the specific lung cancer pathways explored.

There are seven investigations discussed in this section, where the first six explore

the Raw Pathways model and the final explores the Process Medoids solution. A

brief description of each investigation is as follows:

1. Individual Adjustment Investigation: The aim of this investigation is to

explore the capacity levels to obtain more accurate waiting times for activities

which displayed discrepancies with the original data.

2. Basic Investigation: Progressing previous findings, this section investigates
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an instinctive1 initial exploration of how to improve the top level and waiting

time results through adjusting the capacity levels.

3. End Activity Investigation: A systematic approach is used to focus on

improving the waiting times for end of pathway activities.

4. Target Investigation: This investigation explores what levels of capacity

are required to achieve the 95% within 62 days target, including whether it

is even achievable. The method applied uses the previous selected capacity

levels and then increases the capacity to achieve the target.

5. Excessive Top Down Investigation: The aim here is the same as the

previous investigation, however, an alternative method is applied. This ex-

plores starting with extreme excessive levels of capacity with systematically

and incrementally decreasing the capacity to achieve the target.

6. Demand Investigation: Conversely, this examines the consequences of in-

creased demand on the capacity levels of a chosen capacity pattern.

7. Medoids Capacity Investigation: Considering the Process Medoids solu-

tion (Section 5.4). This explores what levels of capacity would be required if

a fixed set of pathways were implemented.

The standard simulation models used were those chosen as a result of Section 5.5,

and thus the input parameters (pathways, arrivals, service, capacity and warm up)

are as summarised in Section 5.5.

For each investigation the results tables are the same as described in Section 4.4.

Furthermore, ‘Original’ refers to the summary results of the original data and ‘Stan-

dard’ refers to the basic model as previously described. Colour coding of table cells

is used to highlight the attention of the reader, where orange indicates a progres-

sive change, teal indicates a regressive change and purple indicates an unintended

resulting change.

1This is reflective of a casual reactive exploration.
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In general the process for each investigation followed the same format. Initial ex-

perimentation was performed using the interface of Sim.Pro.Flow, where one run

of each change was performed. This was then replicated in a Jupyter notebook

using the code of Sim.Pro.Flow, and one run was performed to ensure that the front

(interface) and back end (code) of Sim.Pro.Flow were producing the same results.

Finally, twenty-five runs of each change were performed in the Jupyter notebook

to gain confidence interval results. This was done to allow multiple investigations

to run simultaneously for efficient use of time (see Section 7.9 for explanation).

There are two exceptions to this methodology, namely the Individual Adjustment

and Demand Investigations, where only the Jupyter notebook was performed (see

respective sections for details).

This chapter concludes with a summary of the results of each investigation to allow

for comparisons and discussion.

7.2 Individual Adjustment Investigation

Subsection 4.5.5 concluded that using the standard capacity levels along with the

Warm Start approach (Warm 2) was sufficient to achieve satisfactory top level results

(Table 4.20). However, the specific activity waiting times (Table 4.22) did display

some large discrepancies when comparing the standard model with the original data.

Table 7.1 displays the activity waiting times and highlights the activities with the

largest discrepancies. Therefore, the purpose of this investigation was to achieve

more accurate activity waiting times and observe the effects on the top level results.

As highlighted in Table 7.1 activities A2, C, D, G, I and K were chosen to examine,

where C, D, G, I were producing results too small and A, K were producing results

too large. Multiple capacity levels were tested for each activity individually as

shown in Table 7.2 - detailed results for which are included in Appendix E (Table

2Note that throughout the thesis activity letters and pathways have been highlighted by single
quotation marks. This format is not adhered to in this chapter to allow for easier reading.
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E.1 – E.3). In each case a capacity level (highlighted in green in Table7.2) was

chosen that improved upon the discrepancy.

Table 7.1: Original and Standard Activity Waiting Times.

Activity Original Standard

A 12.52 23.25, (21.61, 24.9)
B 11.86 9.64, (9.39, 9.88)
C 9.40 1.97, (1.9, 2.05)
D 21.91 0.73, (0.69, 0.77)
E 11.19 7.53, (7.41, 7.64)
F 20.20 18.29, (18.11, 18.47)
G 6.41 1.42, (1.36, 1.48)
H 40.21 34.04, (33.89, 34.19)
I 4.05 1.51, (1.38, 1.65)
J 13.66 14.02, (13.83, 14.21)
K 3.58 16.58, (16.38, 16.77)
L 3.85 5.36, (5.19, 5.52)
M 3.20 3.02, (2.93, 3.11)

Table 7.2: Capacity Values Used for Individual Adjustment Investigation.

Activity Standard Direction 1 2 3 4

D (2, 2, 1, 2, 2) Decrease (1, 1, 1, 1, 1) (2, 2, 1, 1, 1) (2, 1, 1, 1, 1)
G (2, 3, 2, 3, 3) Decrease (2, 2, 2, 2, 2) (3, 3, 2, 2, 2) (3, 2, 2, 2, 2)
I (7, 7, 7, 7, 8) Decrease (7, 7, 7, 7, 7) (7, 7, 7, 7, 6) (7, 7, 7, 6, 6) (6, 7, 7, 7, 7)
K (2, 4, 4, 3, 2) Increase (3, 4, 4, 3, 3) (4, 4, 4, 4, 3) (4, 4, 4, 3, 3)
C (5, 7, 9, 16, 1) Decrease (5, 7, 9, 9, 1) (5, 7, 9, 12, 1) (5, 7, 9, 10, 1) (5, 7, 9, 11, 1)
A (6, 7, 10, 6, 6) Increase (7, 7, 10, 7, 7) (7, 8, 10, 7, 7) (7, 7, 10, 7, 6) (7, 7, 10, 6, 6)

A final model was explored which incrementally applied the chosen capacity levels

from Table 7.2 in the order D, G, I, K, C, A. At points where the capacity was

decreased it is expected that the top level results will perform worse and vice versa.

Table 7.3 and Table 7.4 show the top level and waiting time results respectively.

Table 7.3: Top Level Results for Individual Adjustment Investigation.

Name Mean TiS Median Tis Target Overall Period

Original 60 41 64.4 362
Standard 65.08, (63.34, 66.82) 56.72, (54.4, 59.04) 62, (53.12, (50.34, 55.9) 407.66, (407.46, 407.86)

D 66.52, (64.29, 68.75) 57.6, (54.3, 60.9) 62, (50.53, (46.55, 54.51) 407.89, (407.62, 408.15)
DG 66.32, (64.53, 68.11) 57.28, (54.85, 59.71) 62, (52.28, (49.93, 54.63) 407.9, (407.69, 408.11)
DGI 64.04, (61.91, 66.17) 53.68, (50.87, 56.49) 62, (54.59, (51.43, 57.76) 408.02, (407.77, 408.26)
DGIK 65.88, (63.79, 67.97) 57.2, (54.13, 60.27) 62, (51.05, (47.17, 54.92) 408.02, (407.8, 408.23)
DGIKC 69.6, (67.74, 71.46) 66.44, (63.72, 69.16) 62, (39.89, (36.0, 43.78) 428.88, (428.76, 429.01)
DGIKCA 69.56, (67.72, 71.4) 67.56, (65.17, 69.95) 62, (39.48, (35.9, 43.07) 428.62, (428.38, 428.86)

It is evident that the expected result (described above) did not come to fruition, due

to the highlighted unintended changes ( purple ). For example, in the addition of

I (model DGI) the target in Table 7.3 improved despite the decreasing of capacity,

which appears to be the result of a decrease in the waiting time for activity A.
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Table 7.4: Activity Waiting Time Results for Individual Adjustment Investigation.

Activity D DG DGI

A 23.24, (21.2, 25.27) 23.11, (21.38, 24.84) 20.48, (18.61, 22.36)
B 9.76, (9.43, 10.09) 9.76, (9.55, 9.97) 9.48, (9.19, 9.76)
C 2.01, (1.93, 2.08) 2.03, (1.95, 2.11) 1.9, (1.84, 1.97)
D 14.75, (14.36, 15.13) 14.73, (14.4, 15.07) 14.65, (14.29, 15.01)
E 7.57, (7.45, 7.7) 7.64, (7.5, 7.78) 7.73, (7.55, 7.91)
F 16.78, (16.61, 16.95) 15.49, (15.3, 15.68) 15.36, (15.09, 15.62)
G 1.45, (1.38, 1.53) 4.75, (4.6, 4.89) 4.69, (4.52, 4.87)
H 33.86, (33.7, 34.01) 30.83, (30.66, 31.01) 30.84, (30.64, 31.04)
I 1.57, (1.39, 1.75) 1.61, (1.49, 1.72) 2.31, (2.02, 2.61)
J 13.97, (13.81, 14.13) 14.02, (13.83, 14.21) 14.2, (13.95, 14.45)
K 16.55, (16.32, 16.77) 16.52, (16.32, 16.71) 16.38, (16.17, 16.6)
L 5.34, (5.2, 5.49) 5.55, (5.39, 5.7) 5.41, (5.26, 5.56)
M 2.97, (2.86, 3.08) 2.98, (2.88, 3.07) 2.96, (2.85, 3.06)

Activity DGIK DGIKC DGIKCA

A 23.04, (21.26, 24.82) 22.58, (20.91, 24.25) 17.1, (15.56, 18.64)
B 10.0, (9.66, 10.34) 9.69, (9.33, 10.04) 11.5, (11.16, 11.84)
C 1.71, (1.66, 1.76) 7.13, (6.92, 7.33) 8.22, (8.09, 8.36)
D 15.04, (14.7, 15.37) 13.9, (13.66, 14.14) 12.47, (12.18, 12.77)
E 10.28, (10.01, 10.54) 9.38, (9.16, 9.59) 9.14, (8.89, 9.39)
F 16.12, (15.85, 16.4) 16.03, (15.76, 16.3) 15.89, (15.68, 16.11)
G 7.56, (7.38, 7.74) 7.35, (7.21, 7.5) 7.1, (6.91, 7.29)
H 31.27, (31.11, 31.43) 30.28, (30.14, 30.43) 30.07, (29.94, 30.19)
I 2.67, (2.34, 3.0) 2.44, (2.14, 2.73) 3.17, (2.77, 3.57)
J 15.77, (15.56, 15.99) 16.07, (15.81, 16.32) 16.68, (16.44, 16.92)
K 2.58, (2.48, 2.69) 2.49, (2.39, 2.59) 3.01, (2.88, 3.15)
L 6.33, (6.12, 6.55) 6.25, (6.08, 6.43) 6.4, (6.17, 6.62)
M 3.67, (3.51, 3.83) 3.66, (3.55, 3.77) 5.72, (5.54, 5.9)

Exploring this further utilising the information from the transition probability ma-

trix (Table 5.3) activity I goes to activity A 45% of the time. Therefore, decreasing

the capacity at I would as a result lessen the pressure on activity A by moving the

waiting time to activity I instead. Although this is then counter-acted in the next

change (model DGIK).

Furthermore, the results take a considerable decline in model DGIKC, noting that

achieving a more accurate waiting time for activity C worsens the general overall

performance. Lastly with the final change (model DGIKCA) there are lots of unin-

tended resulting changes here, some positive and some negative, with most notably

the increase in waiting time for activity M. Again noting the transition probabil-

ity matrix (Table 5.3) activity A goes to activity M 42% of the time. Conversely

to previously, with the increase in capacity at activity A this would increase the

pressure on activity M, causing the increased waiting time.

In conclusion, this investigation highlighted that concentrating the focus of im-

provement of a particular activity will result in unintended changes. This further

highlights the complexities of working with a highly complex pathway system.
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7.3 Basic Investigation

It is typical after obtaining an initial model to explore how to improve upon the

key KPI’s. Therefore, the purpose of this investigation is to improve the percentage

of individuals seen within 62 days (Target) using an instinctive method. Table 7.5

displays the capacities that were changed throughout this investigation, Table 7.6

shows the top level results (specifically noting the target column), and Table 7.7

shows the mean waiting time for each activity.

A logical first step would be to keep the two capacity increases from the previous

investigation (without the capacity decreases) to observe the effect. This can be seen

in the first two models, namely K and KA. This does improve the target slightly,

however, the waiting time for A is still higher than the original data.

Instinctively, the next step is to further increase the capacity of A, using the in-

formation from the previous investigation for model KAA. This change does not

substantially impact the target despite the waiting time for activity A drastically

decreasing. As seen previously, the waiting time for activity M has increased as a

result of this change, and subsequently guides the next alteration. It is also notice-

able that the waiting time for activity B is also increasing slowly compared to the

previous models, but is coming in line with the original data.

Focussing on decreasing the waiting time for activity M in model KAAM. The results

reveal that the waiting time for activity M does come nicely in line with the original

data and the target has started to increase. There were three unintended changes

here, namely waiting time for B continued to increase and activity E and J took a

sizeable increase in waiting time. Although B does seem in control it is a very high

frequency activity, with occurring 1865 times indicates that it was present in every

pathway. Therefore, it would be important to keep a close eye on this activity and

also gains here should improve the experience for every individual. Alternatively, E

and J are lower frequency activities (occurring 473 and 537 times respectively).
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Progressing with investigating decreasing the waiting time for activity B in model

KAAMB. The target does not notably increase despite the large drop in the waiting

time for activity B. The reason for this is speculated that this is due to activity B

having a low exit rate and mid-range arrival rate, and as such is a key mid pathway

activity that can lead to any other activity (Table 5.1).

Whilst keeping the capacity change for activity B, it is now appropriate to address

the continuously increasing waiting time for activity J in model KAAMBJ. This

does hugely decrease the waiting time and activity J along with improving the

target. Finally, it is questionable whether the increase in capacity for activity B

was necessary. Thus reverting the capacity for activity B to its original state whilst

keeping the increase in capacity for activity J is seen in model KAAMJ. Notably

the waiting time for activity B drastically increases greater than it was before its

reduction state, and the target only slightly decreased, indicating that changes for

B and J need to be considered together. Although, interestingly they do not have

a strong relationship within the raw transition matrix (Table 5.1).

This investigation concludes that an instinctive approach proves difficult to obtain

large improvement as the target only achieves a maximum of 63%, well below the

desirable 95%. This investigation showed that it might not be beneficial to focus on

improvements on mid pathway activities (such as activity B) as this appears to just

move the waiting time to other points in the pathway. Therefore it could be sug-

gested that finding gains in end pathway activities could have a larger impact on the

target results. Furthermore, the increase of capacity for K and A will subsequently

form the first step of improvements for subsequent models.
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Table 7.5: Capacity Values for Basic Adjustment Investigation.

Activity Standard First Second
C* D P C D P

K 15, (2, 4, 4, 3, 2) 18, (4, 4, 4, 3, 3) +3 +20%
A 35, (6, 7, 10, 6, 6) 36, (7, 7, 10, 6, 6) +1 +3% 38, (7, 7, 10, 7, 7) +3 +9%

M 31, (5, 7, 9, 5, 5) 33, (7, 7, 9, 5, 5) +2 +6%
B 35, (6, 7, 8, 7, 7) 38, (8, 8, 8, 7, 7) +3 +9%
J 13, (2, 4, 2, 3, 2) 16, (4, 4, 3, 3, 2) +3 +23%

*C = total slots, (weekly pattern), D = comparative difference with the standard, and P = comparative adjusted
percentage with the standard.

Table 7.6: Top Level Results for Basic Adjustment Investigation.

Name Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362
Standard 65.08, (63.34, 66.82) 56.72, (54.4, 59.04) 53.12, (50.34, 55.9) 407.66, (407.46, 407.86)

K 63.44, (61.24, 65.64) 54.72, (51.58, 57.86) 55.09, (52.35, 57.84) 407.61, (407.4, 407.82)
KA 62.44, (60.12, 64.76) 52.08, (48.77, 55.39) 55.46, (52.47, 58.45) 405.31, (404.64, 405.99)

KAA 62.48, (60.48, 64.48) 53.12, (50.21, 56.03) 55.18, (52.74, 57.62) 401.77, (401.34, 402.21)
KAAM 59.28, (57.43, 61.13) 45.48, (43.22, 47.74) 58.29, (57.08, 59.5) 399.5, (399.3, 399.7)
KAAMB 57.08, (55.13, 59.03) 43.4, (41.44, 45.36) 59.81, (58.28, 61.34) 394.14, (393.96, 394.31)
KAAMBJ 53.4, (51.24, 55.56) 38.04, (35.98, 40.1) 62.59, (61.76, 63.41) 386.65, (386.38, 386.93)
KAAMJ 59.4, (58.01, 60.79) 45.32, (43.4, 47.24) 61.28, (60.72, 61.84) 399.39, (399.19, 399.59)

Table 7.7: Activity Waiting Time Results for Basic Adjustment Investigation.

Activity Original Standard K KA KAA

A 12.52 23.25, (21.61, 24.9) 22.62, (20.64, 24.6) 17.18, (15.24, 19.12) 10.4, (9.31, 11.49)
B 11.86 9.64, (9.39, 9.88) 9.57, (9.27, 9.86) 10.87, (10.48, 11.25) 12.13, (11.45, 12.81)
C 9.40 1.97, (1.9, 2.05) 1.71, (1.64, 1.77) 2.01, (1.89, 2.12) 1.87, (1.77, 1.97)
D 21.91 0.73, (0.69, 0.77) 0.99, (0.92, 1.06) 1.01, (0.96, 1.05) 1.0, (0.93, 1.08)
E 11.19 7.53, (7.41, 7.64) 10.32, (10.14, 10.5) 10.07, (9.87, 10.27) 9.58, (9.39, 9.78)
F 20.20 18.29, (18.11, 18.47) 19.5, (19.28, 19.71) 19.23, (19.04, 19.41) 18.76, (18.57, 18.95)
G 6.41 1.42, (1.36, 1.48) 2.67, (2.57, 2.77) 2.64, (2.56, 2.72) 2.71, (2.63, 2.8)
H 40.21 34.04, (33.89, 34.19) 36.05, (35.87, 36.23) 35.81, (35.66, 35.97) 35.3, (35.09, 35.52)
I 4.05 1.51, (1.38, 1.65) 1.53, (1.39, 1.66) 1.79, (1.6, 1.98) 2.56, (2.12, 3.0)
J 13.66 14.02, (13.83, 14.21) 16.15, (15.92, 16.38) 16.89, (16.73, 17.05) 17.57, (17.37, 17.76)
K 3.58 16.58, (16.38, 16.77) 2.78, (2.66, 2.89) 3.21, (3.11, 3.3) 4.13, (4.01, 4.25)
L 3.85 5.36, (5.19, 5.52) 6.28, (6.08, 6.49) 6.56, (6.4, 6.72) 7.16, (6.99, 7.33)
M 3.20 3.02, (2.93, 3.11) 3.97, (3.88, 4.06) 6.64, (6.55, 6.73) 11.92, (11.62, 12.21)

Activity KAAM KAAMB KAAMBJ KAAMJ

A 10.13, (9.22, 11.03) 9.96, (8.95, 10.96) 10.22, (9.17, 11.27) 10.77, (10.03, 11.5)
B 12.41, (11.58, 13.23) 6.62, (5.95, 7.29) 5.88, (4.98, 6.78) 15.25, (14.55, 15.95)
C 2.19, (2.06, 2.32) 4.55, (4.42, 4.68) 3.28, (3.17, 3.4) 1.5, (1.47, 1.54)
D 1.03, (0.95, 1.11) 0.99, (0.93, 1.05) 2.87, (2.74, 2.99) 2.47, (2.36, 2.58)
E 12.5, (12.26, 12.74) 13.97, (13.79, 14.15) 18.64, (18.44, 18.83) 16.69, (16.48, 16.91)
F 19.03, (18.84, 19.21) 19.11, (18.92, 19.29) 18.54, (18.33, 18.75) 18.55, (18.35, 18.76)
G 3.22, (3.14, 3.31) 3.43, (3.28, 3.57) 4.89, (4.72, 5.06) 4.26, (4.14, 4.38)
H 36.87, (36.72, 37.02) 37.53, (37.36, 37.69) 40.75, (40.57, 40.93) 39.47, (39.32, 39.62)
I 2.76, (2.3, 3.22) 2.78, (2.43, 3.14) 2.61, (2.15, 3.08) 3.11, (2.74, 3.48)
J 21.43, (21.26, 21.6) 21.48, (21.23, 21.73) 2.52, (2.44, 2.59) 2.6, (2.5, 2.69)
K 5.52, (5.43, 5.61) 5.9, (5.72, 6.08) 6.18, (6.0, 6.36) 5.17, (5.08, 5.26)
L 8.4, (8.24, 8.57) 9.46, (9.17, 9.74) 12.47, (12.26, 12.67) 9.52, (9.31, 9.73)
M 3.79, (3.64, 3.93) 4.13, (3.91, 4.36) 4.72, (4.59, 4.85) 3.91, (3.82, 4.0)



CHAPTER 7. CASE STUDY 193

7.4 End Activity Investigation

Investigating the potential improvements for considering the waiting times for end

of pathway activities, it is first necessary to identify these activities. Noting any

activity that exits the system more than 100 times using the raw transition matrix

(Table 5.1) returns activities C, D, F, H and M (values 786, 146, 299, 443 and

125 respectively). Considering that activity C and D were used in the Individual

Adjustment Investigation (Section 7.2) as their waiting times were considerably

smaller in the standard model than the original data, it is not logical to consider

these for improvements. Furthermore, the increase of capacity K and A is the

standard first step (previously model KAA now denoted as KA henceforth).

Taking the approach of making improvements for the largest to smallest exit activity

results in the order of H, F and M. Examining the improvements in turn:

• H: Due to its initial large waiting time, a large increase of capacity was con-

sidered (+8 a week). Although this is a relatively low frequency activity (537

occurrences) with its initial large waiting time and being an exit activity on

82% of its occurrences, and can be seen as a ‘quick win’ in terms of improve-

ments. This is reflected in the target improving to 63% - the same value as

found with changing three activities in the previous investigation.

• F: Increasing the capacity by 4 a week allows for there to be an equal number

of slots each day. This has a visibly positive effect for the target, achieving

the largest value so far at 71%. Furthermore, this had little effect on the other

activities.

• M: As this activity was required to be considered in the previous investigation

where it was noted that a small increase of just 2 slots a week made an

improvement, that same capacity was applied. This further improves the

target, achieving 75%, however does have the same unintended consequences

of increasing the waiting times of activities B and J.
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In conclusion, improving the end activities were easier to navigate as they had little

effect on other activities. Activity M was the exception to this finding, although

this is unsurprising when further examining the raw transition matrix (Table 5.1)

and that activity M is a high frequency activity, occurring 1577 times.

Table 7.8: Capacity Values for End Activity Investigation.

Activity Standard First
C* D P

K 15, (2, 4, 4, 3, 2) 18, (4, 4, 4, 3, 3) +3 +20%
A 35, (6, 7, 10, 6, 6) 38, (7, 7, 10, 7, 7) +3 +9%

H 13, (5, 2, 2, 2, 2) 21, (5, 4, 4, 4, 4) +8 +62%
F 11, (2, 2, 2, 2, 3) 15, (3, 3, 3, 3, 3) +4 +36%
M 31, (5, 7, 9, 5, 5) 33, (7, 7, 9, 5, 5) +2 +6%

*C = total slots, (weekly pattern), D = comparative difference with the standard, and P = comparative adjusted
percentage with the standard.

Table 7.9: Top Level Results for End Activity Investigation.

Name Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362
Standard 65.08, (63.34, 66.82) 56.72, (54.4, 59.04) 53.12, (50.34, 55.9) 407.66, (407.46, 407.86)
KA 62.48, (60.48, 64.48) 53.12, (50.21, 56.03) 55.18, (52.74, 57.62) 401.77, (401.34, 402.21)

KA H 55.76, (53.71, 57.81) 48.92, (46.18, 51.66) 62.86, (60.65, 65.06) 401.22, (401.04, 401.41)
KA HF 51.56, (49.67, 53.45) 47.68, (45.26, 50.1) 70.86, (68.3, 73.42) 401.18, (400.97, 401.4)
KA HFM 47.92, (46.46, 49.38) 42.24, (40.24, 44.24) 75.01, (74.05, 75.98) 399.45, (399.25, 399.66)

Table 7.10: Activity Waiting Time Results for End Activity Investigation.

Activity Original Standard KA

A 12.52 23.25, (21.61, 24.9) 10.4, (9.31, 11.49)
B 11.86 9.64, (9.39, 9.88) 12.13, (11.45, 12.81)
C 9.40 1.97, (1.9, 2.05) 1.87, (1.77, 1.97)
D 21.91 0.73, (0.69, 0.77) 1.0, (0.93, 1.08)
E 11.19 7.53, (7.41, 7.64) 9.58, (9.39, 9.78)
F 20.20 18.29, (18.11, 18.47) 18.76, (18.57, 18.95)
G 6.41 1.42, (1.36, 1.48) 2.71, (2.63, 2.8)
H 40.21 34.04, (33.89, 34.19) 35.3, (35.09, 35.52)
I 4.05 1.51, (1.38, 1.65) 2.56, (2.12, 3.0)
J 13.66 14.02, (13.83, 14.21) 17.57, (17.37, 17.76)
K 3.58 16.58, (16.38, 16.77) 4.13, (4.01, 4.25)
L 3.85 5.36, (5.19, 5.52) 7.16, (6.99, 7.33)
M 3.20 3.02, (2.93, 3.11) 11.92, (11.62, 12.21)

Activity KA H KA HF KA HFM

A 10.55, (9.47, 11.63) 10.98, (9.91, 12.04) 10.0, (9.23, 10.77)
B 11.72, (11.0, 12.44) 11.88, (11.23, 12.53) 13.42, (12.79, 14.04)
C 1.82, (1.77, 1.87) 1.82, (1.77, 1.88) 1.98, (1.88, 2.08)
D 1.05, (0.97, 1.12) 1.05, (0.99, 1.11) 1.01, (0.95, 1.08)
E 9.51, (9.33, 9.69) 9.56, (9.37, 9.74) 12.29, (12.06, 12.52)
F 22.37, (22.16, 22.58) 1.23, (1.19, 1.26) 1.25, (1.21, 1.29)
G 2.63, (2.55, 2.7) 2.63, (2.55, 2.71) 3.21, (3.11, 3.32)
H 8.84, (8.79, 8.89) 10.69, (10.63, 10.76) 10.88, (10.79, 10.96)
I 2.42, (2.04, 2.81) 2.74, (2.36, 3.12) 2.71, (2.38, 3.03)
J 17.41, (17.21, 17.6) 17.44, (17.14, 17.75) 21.29, (21.11, 21.48)
K 4.2, (4.06, 4.34) 4.03, (3.9, 4.17) 5.44, (5.33, 5.56)
L 7.93, (7.68, 8.18) 7.8, (7.61, 7.99) 8.99, (8.78, 9.2)
M 12.15, (11.83, 12.46) 12.14, (11.88, 12.39) 3.75, (3.61, 3.89)
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7.5 Target Investigation

So far there has been progress with improving upon the target results, now the

purpose of this investigation is to achieve the 95% target. For note of the naming

convention, an indicates a progression that will remain for the subsequent models.

Occasionally there is a reversion of a change to the previous state highlighted in teal

which will be reflected by the removal of the letter in the previous segment in the

model name. The improvements were made in three main segments described in the

following four paragraphs with the middle two paragraphs relating to the second

segment. The model progressed into the next segment is highlighted in green in

Table 7.12 and Table 7.13. The capcity changes are recorded in Table 7.11.

Following on from the findings of the previous investigations, and observing the

results in Table 7.12, the first two models (KA and KA HFM) implement the im-

provements from the previous investigations. The initial improvement for this inves-

tigation is applied to activity J, achieving a target of 82%. This negatively impacts

the waiting time of activities E and L. Therefore the next set of models explores

these activities, initially increasing capacity at activity E and L individually by 3

slots a week, followed by both improvements (models KA HFM J E, KA HFM J L

and KA HFM J EL respectively). Interestingly, individually E improves the tar-

get (86%) whereas L slightly decreases the target (81%), but the inclusion of both

increases the target to the largest so far at 87%. It was considered that the improve-

ment in activity L was slightly unnecessarily large (model KA HFM J EL2), thus

an increase of 2 instead of 3 was implemented, which further improved the target

to a new maximum of 88%, possibly attributed to the unintended decreasing the

waiting times at activity A and B.

Alternatively to adjusting activity L to observe an improvement in activity B, the

alternative is to adjust activity B directly in model KA HFM JEL B. Although

this did not increase the target, the mean and median TiS did decrease. Model

KA HFM JEL BH considers the previous ‘quick win’ from increasing capacity at
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activity H by increasing by an additional 1 slot a week, whilst persevering with the

change to B. This only resulted in a small improvement however, reverting B to its

previous capacity (retaining the change in H) results in a larger overall improvement

of the target to a new maximum of 90%. Exploring reverting the capacity of activity

L to its original levels (model KA HFM JE H) decreases the target, then further

increasing the capacity at H again (model KA HFM JE H2) does increase the target

but not past the previous maximum.

This fluctuation makes the decision of which model to progress quite difficult as no

model is notably different. From the first segment (excluding J as it was present

in all models discussed) there was a total increase of 6 slots a week. In the second

segment, the total increase of slots a week across the models respectively were 9,

18, 15, 12, 13. Considering the two least increases leave model KA HFM JEL B

and KA HFM JE H, activity H initially has the larger waiting time improvement,

and thus this model was progressed to the next segment (despite not having the

maximum target).

Progressing into the third segment sees many attempts to improve upon the results,

with a variety of activity improvements, including smoothing the spread of the

capacity through the week (model KA HFM JEH CS). Again here there are some

fluctuations but no vast improvements.

In conclusion, no model in this investigation could reach above 90%, with the fi-

nal chosen model taking into account balancing the amount of capacity increase

(KA HFM JEH) achieving 87%. With this still being below the desired 95% it

raises the question if this target is actually achievable? This will be further ex-

plored in the next investigation.
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Table 7.11: Capacity Values for Target Investigation.

Activity Standard First Second
C* D P C D P

K 15, (2, 4, 4, 3, 2) 18, (4, 4, 4, 3, 3) +3 +20%
A 35, (6, 7, 10, 6, 6) 38, (7, 7, 10, 7, 7) +3 +9%

H 13, (5, 2, 2, 2, 2) 21, (5, 4, 4, 4, 4) +8 +62%
F 11, (2, 2, 2, 2, 3) 15, (3, 3, 3, 3, 3) +4 +36%
M 31, (5, 7, 9, 5, 5) 33, (7, 7, 9, 5, 5) +2 +6%

J 13, (2, 4, 2, 3, 2) 16, (4, 4, 3, 3, 2) +3 +23%
E 12, (2, 3, 2, 3, 2) 15, (3, 3, 3, 3, 3) +3 +25%
L 10, (2, 2, 2, 2, 2) 13, (3, 3, 3, 2, 2) +3 +30% 12, (3, 3, 2, 2, 2) +2 +20%
B 35, (6, 7, 8, 7, 7) 38, (8, 8, 8, 7, 7), +3 +9%
H** 13, (5, 2, 2, 2, 2) 22, (5, 5, 4, 4, 4) +9 +69% 23, (5, 5, 5, 4, 4) +10 77%
A 35, (6, 7, 10, 6, 6) 40, (8, 8, 10, 7, 7) +5 +14%
C 38, (5, 7, 9, 16, 1) 40, (7, 7, 9, 16, 1) +2 5% 38, (5, 7, 9, 9, 8) +0 0%
F 11, (2, 2, 2, 2, 3) 18, (4, 4, 4, 3, 3) +7 +63%
I 36, (7, 7, 7, 7, 8) 38, (8, 8, 7, 7, 8) +2 +6%

*C = total slots, (weekly pattern), D = comparative difference with the standard, and P = comparative adjusted
percentage with the standard.

**Note: H first and second improvements after the initial improvement shown above

Table 7.12: Top Level Results for Target Investigation.

Name Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362
Standard 65.08, (63.34, 66.82) 56.72, (54.4, 59.04) 53.12, (50.34, 55.9) 407.66, (407.46, 407.86)
KA 62.48, (60.48, 64.48) 53.12, (50.21, 56.03) 55.18, (52.74, 57.62) 401.77, (401.34, 402.21)
KA HFM 47.92, (46.46, 49.38) 42.24, (40.24, 44.24) 75.01, (74.05, 75.98) 399.45, (399.25, 399.66)

KA HFM J 45.48, (43.63, 47.33) 41.24, (38.66, 43.82) 81.55, (79.68, 83.43) 399.46, (399.25, 399.66)
KA HFM J E 43.4, (41.33, 45.47) 40.36, (37.82, 42.9) 85.84, (83.92, 87.75) 399.43, (399.23, 399.63)
KA HFM J L 45.2, (43.47, 46.93) 41.28, (38.93, 43.63) 81.43, (78.83, 84.04) 399.53, (399.34, 399.72)
KA HFM J EL 43.08, (40.97, 45.19) 40.36, (37.72, 43.0) 87.36, (85.31, 89.42) 399.54, (399.3, 399.77)
KA HFM J EL2 42.32, (40.65, 43.99) 39.6, (37.35, 41.85) 88.26, (86.82, 89.71) 399.52, (399.31, 399.74)

KA HFM JEL B 37.64, (35.81, 39.47) 33.44, (31.44, 35.44) 87.44, (86.35, 88.52) 381.82, (381.2, 382.45)
KA HFM JEL BH 38.12, (35.98, 40.26) 34.4, (32.1, 36.7) 88.68, (87.48, 89.88) 381.7, (381.14, 382.27)
KA HFM JEL H 41.56, (39.81, 43.31) 38.72, (36.57, 40.87) 89.61, (88.3, 90.92) 399.6, (399.34, 399.85)
KA HFM JE H 42.84, (40.69, 44.99) 39.64, (36.86, 42.42) 87.27, (85.46, 89.07) 399.42, (399.22, 399.61)
KA HFM JE H2 42.24, (40.31, 44.17) 39.08, (36.61, 41.55) 88.16, (86.21, 90.11) 399.55, (399.29, 399.81)

KA HFM JEH B 39.36, (36.78, 41.94) 34.4, (31.34, 37.46) 85.91, (83.36, 88.45) 385.93, (385.45, 386.41)
KA HFM JEH BL 38.12, (35.98, 40.26) 34.4, (32.1, 36.7) 88.68, (87.48, 89.88) 381.7, (381.14, 382.27)
KA HFM JEH A 42.68, (41.14, 44.22) 39.12, (37.22, 41.02) 86.61, (84.79, 88.42) 399.22, (399.03, 399.4)
KA HFM JEH C 43.32, (40.86, 45.78) 40.6, (37.5, 43.7) 85.89, (82.75, 89.03) 399.3, (399.11, 399.49)
KA HFM JEH F 44.08, (42.16, 46.0) 41.28, (38.97, 43.59) 85.87, (84.11, 87.64) 399.6, (399.37, 399.83)
KA HFM JEH I 41.08, (39.07, 43.09) 37.08, (34.63, 39.53) 87.93, (85.96, 89.9) 399.17, (399.03, 399.32)
KA HFM JEH CS 42.4, (40.11, 44.69) 39.16, (36.21, 42.11) 86.9, (84.51, 89.3) 397.24, (396.72, 397.76)
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Table 7.13: Activity Waiting Time Results for Target Investigation.

Original Standard KA KA HFM

A 12.518 23.25, (21.61, 24.9) 10.4, (9.31, 11.49) 10.0, (9.23, 10.77)
B 11.8618 9.64, (9.39, 9.88) 12.13, (11.45, 12.81) 13.42, (12.79, 14.04)
C 9.40291 1.97, (1.9, 2.05) 1.87, (1.77, 1.97) 1.98, (1.88, 2.08)
D 21.9052 0.73, (0.69, 0.77) 1.0, (0.93, 1.08) 1.01, (0.95, 1.08)
E 11.1882 7.53, (7.41, 7.64) 9.58, (9.39, 9.78) 12.29, (12.06, 12.52)
F 20.2021 18.29, (18.11, 18.47) 18.76, (18.57, 18.95) 1.25, (1.21, 1.29)
G 6.41199 1.42, (1.36, 1.48) 2.71, (2.63, 2.8) 3.21, (3.11, 3.32)
H 40.2146 34.04, (33.89, 34.19) 35.3, (35.09, 35.52) 10.88, (10.79, 10.96)
I 4.05119 1.51, (1.38, 1.65) 2.56, (2.12, 3.0) 2.71, (2.38, 3.03)
J 13.6567 14.02, (13.83, 14.21) 17.57, (17.37, 17.76) 21.29, (21.11, 21.48)
K 3.58163 16.58, (16.38, 16.77) 4.13, (4.01, 4.25) 5.44, (5.33, 5.56)
L 3.8544 5.36, (5.19, 5.52) 7.16, (6.99, 7.33) 8.99, (8.78, 9.2)
M 3.20064 3.02, (2.93, 3.11) 11.92, (11.62, 12.21) 3.75, (3.61, 3.89)

KA HFM J KA HFM J E KA HFM J L KA HFM J EL KA HFM J EL2

A 9.99, (9.15, 10.83) 10.05, (8.98, 11.13) 10.41, (9.45, 11.38) 10.15, (9.02, 11.28) 9.59, (8.64, 10.54)
B 14.97, (14.01, 15.94) 14.91, (13.96, 15.86) 15.02, (14.25, 15.79) 15.02, (14.13, 15.9) 14.98, (14.19, 15.77)
C 1.38, (1.34, 1.41) 1.36, (1.33, 1.38) 1.4, (1.34, 1.45) 1.38, (1.35, 1.42) 1.44, (1.41, 1.48)
D 2.39, (2.26, 2.52) 2.03, (1.93, 2.13) 2.25, (2.15, 2.36) 1.93, (1.82, 2.04) 2.0, (1.89, 2.1)
E 16.54, (16.32, 16.76) 2.75, (2.67, 2.82) 17.82, (17.58, 18.06) 2.86, (2.79, 2.94) 2.84, (2.76, 2.92)
F 1.33, (1.3, 1.36) 3.72, (3.61, 3.84) 1.35, (1.31, 1.39) 3.88, (3.76, 4.0) 3.93, (3.82, 4.04)
G 4.27, (4.12, 4.43) 6.11, (5.96, 6.25) 4.97, (4.82, 5.12) 7.27, (7.12, 7.41) 7.17, (7.03, 7.32)
H 10.94, (10.84, 11.03) 11.78, (11.69, 11.86) 10.95, (10.87, 11.04) 11.82, (11.76, 11.89) 11.81, (11.74, 11.88)
I 2.79, (2.42, 3.16) 2.97, (2.6, 3.33) 2.96, (2.56, 3.36) 3.18, (2.76, 3.61) 2.68, (2.36, 3.0)
J 2.53, (2.47, 2.6) 2.55, (2.46, 2.64) 3.33, (3.24, 3.42) 3.41, (3.29, 3.54) 3.44, (3.33, 3.55)
K 5.15, (5.05, 5.25) 5.08, (4.96, 5.2) 5.15, (5.04, 5.26) 5.04, (4.89, 5.18) 5.12, (4.99, 5.24)
L 10.11, (9.88, 10.34) 9.95, (9.7, 10.19) 0.71, (0.66, 0.77) 0.79, (0.73, 0.84) 1.46, (1.38, 1.54)
M 3.96, (3.83, 4.1) 4.01, (3.85, 4.16) 4.23, (4.08, 4.37) 4.35, (4.24, 4.46) 4.49, (4.38, 4.59)

KA HFM JEL B KA HFM JEL BH KA HFM JEL H KA HFM JE H KA HFM JE H2

A 10.38, (9.35, 11.41) 10.72, (9.51, 11.93) 9.57, (8.65, 10.49) 9.78, (8.79, 10.76) 9.77, (8.77, 10.77)
B 5.65, (4.96, 6.33) 6.18, (5.38, 6.98) 14.59, (13.82, 15.36) 14.82, (13.79, 15.86) 14.54, (13.68, 15.41)
C 3.36, (3.23, 3.49) 3.09, (2.95, 3.24) 1.4, (1.37, 1.43) 1.37, (1.34, 1.4) 1.39, (1.36, 1.42)
D 2.37, (2.27, 2.47) 2.36, (2.26, 2.47) 1.99, (1.9, 2.09) 2.09, (1.98, 2.19) 2.16, (2.06, 2.27)
E 3.23, (3.16, 3.3) 3.26, (3.18, 3.33) 2.88, (2.8, 2.96) 2.73, (2.66, 2.81) 2.73, (2.65, 2.81)
F 4.14, (4.01, 4.27) 4.12, (3.98, 4.25) 3.97, (3.86, 4.09) 3.78, (3.66, 3.91) 3.78, (3.68, 3.88)
G 8.61, (8.46, 8.76) 8.65, (8.51, 8.79) 7.29, (7.14, 7.43) 6.09, (5.93, 6.25) 6.1, (5.95, 6.25)
H 11.94, (11.84, 12.03) 11.0, (10.92, 11.09) 10.89, (10.83, 10.96) 10.86, (10.78, 10.93) 10.14, (10.07, 10.2)
I 3.15, (2.63, 3.67) 3.41, (2.91, 3.9) 2.75, (2.45, 3.06) 2.78, (2.41, 3.14) 2.73, (2.41, 3.04)
J 3.71, (3.59, 3.84) 3.64, (3.53, 3.75) 3.43, (3.3, 3.56) 2.56, (2.48, 2.65) 2.58, (2.5, 2.67)
K 6.06, (5.91, 6.2) 6.03, (5.89, 6.17) 5.09, (4.96, 5.21) 5.08, (4.95, 5.21) 5.07, (4.94, 5.21)
L 1.17, (1.12, 1.22) 1.11, (1.07, 1.16) 0.8, (0.75, 0.86) 10.13, (9.92, 10.33) 10.06, (9.79, 10.34)
M 5.25, (5.07, 5.43) 5.14, (4.96, 5.33) 4.45, (4.31, 4.59) 4.03, (3.87, 4.19) 4.12, (3.97, 4.27)

KA HFM JEH B KA HFM JEH BL KA HFM JEH A KA HFM JEH C KA HFM JEH F

A 10.74, (9.19, 12.29) 10.72, (9.51, 11.93) 6.23, (5.7, 6.75) 10.25, (8.93, 11.57) 10.49, (9.52, 11.47)
B 14.59, (13.82, 15.36) 6.18, (5.38, 6.98) 15.44, (14.65, 16.24) 15.1, (14.07, 16.13) 15.62, (14.74, 16.51)
C 3.45, (3.33, 3.58) 3.09, (2.95, 3.24) 1.36, (1.34, 1.39) 1.02, (1.01, 1.04) 1.41, (1.37, 1.44)
D 2.4, (2.21, 2.59) 2.36, (2.26, 2.47) 2.2, (2.11, 2.3) 1.96, (1.84, 2.08) 2.05, (1.95, 2.15)
E 3.07, (2.99, 3.15) 3.26, (3.18, 3.33) 2.57, (2.51, 2.63) 2.71, (2.65, 2.78) 2.74, (2.65, 2.82)
F 3.95, (3.81, 4.08) 4.12, (3.98, 4.25) 3.74, (3.62, 3.86) 3.85, (3.75, 3.96) 1.25, (1.21, 1.3)
G 7.27, (7.14, 7.41) 8.65, (8.51, 8.79) 5.42, (5.26, 5.58) 6.05, (5.92, 6.19) 6.08, (5.95, 6.2)
H 10.93, (10.86, 11.01) 11.0, (10.92, 11.09) 10.88, (10.79, 10.97) 10.92, (10.84, 10.99) 11.58, (11.5, 11.67)
I 3.32, (2.64, 4.0) 3.41, (2.91, 3.9) 3.73, (3.24, 4.22) 3.13, (2.6, 3.67) 3.05, (2.68, 3.43)
J 2.73, (2.58, 2.88) 3.64, (3.53, 3.75) 2.96, (2.86, 3.05) 2.57, (2.48, 2.67) 2.5, (2.42, 2.58)
K 6.04, (5.83, 6.26) 6.03, (5.89, 6.17) 5.63, (5.47, 5.78) 4.97, (4.82, 5.13) 4.97, (4.83, 5.11)
L 13.23, (12.92, 13.54) 1.11, (1.07, 1.16) 10.33, (10.09, 10.58) 10.23, (9.88, 10.58) 9.95, (9.7, 10.2)
M 4.79, (4.56, 5.01) 5.14, (4.96, 5.33) 6.12, (5.92, 6.32) 3.95, (3.78, 4.13) 4.06, (3.95, 4.17)

KA HFM JEH I KA HFM JEH CS

A 9.97, (8.79, 11.15) 10.15, (8.9, 11.4)
B 14.27, (13.39, 15.15) 14.8, (13.84, 15.75)
C 1.33, (1.3, 1.35) 0.56, (0.53, 0.6)
D 2.12, (2.01, 2.22) 2.0, (1.87, 2.13)
E 2.79, (2.7, 2.89) 2.69, (2.62, 2.76)
F 3.86, (3.75, 3.97) 4.07, (3.97, 4.18)
G 6.08, (5.95, 6.21) 6.15, (6.02, 6.29)
H 10.95, (10.88, 11.02) 11.02, (10.93, 11.11)
I 1.07, (0.99, 1.15) 2.81, (2.45, 3.17)
J 2.53, (2.45, 2.61) 2.46, (2.37, 2.54)
K 5.29, (5.2, 5.38) 5.13, (5.02, 5.23)
L 10.33, (10.16, 10.51) 10.15, (9.91, 10.39)
M 4.31, (4.14, 4.48) 4.03, (3.9, 4.17)
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7.6 Excessive Top Down Investigation

The previous investigation attempted to find the capacity levels required to achieve

the 95% through a ‘bottom up’ approach. This came up fruitless and proved to be

a tedious process. This investigation still aims to achieve the 95% by applying an

alternative ‘top down’ approach. Here the initial capacity levels are set excessively

high to reach 100% and then systematically the capacity is lowered to find a balance

between capacity levels and achieving the 95% target. Again this approach is dis-

cussed in three segments over the following four paragraphs, with the third segment

split over the last two paragraphs. For reference all mentions of target relate to

Table 7.14 and waiting times relate to Table 7.16, with capacity values noted in

Table 7.15.

In the first segment, the capacity for each activity was set to 15 slots a day. Sur-

prisingly the target did not achieve 100%. Observing the waiting times shows that

the waiting time for activity H was still very large (14.23 days on average). The

next model increased the capacity for just activity H to 30 slots a day, where the

waiting time did decrease slightly but not enough for the target to reach 100%.

Investigating the Warm Start applied to activity H, which represents the idea of a

backlog/waiting list, it is set to 82 days. Decreasing the Warm Start (and reverting

the capacity for H to 15) did not reach the 100% target until the Warm Start was

set to 40 days. This is similar to the average waiting time for activity H (originally

41 days, taking the ceiling of the mean in Table 4.4). This concludes that if the

backlog/waiting list is longer than 40 days, then even extreme values of capacity

will not be sufficient. Thus the remaining models in the investigation will set the

Warm Start for activity H to 40 days.

In this segment, after reducing the capacity for all activities down to 10 slots a day

(model All 10) where the target remains at 100%, applying a methodical approach

to reducing the capacity. The activities can be split into two groups: High demand -

activities A, B, C, I and M, with the remaining activities as lower demand - D, E, F,
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G, H, J, K and L (Frequency in Table 4.4). Model 105 and 85 implements a decrease

in daily slots from 10 to 5 for the low demand activities, followed by decreasing the

high demand activities from 10 to 8 in the respective models. Both of these see the

target remain at 100%, although there is an increase in the mean and median TiS.

It takes dropping the capacity for the lower demand activities from 5 to 3 to see the

target drop from the 100% position, achieving a 89% result. All the lower demand

activities see a noticeable increase in waiting times as the number of slots a week

(15) is now approaching the original values for these activities, particularly noting

the large waiting times for activity J and K. This indicates that the next segment

needs to consider activities on a more specific basis.

This segment alternates between grouped (high and lower demand) capacity de-

creases and specific activity adjustments. Thus firstly, adjusting activity J and K to

4 slots a day takes the target back up to 98%. Following the alternation, the high

demand activities are dropped to 7 daily slots each in model 734, where the target

reaches 96%, noting that the mean and median TiS have increased considerably.

This appears to be due to the large waiting time for activity A where interestingly

the capacity is now matching the original weekly amount. Alternating back to spe-

cific activity adjustments, model 8734 reverts activity A to 8 capacity a day, seeing

an improvement in the target (99%) but results in a large increase in the waiting

time for activity B. Counteracting this by reverting the capacity for activity B to

8 slots a day in model 88734 where the target remains around 99%. Although the

previous couple of adjustments haven’t had a large effect on the top level results,

one should consciously consider the spread of the waiting time across activities.

In the last segment, model 887346 briefly considers dropping the capacity for activity

M to 6 slots a day (as M is lowest demand of the high demand activities). Although

this does counteract some of the negative unintended results of the previous model

(increased waiting time at C and I) the target does drop below the desired 95%, thus

this change was reverted for the subsequent models. Still following the alternating
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method, model 88724 decreases the lower demand activities that were at 3 slots

a day to 2 slots a day, which takes the target too low at 65%, with the waiting

times for E, G, H and L taking extreme increases. Thus, reverting the capacity for

these activities to 3 slots a day in model 887234 does make an improvement on the

target (78%) however this is still below the 95%, as the waiting time for activity

F is extremely large. Reverting the capacity for activity F brings the investigation

to a close as the target achieves 99% with a relatively good spread of waiting time

across the activities.

In conclusion, it is possible to achieve the 95% target with the capacity as shown in

the final column of Table 7.15. Although this appears to be a good solution, there

may be a more optimal solution through varying the amount of capacity on each

day for the activities and bringing this inline with the pattern seen in the original

weekly pattern to reflect the real life situation.

Table 7.14: Top Level Results for Excessive Top Down Investigation.

Name Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362
Standard 65.08, (63.34, 66.82) 56.72, (54.4, 59.04) 53.12, (50.34, 55.9) 407.66, (407.46, 407.86)

All 15 7.08, (6.81, 7.35) 1.0, (1.0, 1.0) 96.42, (96.23, 96.62) 360.59, (357.73, 363.45)
15 H30 6.28, (6.07, 6.49) 1.0, (1.0, 1.0) 96.88, (96.71, 97.05) 363.88, (360.04, 367.72)
All 15 WarmH60 4.4, (4.18, 4.62) 1.0, (1.0, 1.0) 99.88, (99.88, 99.89) 360.1, (355.52, 364.67)
All 15 WarmH40 3.08, (2.93, 3.23) 1.0, (1.0, 1.0) 100.0, (100.0, 100.0) 361.15, (357.8, 364.5)

All 10 4.56, (4.29, 4.83) 1.48, (1.28, 1.68) 100.0, (100.0, 100.0) 361.97, (359.54, 364.41)
105 6.24, (5.9, 6.58) 1.96, (1.88, 2.04) 100.0, (100.0, 100.0) 362.4, (358.88, 365.93)
85 12.04, (10.76, 13.32) 9.68, (7.63, 11.73) 100.0, (100.0, 100.0) 363.67, (360.84, 366.5)
83 30.56, (28.61, 32.51) 22.76, (20.42, 25.1) 88.85, (86.97, 90.74) 374.18, (373.36, 374.99)

834 21.04, (19.48, 22.6) 16.8, (14.68, 18.92) 97.9, (97.3, 98.51) 364.8, (362.08, 367.53)
734 39.88, (37.43, 42.33) 40.0, (37.41, 42.59) 96.29, (92.62, 99.95) 406.7, (405.74, 407.67)
8734 38.56, (36.67, 40.45) 38.4, (36.17, 40.63) 98.66, (97.6, 99.72) 401.32, (401.04, 401.6)
88734 34.64, (32.7, 36.58) 33.68, (31.45, 35.91) 99.09, (98.76, 99.41) 397.53, (396.96, 398.1)
887346 42.0, (40.05, 43.95) 44.92, (42.83, 47.01) 93.6, (90.55, 96.66) 403.9, (403.1, 404.7)
88724 55.44, (53.06, 57.82) 36.28, (33.3, 39.26) 64.98, (64.11, 65.85) 415.89, (415.81, 415.97)
887234 46.56, (44.6, 48.52) 33.92, (31.22, 36.62) 77.71, (77.57, 77.85) 397.54, (396.96, 398.11)
8872334 35.32, (33.26, 37.38) 34.36, (31.8, 36.92) 98.99, (98.6, 99.37) 397.54, (396.97, 398.12)
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Table 7.15: Capacity Slots Per Day for Excessive Top Down Investigation.

Activity (Original Weekly) 15 H30 15 WarmH60 15 WarmH40 10 105 85 83

A (35) 15 15 15 15 10 10 8 8
B (35) 15 15 15 15 10 10 8 8
C (38) 15 15 15 15 10 10 8 8
D (9) 15 15 15 15 10 5 5 3
E (12) 15 15 15 15 10 5 5 3
F (11) 15 15 15 15 10 5 5 3
G (13) 15 15 15 15 10 5 5 3
H (13) 15 30 15 15 10 5 5 3
I (36) 15 15 15 15 10 10 8 8
J (13) 15 15 15 15 10 5 5 3
K (15) 15 15 15 15 10 5 5 3
L (10) 15 15 15 15 10 5 5 3
M (31) 15 15 15 15 10 10 8 8

Activity C D P
(Original Weekly) 834 734 8734 88734 887346 88724 887234 8872334 Final (8872334)

A (35) 8 7 8 8 8 8 8 8 40 +5 +14%
B (35) 8 7 7 8 8 8 8 8 40 +5 +14%
C (38) 8 7 7 7 7 7 7 7 35 -3 -8%
D (9) 3 3 3 3 3 2 2 2 12 +3 +33%
E (12) 3 3 3 3 3 2 3 3 15 +3 +25%
F (11) 3 3 3 3 3 2 2 3 15 +4 +36%
G (13) 3 3 3 3 3 2 3 3 15 +2 +15%
H (13) 3 3 3 3 3 2 3 3 15 +2 +15%
I (36) 8 7 7 7 7 7 7 7 35 -1 -3%
J (13) 4 4 4 4 4 4 4 4 20 +7 +54%
K (15) 4 4 4 4 4 4 4 4 20 +5 +33%
L (10) 3 3 3 3 3 2 3 3 15 +5 +50%
M (31) 8 7 7 7 6 7 7 7 35 +4 +13%

*C = total slots, (weekly pattern), D = comparative difference with the standard, and P = comparative adjusted percentage with the standard.
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Table 7.16: Activity Waiting Time Results for Excessive Top Down Investigation.

Activity Original Standard

A 12.52 23.25, (21.61, 24.9)
B 11.86 9.64, (9.39, 9.88)
C 9.40 1.97, (1.9, 2.05)
D 21.91 0.73, (0.69, 0.77)
E 11.19 7.53, (7.41, 7.64)
F 20.20 18.29, (18.11, 18.47)
G 6.41 1.42, (1.36, 1.48)
H 40.21 34.04, (33.89, 34.19)
I 4.051 1.51, (1.38, 1.65)
J 13.66 14.02, (13.83, 14.21)
K 3.58 16.58, (16.38, 16.77)
L 3.85 5.36, (5.19, 5.52)
M 3.20 3.02, (2.93, 3.11)

Activity All 15 15 H30 All 15 WarmH60 All 15 WarmH40

A 1.68, (1.57, 1.78) 1.67, (1.57, 1.78) 1.68, (1.57, 1.78) 1.68, (1.58, 1.79)
B 0.17, (0.16, 0.18) 0.17, (0.17, 0.18) 0.17, (0.17, 0.18) 0.19, (0.18, 0.19)
C 0.07, (0.07, 0.08) 0.07, (0.06, 0.08) 0.07, (0.06, 0.08) 0.09, (0.08, 0.1)
D 0.17, (0.16, 0.18) 0.17, (0.16, 0.17) 0.17, (0.17, 0.18) 0.19, (0.18, 0.19)
E 0.02, (0.02, 0.03) 0.02, (0.02, 0.02) 0.02, (0.02, 0.03) 0.02, (0.02, 0.02)
F 2.31, (2.29, 2.34) 2.31, (2.28, 2.34) 2.31, (2.29, 2.34) 2.45, (2.43, 2.48)
G 0.02, (0.02, 0.03) 0.02, (0.02, 0.03) 0.02, (0.02, 0.03) 0.02, (0.02, 0.02)
H 14.23, (13.8, 14.66) 12.1, (11.79, 12.41) 5.63, (5.45, 5.8) 0.54, (0.53, 0.56)
I 0.09, (0.09, 0.1) 0.09, (0.09, 0.1) 0.09, (0.09, 0.1) 0.09, (0.09, 0.1)
J 0.06, (0.06, 0.06) 0.06, (0.06, 0.06) 0.06, (0.06, 0.06) 0.06, (0.06, 0.06)
K 0.02, (0.02, 0.03) 0.02, (0.02, 0.02) 0.02, (0.02, 0.03) 0.02, (0.02, 0.02)
L 0.03, (0.02, 0.03) 0.03, (0.02, 0.03) 0.03, (0.02, 0.03) 0.03, (0.02, 0.03)
M 0.03, (0.03, 0.04) 0.03, (0.03, 0.04) 0.04, (0.03, 0.04) 0.04, (0.03, 0.04)

Activity All 10 105 85 83

A 2.94, (2.73, 3.15) 2.96, (2.74, 3.19) 7.45, (6.59, 8.32) 7.64, (6.62, 8.67)
B 0.36, (0.34, 0.39) 0.32, (0.31, 0.34) 1.76, (1.39, 2.14) 2.21, (1.66, 2.77)
C 0.4, (0.37, 0.43) 0.15, (0.14, 0.16) 1.36, (1.23, 1.49) 4.82, (4.41, 5.23)
D 0.15, (0.14, 0.16) 0.15, (0.14, 0.17) 0.13, (0.13, 0.14) 0.18, (0.17, 0.19)
E 0.01, (0.01, 0.02) 0.62, (0.59, 0.66) 0.15, (0.13, 0.17) 2.56, (2.49, 2.64)
F 1.67, (1.64, 1.7) 4.72, (4.66, 4.79) 2.89, (2.82, 2.95) 5.54, (5.46, 5.63)
G 0.02, (0.01, 0.02) 0.1, (0.09, 0.11) 0.06, (0.05, 0.06) 0.69, (0.65, 0.72)
H 0.38, (0.37, 0.39) 0.98, (0.95, 1.02) 0.48, (0.47, 0.5) 2.13, (2.07, 2.19)
I 0.21, (0.2, 0.22) 0.21, (0.2, 0.22) 0.63, (0.55, 0.7) 0.65, (0.56, 0.74)
J 0.05, (0.05, 0.06) 0.29, (0.26, 0.31) 0.14, (0.13, 0.15) 9.89, (9.5, 10.28)
K 0.02, (0.02, 0.02) 2.43, (2.2, 2.67) 0.29, (0.27, 0.31) 30.29, (29.88, 30.7)
L 0.02, (0.02, 0.02) 0.06, (0.05, 0.07) 0.03, (0.02, 0.03) 0.4, (0.38, 0.43)
M 0.08, (0.08, 0.09) 0.08, (0.08, 0.09) 0.23, (0.21, 0.24) 0.28, (0.25, 0.31)

Activity 834 734 8734 88734

A 7.66, (6.76, 8.57) 22.39, (20.63, 24.16) 5.71, (5.21, 6.22) 5.67, (5.14, 6.19)
B 1.67, (1.3, 2.05) 9.27, (8.78, 9.77) 18.19, (17.25, 19.14) 2.39, (1.89, 2.9)
C 2.28, (1.93, 2.64) 2.24, (2.17, 2.31) 3.39, (3.3, 3.48) 12.46, (12.18, 12.74)
D 0.28, (0.26, 0.3) 0.21, (0.19, 0.22) 0.22, (0.2, 0.23) 0.22, (0.21, 0.24)
E 5.94, (5.79, 6.09) 2.91, (2.82, 3.0) 2.92, (2.85, 2.99) 3.4, (3.32, 3.48)
F 9.53, (9.33, 9.74) 6.27, (6.19, 6.36) 5.97, (5.88, 6.07) 6.58, (6.47, 6.69)
G 5.35, (5.24, 5.46) 1.57, (1.47, 1.66) 1.68, (1.62, 1.74) 2.29, (2.24, 2.34)
H 5.59, (5.46, 5.72) 3.15, (3.03, 3.28) 2.92, (2.83, 3.01) 3.33, (3.24, 3.41)
I 0.62, (0.55, 0.7) 2.54, (2.16, 2.91) 6.43, (5.7, 7.17) 8.09, (7.02, 9.17)
J 0.78, (0.73, 0.83) 0.26, (0.25, 0.28) 0.38, (0.36, 0.41) 0.44, (0.41, 0.47)
K 5.02, (4.84, 5.2) 0.88, (0.82, 0.93) 1.32, (1.27, 1.36) 2.56, (2.43, 2.7)
L 0.6, (0.55, 0.65) 0.26, (0.25, 0.28) 0.25, (0.23, 0.27) 0.55, (0.5, 0.6)
M 0.27, (0.25, 0.29) 0.37, (0.36, 0.39) 1.27, (1.18, 1.37) 1.63, (1.54, 1.72)

Activity 887346 88724 887234 8872334

A 5.8, (5.33, 6.27) 5.73, (5.09, 6.36) 5.54, (5.06, 6.01) 5.95, (5.41, 6.5)
B 4.58, (4.01, 5.14) 2.05, (1.59, 2.51) 2.34, (1.85, 2.83) 2.38, (1.91, 2.85)
C 3.56, (3.44, 3.68) 8.4, (8.09, 8.71) 12.38, (11.99, 12.76) 12.33, (12.08, 12.59)
D 0.21, (0.19, 0.22) 1.2, (1.13, 1.27) 1.16, (1.09, 1.24) 1.15, (1.08, 1.22)
E 2.61, (2.56, 2.66) 49.82, (49.61, 50.03) 3.46, (3.38, 3.54) 3.42, (3.33, 3.5)
F 5.83, (5.75, 5.91) 6.46, (6.33, 6.59) 58.08, (57.92, 58.25) 6.64, (6.5, 6.77)
G 0.62, (0.59, 0.65) 31.8, (31.57, 32.04) 2.28, (2.21, 2.34) 2.29, (2.22, 2.36)
H 2.29, (2.18, 2.4) 11.48, (11.26, 11.71) 0.94, (0.91, 0.98) 3.32, (3.21, 3.42)
I 6.19, (5.29, 7.08) 8.14, (6.72, 9.57) 7.76, (6.55, 8.97) 8.67, (7.41, 9.94)
J 0.29, (0.27, 0.32) 0.31, (0.29, 0.33) 0.42, (0.39, 0.46) 0.42, (0.39, 0.44)
K 1.01, (0.98, 1.05) 2.48, (2.32, 2.63) 2.63, (2.5, 2.77) 2.48, (2.36, 2.6)
L 0.2, (0.18, 0.22) 15.93, (15.73, 16.13) 0.54, (0.5, 0.58) 0.51, (0.48, 0.54)
M 22.36, (21.88, 22.85) 1.09, (1.02, 1.16) 1.6, (1.5, 1.7) 1.57, (1.49, 1.65)
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7.7 Demand Investigation

It is common investigate the sustainability of a chosen model through considering

the impact of an increase in demand. Therefore this investigation takes the model

KA HFM JEH from the Target Investigation and discusses the impact on the top

level and activity waiting time results arising from a 5% and 10% increase in demand.

This investigation was only performed in a Jupyter notebook as, of the time of

writing this, increasing the demand for the Raw Pathways model is not supported

in the Sim.Pro.Flow v2.1 GUI.

To accommodate this experiment the arrival rate for the dummy node was recalcu-

lated by inflating the original number of individuals (1865) by the desired percentage

as shown in Equation 7.1 (rounded to 2.d.p for reporting).

λ5% =
ceil (1.05 (An))

P
=
ceil (1.05 (1865))

362
=

1959

362
= 5.41

λ10% =
ceil (1.10 (An))

P
=
ceil (1.10 (1865))

362
=

2052

362
= 5.67

(7.1)

This was still used with the LimitedExponential distribution (Section 4.3.4) - where

the arrivals stop after a set number of individuals have arrived, which was kept at

1865 as the simulation was run until max customers (1865 individuals) reached the

exit node.

Table 7.17 shows that the selected model is not sustainable as the target majorly

decreases with each increase of demand. Exploring this in Table 7.18 shows that

the main increase in waiting times are activity A, B and I. This is unsurprising as

these are the main first activities in the pathways (Table 5.1). In conclusion, this

suggests that if the demand increases then the capacity at the first activities needs

to be considered accordingly.
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Table 7.17: Top Level Results for Demand Investigation.

Name Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362
Standard 65.08, (63.34, 66.82) 56.72, (54.4, 59.04) 53.12, (50.34, 55.9) 407.66, (407.46, 407.86)
Selected 42.84, (40.69, 44.99) 39.64, (36.86, 42.42) 87.27, (85.46, 89.07) 399.42, (399.22, 399.61)

Increase 5% 53.12, (51.18, 55.06) 53.92, (51.46, 56.38) 70.56, (65.14, 75.98) 399.62, (399.37, 399.88)
Increase 10% 62.04, (59.66, 64.42) 64.12, (61.71, 66.53) 45.39, (39.78, 50.99) 400.26, (399.92, 400.6)

Table 7.18: Activity Waiting Time Results for Demand Investigation.

Activity Original Standard Selected Increase 5% Increase 10%

A 12.52 23.25, (21.61, 24.9) 9.78, (8.79, 10.76) 15.19, (13.83, 16.54) 21.06, (19.46, 22.66)
B 11.86 9.64, (9.39, 9.88) 14.82, (13.79, 15.86) 18.8, (18.27, 19.33) 20.71, (20.28, 21.13)
C 9.40 1.97, (1.9, 2.05) 1.37, (1.34, 1.4) 1.54, (1.48, 1.59) 1.79, (1.69, 1.89)
D 21.91 0.73, (0.69, 0.77) 2.09, (1.98, 2.19) 1.7, (1.57, 1.83) 1.51, (1.38, 1.63)
E 11.19 7.53, (7.41, 7.64) 2.73, (2.66, 2.81) 2.79, (2.72, 2.86) 2.86, (2.79, 2.93)
F 20.20 18.29, (18.11, 18.47) 3.78, (3.66, 3.91) 3.56, (3.46, 3.65) 3.38, (3.29, 3.48)
G 6.41 1.42, (1.36, 1.48) 6.09, (5.93, 6.25) 5.84, (5.67, 6.01) 5.66, (5.48, 5.84)
H 40.21 34.04, (33.89, 34.19) 10.86, (10.78, 10.93) 10.85, (10.78, 10.91) 10.82, (10.74, 10.9)
I 4.05 1.51, (1.38, 1.65) 2.78, (2.41, 3.14) 4.78, (4.32, 5.23) 6.79, (6.06, 7.53)
J 13.66 14.02, (13.83, 14.21) 2.56, (2.48, 2.65) 2.51, (2.43, 2.59) 2.24, (2.12, 2.36)
K 3.58 16.58, (16.38, 16.77) 5.08, (4.95, 5.21) 4.82, (4.66, 4.98) 4.29, (4.08, 4.5)
L 3.85 5.36, (5.19, 5.52) 10.13, (9.92, 10.33) 8.89, (8.65, 9.12) 8.03, (7.7, 8.36)
M 3.20 3.02, (2.93, 3.11) 4.03, (3.87, 4.19) 3.65, (3.48, 3.83) 3.18, (3.03, 3.33)
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7.8 Medoids Capacity Investigation

The purpose of this final investigation considers the impact on capacity if a set of

exact pathways were implemented.

Taking the Process Medoids solution from Section 5.4 which selected a set of 21

pathways that proportionately represented the variation displayed in the original

data (Table 5.7). After running the Process Medoids standard automated model

(as described in Section 7.1) for one run (seed 0), the demand for each activity

was compared with the original values as seen in Table 7.19. The activity demand

does vary in the Process Medoids model, displayed in Appendix E (Table E.4 for

the interested reader). This showed that for the high demand activities (A, B, C,

I and M) the demand levels were relatively similar to the original. The ceiling of

the percentage difference was calculated by dividing the medoids demand by the

original demand, which was then applied to the number of capacity slots per week

(rounded to the ceiling value) to give an adjusted amount of capacity to consider.

It was decided to only adjust the capacity for those activities using less than 100%

of the capacity in the first instance, to observe the effect of only decreasing the

capacity from its original levels.

Table 7.19: Capacity Adjustment for Medoids Capacity Investigation.

Activity Original Medoids Difference Percentage Capacity Adjusted Difference

A 1797 1799 +2 101% 35 35 0 (+3*)
B 1865 1865 +0 100% 35 35 0
C 1855 1865 +10 101% 38 38 0
D 232 64 -168 28% 9 3 -6
E 473 197 -276 42% 12 6 -6
F 475 197 -278 42% 11 5 -6
G 536 225 -311 42% 13 6 -7
H 537 225 -312 42% 13 6 -7
I 1797 1799 +2 101% 36 36 0
J 537 64 -473 12% 13 2 -11
K 589 148 -441 26% 15 4 -11
L 364 73 -291 21% 10 3 -7
M 1577 1484 -93 95% 31 30 -1

*Note: Activity A was increased by a further 3 slots a week in the ‘Additional’ model.

There are four capacity models explored, where the first two (Medoids and Smoothed)

retain the original capacity levels for the default and smoothed patterns respectively,

to allow for comparison with the adjusted models.
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Table 7.20: Capacity Patterns for Medoids Capacity Investigation.

Activity Pattern Smoothed Adjusted Additional

A 35, (6, 7, 10, 6, 6) 35, (7, 7, 7, 7, 7) 35, (7, 7, 7, 7, 7) 38, (8, 8, 8, 7, 7)
B 35, (6, 7, 8, 7, 7) 35, (7, 7, 7, 7, 7) 35, (7, 7, 7, 7, 7) 35, (7, 7, 7, 7, 7)
C 38, (5, 7, 9, 16, 1) 38, (8, 8, 8, 7, 7) 38, (8, 8, 8, 7, 7) 38, (8, 8, 8, 7, 7)
D 9, (2, 2, 1, 2, 2) 9, (2, 2, 2, 2, 1) 3, (1, 1, 1, 0, 0) 3, (1, 1, 1, 0, 0)
E 12, (2, 3, 2, 3, 2) 12, (3, 3, 2, 2, 2) 6, (2, 1, 1, 1, 1) 6, (2, 1, 1, 1, 1)
F 11, (2, 2, 2, 2, 3) 11, (3, 2, 2, 2, 2) 5, (1, 1, 1, 1, 1) 5, (1, 1, 1, 1, 1)
G 13, (2, 3, 2, 3, 3) 13, (3, 3, 3, 2, 2) 6, (2, 1, 1, 1, 1) 6, (2, 1, 1, 1, 1
H 13, (5, 2, 2, 2, 2) 13, (3, 3, 3, 2, 2) 6, (2, 1, 1, 1, 1) 6, (2, 1, 1, 1, 1)
I 36, (7, 7, 7, 7, 8) 36, (8, 7, 7, 7, 7) 36, (8, 7, 7, 7, 7) 36, (8, 7, 7, 7, 7)
J 13, (2, 4, 2, 3, 2) 13, (3, 3, 3, 2, 2) 2, (1, 1, 0, 0, 0) 2, (1, 1, 0, 0, 0)
K 15, (2, 4, 4, 3, 2) 15, (3, 3, 3, 3, 3) 4, (1, 1, 1, 1, 0) 4, (1, 1, 1, 1, 0)
L 10, (2, 2, 2, 2, 2) 10, (2, 2, 2, 2, 2) 3, (1, 1, 1, 0, 0) 3, (1, 1, 1, 0, 0)
M 31, (5, 7, 9, 5, 5) 31, (7, 6, 6, 6, 6) 30, (6, 6, 6, 6, 6) 30, (6, 6, 6, 6, 6)

The Adjusted model applies the adjusted capacity from Table 7.20 where despite

the large adjustment in capacity levels, the top level results still perform very well,

achieving a 97% target (Table 7.21). However, the waiting time for activity A is

disproportionately large compared to the other activities. Thus a further model

is explored where an additional 3 slots a week are added for activity A (model

Additional). This allows the waiting times for all the activities to become more

equally spread, whilst not majorly negatively impacting the top level results and

still allowing for the 95% target to be achieved. In conclusion, having a specific

set of pathway allows, on the whole, for a considerable reduction in the capacity

required, to achieve a good performance.

Table 7.21: Top Level Results for Medoids Capacity Investigation.

Name Mean TiS Median TiS Target Overall Period

Original 60 41 64.4 362

Medoids 35.12, (33.42, 36.82) 35.68, (33.97, 37.39) 98.71, (98.51, 98.91) 391.5, (391.05, 391.95)
Smoothed 33.92, (31.58, 36.26) 34.76, (32.06, 37.46) 98.1, (96.65, 99.54) 390.82, (390.46, 391.17)

Adjusted 35.52, (33.52, 37.52) 35.8, (33.46, 38.14) 97.31, (96.86, 97.75) 391.07, (390.75, 391.39)
Additional 36.52, (34.49, 38.55) 36.4, (34.14, 38.66) 96.26, (95.37, 97.15) 390.54, (390.12, 390.95)

Table 7.22: Activity Waiting Time Results for Medoids Capacity Investigation.

Activity Original Medoids Smoothed Adjusted Additional

A 12.52 24.99, (23.37, 26.61) 24.99, (22.91, 27.07) 24.79, (23.04, 26.54) 11.44, (10.32, 12.56)
B 11.86 7.4, (6.97, 7.83) 6.95, (6.59, 7.31) 7.0, (6.56, 7.45) 15.76, (15.17, 16.35)
C 9.40 1.2, (1.18, 1.22) 0.31, (0.28, 0.33) 0.3, (0.27, 0.32) 0.33, (0.31, 0.35)
D 21.91 0.22, (0.15, 0.29) 0.22, (0.16, 0.29) 1.85, (1.68, 2.03) 1.81, (1.68, 1.94)
E 11.19 0.06, (0.05, 0.07) 0.06, (0.05, 0.07) 0.87, (0.8, 0.94) 0.81, (0.76, 0.85)
F 20.20 0.22, (0.17, 0.27) 0.2, (0.15, 0.24) 1.48, (1.26, 1.69) 1.5, (1.29, 1.71)
G 6.41 0.06, (0.05, 0.06) 0.05, (0.04, 0.07) 0.99, (0.88, 1.1) 1.09, (0.99, 1.19)
H 40.21 5.89, (5.4, 6.38) 5.73, (5.12, 6.35) 12.17, (10.54, 13.81) 13.46, (12.06, 14.85)
I 4.05 1.65, (1.5, 1.8) 1.76, (1.44, 2.08) 1.57, (1.39, 1.76) 2.66, (2.22, 3.11)
J 13.66 0.01, (0.0, 0.02) 0.0, (-0.0, 0.01) 4.56, (4.04, 5.08) 4.38, (3.94, 4.81)
K 3.58 0.03, (0.02, 0.04) 0.01, (0.0, 0.01) 4.22, (3.43, 5.01) 3.94, (3.19, 4.7)
L 3.85 0.01, (0.01, 0.02) 0.01, (0.0, 0.01) 2.32, (2.11, 2.53) 2.1, (1.93, 2.28)
M 3.20 0.66, (0.6, 0.71) 0.58, (0.55, 0.62) 0.94, (0.83, 1.04) 5.81, (4.82, 6.81)
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7.9 Conclusion

This section summarises the results of the seven investigations. Table 7.23 displays

the capacity patters and comparative capacity adjustments for each investigation.

Furthermore, for each investigation it was concluded that:

1. Individual Adjustment Investigation: Concentrating the focus of im-

provement of a particular activity will result in unintended changes. This

further highlights the complexities of working with a highly complex pathway

system.

2. Basic Investigation: It might not be beneficial to focus on improvements

on mid pathway activities as this appears to just move the waiting time to

other points in the pathway and it could be suggested that finding gains in

end pathway activities could have a larger impact on the target results.

3. End Activity Investigation: Improving the end activities were easier to

navigate as they had little effect on other activities and displayed a greater

improvement in the results than the Basic Investigation.

4. Target Investigation: No model could reach the 95% desired target, with

the final chosen model taking into account balancing the amount of capac-

ity increase (KA HFM JEH) achieving 87%. This raised the question if this

target is actually achievable. This is subsequently further investigated in the

Excessive Top Down Investigation.

5. Excessive Top Down Investigation: It is possible to achieve the 95%

target through increasing the capacity at a minimum of 2 and maximum of 7

slots per week. A major change from the previous investigation was reducing

the time blocked in the Warm Start for activity H to 40 days.

6. Demand Investigation: If the demand increases then the target results

quickly become unachievable and notes that the capacity at the pathway first

activities needs to be considered accordingly.
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7. Medoids Capacity Investigation: Having a specific set of pathway allows,

on the whole, for a considerable reduction in the capacity required, to achieve

a good performance.

Further work

There are two main areas to consider for further work - investigation specific and

Sim.Pro.Flow development, as follows:

• Investigations: The Excessive Top Down Investigation could be explored fur-

ther to find an optimal solution where the amount of capacity varies per day.

• Development: Extending the outputs produced for trials.

• Development: Allowing for increase in demand for the Raw Pathways (De-

mand Investigation) could be implemented in Sim.Pro.Flow.

• Development: The model run time can be improved, as it took between 8

and 25 minutes to complete 25 runs of the simulation. It should be noted

that the simulation itself took less than 5 seconds to run each time, however,

converting the results into the desired format took up the majority of the run

time. Therefore further work should explore the results conversion to allow

easier execution of trials.

Overall the aims of the chapter were satisfied as it was displayed that Sim.Pro.Flow

can support typical simulation exploration.
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Table 7.23: Capacity Results Patterns for All Investigations.

Activity Standard DGIKCA Basic End
C* D P C D P C D P

A 35, (6, 7, 10, 6, 6) 36, (7, 7, 10, 6, 6) +1 +3% 38, (7, 7, 10, 7, 7) +3 +9% 38, (7, 7, 10, 7, 7) +3 +9%
B 35, (6, 7, 8, 7, 7) 38, (8, 8, 8, 7, 7) +3 +9%
C 38, (5, 7, 9, 16, 1) 33, (5, 7, 9, 11, 1) -5 -13%
D 9, (2, 2, 1, 2, 2) 6, (2, 1, 1, 1, 1) -3 -33%
E 12, (2, 3, 2, 3, 2)
F 11, (2, 2, 2, 2, 3) 15, (3, 3, 3, 3, 3) +4 +36%
G 13, (2, 3, 2, 3, 3) 12, (3, 3, 2, 2, 2) -1 -8%
H 13, (5, 2, 2, 2, 2) 21, (5, 4, 4, 4, 4) +8 +62%
I 36, (7, 7, 7, 7, 8) 35, (7, 7, 7, 7, 7) -1 -3%
J 13, (2, 4, 2, 3, 2) 16, (4, 4, 3, 3, 2) +3 +23%
K 15, (2, 4, 4, 3, 2) 18, (4, 4, 4, 3, 3) +3 +20% 18, (4, 4, 4, 3, 3) +3 +20% 18, (4, 4, 4, 3, 3) +3 +20%
L 10, (2, 2, 2, 2, 2)
M 31, (5, 7, 9, 5, 5) 33, (7, 7, 9, 5, 5) +2 +6% 33, (7, 7, 9, 5, 5) +2 +6%

Activity Standard Target Excessive Medoids
C D P C D P C D P

A 38, (7, 7, 10, 7, 7) +3 +9% 40, (8, 8, 8, 8, 8) +5 +14% 38, (8, 8, 8, 7, 7) +3 +9%
B 40, (8, 8, 8, 8, 8) +5 +14% 35, (7, 7, 7, 7, 7) 0 0%
C 35, (7, 7, 7, 7, 7) -3 -8% 38, (8, 8, 8, 7, 7) 0 0%
D 12, (2, 2, 2, 2, 2) +3 +33% 3, (1, 1, 1, 0, 0) -6 -33%
E 15, (3, 3, 3, 3, 3) +3 +25% 15, (3, 3, 3, 3, 3) +3 +25% 6, (2, 1, 1, 1, 1) -6 -50%
F 15, (3, 3, 3, 3, 3) +4 +36% 15, (3, 3, 3, 3, 3) +4 +36% 5, (1, 1, 1, 1, 1) -6 -55%
G 15, (3, 3, 3, 3, 3) +2 +15% 6, (2, 1, 1, 1 1) -7 -54%
H 22, (5, 5, 4, 4, 4) +9 +69% 15, (3, 3, 3, 3, 3) +2 +15% 6, (2, 1, 1, 1 1) -7 -54%
I 35, (7, 7, 7, 7, 7) -1 -3% 36, (8, 7, 7, 7, 7) 0 0%
J 16, (4, 4, 3, 3, 2) +3 +23% 20, (4, 4, 4, 4, 4) +7 +54% 2, (1, 1, 0, 0, 0) -11 -85%
K 18, (4, 4, 4, 3, 3) +3 +20% 20, (4, 4, 4, 4, 4) +5 +33% 4, (1, 1, 1, 1, 0) -11 -73%
L 15, (3, 3, 3, 3, 3) +5 +50% 3, (1, 1, 1, 0, 0) -7 -70%
M 33, (7, 7, 9, 5, 5) +2 +6% 35, (7, 7, 7, 7, 7) +4 +13% 30, (6, 6, 6, 6, 6) -1 -3%

*C = total slots, (weekly pattern), D = comparative difference with the standard, and P = comparative adjusted percentage with the standard.
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Chapter 8

Conclusion

This chapter closes the thesis with a summary of the work, presents the contributions

made and suggestions for further work.

8.1 Summary

This research project was funded by KESS2 [152] in collaboration with a company

partner - Velindre Cancer Centre (VCC) [286]. The desire of VCC was to produce

a state-of-the-art decision support tool which ultimately supported efficient and

sustainable methods of exploring a DES. This thesis investigated three main areas

of developing a clinical pathway, namely, mapping, modelling and improving.

Chapter 1 introduced the idea of clinical pathways and cancer services. Investiga-

tions here found that proceeding with pathway mapping in a traditional manner

would be very time consuming. Additionally, generating a model for a holistic view

of cancer services would be an inconceivably large task. This identified the needs

for VCC as 1) developing a process to build a model which is time efficient and

sustainable to produce and 2) creating a state-of-the-art decision support tool. Fur-

thermore, lung cancer was chosen as the specific cancer site for deeper investigation.

Chapter 2 presented a review of the vast literature covering clinical pathway mod-
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elling in Information Systems (IS), Operational Research (OR) and Industrial En-

gineering. This chapter concluded many areas that further work should consider,

three of which were addressed in this thesis:

• Derive the pathway from both data and collaboration with staff.

• Continue to bridge the gap between OR, IS and Industrial Engineering by

considering data mining and machine learning alongside OR techniques, and

integrate whenever possible.

• Incorporate all three areas of mapping, modelling and improving the pathway,

with particular focus on improving, as this reflects the specialities of OR

techniques.

The findings from Chapter 1 and 2 resulted in the research questions:

1. Can both data and expert information integrate to inform clinical pathway

mapping?

2. Is it feasible to automate the simulation build process?

3. Is it viable to support multiple interpretations of clinical pathways through

combining a mixture of data mining and OR?

4. Can the development of a decision support tool provide a general method of

analysing clinical pathway mapping, modelling and improving?

Chapter 3 addressed research question 1 through the development of a distance

metric, modified from the Needleman-Wunsch dynamic programming algorithm,

that is specifically designed for clustering, and allows for expert interaction through

the use of groupings and rankings of activities. The modified metric was compared

against eight other popular metrics, where it performed equally well, if not better,

when used with k-medoids clustering. This comparison further highlighted that

each of the metrics produce different results and as such, confirms the hypothesis

that careful consideration is needed when selecting a string metric.
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Chapter 4 discussed the novel contribution of automatically building the discrete

event simulation (DES), in response to research question 2. The chosen simulation

software Ciw [56] was introduced, along with discussion of customisations (Section

1.5) required to support the model. Each of the DES input parameters (arrival,

service, capacity and warm up) were explored in turn, where the Raw Pathways

routing procedure was introduced for validating the chosen automation methods.

Furthermore, a perishable inventory method of calculating capacity was discussed

[12] (Section 1.5).

Chapter 5 combined the resulting methods from Chapter 3 and 4 by presenting

various definitions of the clinical pathway for simulation, addressing research ques-

tion 3. This chapter described three additional routing procedures, Full Transitions,

Cluster Transitions and Process Medoids, and discusses their adaptations of the sim-

ulation build. The simulation for each routing procedure was run and the results

were discussed.

Chapter 6 presented Sim.Pro.Flow, the decision support tool encompassing all of the

research methods produced in Chapters 3, 4 and 5, beginning to address research

question 4. The development of the tool satisfies the model sustainability required

through its generic exploration of data and automated processes. Furthermore, this

generalisation feature also widens the applicability and usability of the tool to not

just cancer, not just healthcare even, but any process data that satisfies one of the

input data types.

Finally, Chapter 7 continued to answer research question 4 through exploring a

case study of seven investigations of the lung cancer pathways, evidencing that

Sim.Pro.Flow is able to support typical exploration of the simulation.
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8.2 Contributions

The initial broad scope of this research allowed for exploration across multiple ar-

eas of IS, OR and Industrial Engineering. As a result there are five main novel

contributions produced from this work:

1. The literature review (Chapter 2) developed of a number of taxonomies, pro-

viding a detailed classification of the publications. This enables clarity for

any future publications surrounding clinical pathways to identify the current

themes and methods used in the literature, and thus identify gaps. The sheer

number of papers included in the literature review along with lack of compa-

rable literature reviews evidenced the need for this extensive review.

2. The development of the modified Needleman-Wunsch algorithm (Chapter 3)

with the purpose of adding context to the string through combining data and

expert information, whilst additionally considering the application specifically

for process data combined with clustering.

3. The presentation of automating the simulation build, through both building

the network and populating the input parameters. This allows for an efficient

and sustainable method of building a DES.

4. Designing and developing the decision support tool Sim.Pro.Flow provides ac-

cessibility to the methods developed as part of this research. Furthermore,

the built-in custom flexibility allows for the end decision to be with the user.

Additionally the development process of production alongside technical/me-

thodical evolution ensures that the methods developed are compatible with

the end product.

5. Finally, the generic approach i.e. representing the pathways as strings, sup-

porting multiple data types and routing procedures, allows for a wide appli-

cation of the research in its entirety.
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8.3 Further Work

Each chapter individually discussed very specific areas for further work. The aspects

of further work can be categorised as either perfecting/developing the technical

methods or as broader suggestions. The following areas were identified:

• Chapter 3: Careful consideration is needed when selecting a string metric as

the user should be aware of the context for application. This suggest further

work to apply meaning to the strings whilst considering the context, through

either the development of more string metrics or through the perfecting ele-

ments within the developed modified Needleman-Wunsch algorithm.

• Chapter 4: Technically, the automated models could be expanded to consider

a wider remit of applications i.e. consider service times of greater than one day

for scenarios including inpatient stays. More broadly, it can be suggested to

explore more ways to develop automated model build whilst retaining technical

coherence and support flexibility.

• Chapter 5: The production of process based routing brings with it a wide range

of possibilities to defining routing functions. Further work would be suggested

to explore various methods of defining routing functions and progressing this

as a more widely used method.

• Chapter 6: Specifically for Sim.Pro.Flow, further work could increase the

usability and accessibility through 1) progressing out of prototype phase 2)

evolving the support materials to a video platform and 3) developing an exe-

cution button which does not depend on command line knowledge.

• Chapter 7: The case study identified further technical aspects of Sim.Pro.Flow

to develop, such as making the results conversion process more time efficient.

Finally, further work in general could consider applying the methods developed to

other cancer sites using Sim.Pro.Flow, or expanding the remit outside of healthcare

and evaluating the application to other industries using process data.
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[225] M.C. Peñaloza Ramos, P. Barton, S. Jowett, and A.J. Sutton. A systematic
review of research guidelines in decision-analytic modeling. Value in Health,
18(4):512–529, 2015.

[226] M. Peleg. Computer-interpretable clinical guidelines: A methodological re-
view. Journal of Biomedical Informatics, 46(4):744–763, 2013.

[227] J.M. Peña, J.A. Lozano and P. Larrañaga. An empirical comparison of four
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Appendix A

Preliminary Investigation

This appendix contains the results of the preliminary investigation from subsection

1.3.1 which asked experts to annotate the converted NOLCP (Figure A.1) with how

they view the pathway in practice.

The experts consulted were from different care levels that interact with the pathway

at various stages. For secondary care, Helen Howison, a specialist nurse at St Woolos

hospital (Aneurin Bevan University Health Board) and for secondary/tertiary care,

Dr Mick Button, a clinical oncologist and deputy clinical director at Velindre Cancer

Centre.

Anything in red refers to a difference from the NOLCP. Figure A.2 displays the

original annotations from Helen Howison at St Woolos which were interpreted to

form the pathway in Figure A.3, and Figure A.4 displays the interpretation the

pathway discussed with Dr Mick Button.

Due to the conclusions of the preliminary investigation from subsection 1.3.1, the

pathways displayed in Figure A.2, A.3 and A.4 are incomplete and should not be

taken as a true reflection of the pathway.
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Figure A.1: Simplified National Optimal Lung Cancer Pathway.
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Figure A.2: Pathway Mapping Exercise: Original St Woolos.
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Figure A.3: Pathway Mapping Exercise: St Woolos Interpretation.
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Figure A.4: Pathway Mapping Exercise: Velindre Interpretation.
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Table B.1: Literature Review Table For: Papers of Notable Contribution.

Reference Type Summary Year Published

[7] Case Study Business Process Management technology applied to
clinical pathways. Pediatric kidney transplantation
case study.

2017

[37] Case Study Factors influencing successful adoption of general sim-
ulation tools within healthcare organisations.

2013

[41] I.T.Artifact Develops a Electronic audit and feedback. (e-A&F)
system.

2018

[69] Evaluation Telemedicine research. 2006

[154] Review Overview of the past, present and future of preopera-
tive cardiovascular care.

2018

[182] Guidelines and
Case Study

Test the feasibility of building full National Institute
for Health and Care Excellence (NICE) guidelines
models for cost-effectiveness analysis.

2013

[231] Survey and Case
Study

Delivery and design across healthcare planning. A case
study in emergency stroke care is presented as an ex-
emplar.

2015

[263] Narative Review Constructing enhanced recovery after surgery (ER-
AHS) pathways for hip and knee arthoplasty.

2016

[270] Framework Developing health economic models of whole systems
of disease and treatment pathways for resource alloca-
tion decisions.

2012

[293] I.T Artifact Synthea - an open-source software package that simu-
lates the lifespan of synthetic patients.

2018

[329] Conformance an-
laysis

Conformance rates of actual usage of clinical pathway
using Electronic Health Record log data.

2015
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Table B.2: Literature Review Table For: Summary of Previous Literature Reviews.

Ref Type Summary D
a
te

s
in

cl
u

d
ed

N
o
.

S
ea

rc
h

E
n

g
in

es

N
o
.

P
a
p

er
s

In
cl

u
d

ed

Major Search Terms

[2] Literature
Review

Model-based cost-utility studies
of depression.

2002-
2010

4 14 Depression, models, computer simulation,
cost utility, QALY

[55] Literature
Survey

Data mining for electronic health
records (EHRs).

2000-
2016

3 2516 Data mining, machine learning, artifi-
cial intelligence, mining, AND electronic
health record (EHR)

[90] Literature
Review

Mathematical decision models
that evaluated 5 α-reductable
inhabitors and prostate cancer
chemoprevention.

until
2013

2 7 Cost-effectiveness, cost-utility, decision-
analytic, economic model, AND prostate
cancer

[92] Systematic
Review

Clinical pathways. NA 4 22 Clinical pathways, Critical pathways,
Care maps, Integrated care pathways,
Care pathways

[94] Systematic
Mapping

Process mining in healthcare. 2005-
2017

10 172 “Process mining” in healthcare and clini-
cal pathways

[97] Systematic
Review

Patient-reported outcome mea-
sures (PROMs) being utilized by
Advanced practice physiothera-
pists (APPs).

until
2018

5 38 Physio Therapy, Advanced Practice,
Patient-reported outcome measures

[101]
Systematic
Review

Intraoperative efficacy improve-
ment in surgery.

until
2015

1 38 Operating room, surgery, surgical AND
Efficiency, Lean, Six Sigma

[109]
Literature
Review

Compare adult and pediatric En-
hanced Recovery After Surgery
(ERAS) pathways.

1940-
2018

1 NA/83 Enhaned Recovery, Fast Track, surgery
AND child

[110]
Literature
Review

Process mining in healthcare until
2016

8 2371 Process mining, healthcare, clinic, hospi-
tal, care, health

[118]
Systematic
Review

Inpatient bed management. 2013-
2017

3 92 Bed management, bed assignment, bed
planning, bed allocation

[151]
Literature
Review

Simulation modelling in stroke
care systems.

until
2014

1 30 Stroke, simulation, simulation model

[157]
Literature
Review

Process mining in oncology until
2016

5 37 Process mining, data mining, pathway
analysis, AND patient flow, AND oncol-
ogy

[175]
Literature
Review

Mathematical modelling for eval-
uating waiting times in a hospital
emergency department.

2000-
2010

5 29 NA

[184]
Literature
Review

Application of generic opera-
tional models in health services

until
2013

2 116 Operational model AND health, care,
Clinical pathway, Simulation, Markov

[188]
Systematic
Review

Data mining and predictive an-
alytics in healthcare operations
and supply chain management.

until
2015

2 22 Big data, data mining, process mining
AND optimizations AND, healthcare

[190]
Literature
Review

Multi-appointment scheduling in
hospitals

1995-
2017

2 56 Multi-appointment, integrated, holistic
AND healthcare, AND scheduling

[226]
Literature
Review

Computer-interpretable guide-
lines.

2001-
2013

1 21 Electronic clinical guidelines, clinical
pathway, clinical pathways, care pathway

[225]
Systematic
Review

Good practice guidelines and
contemporary developments.

1990-
2014

7 33 NA

[243]
Literature
Review

Process mining in healthcare until
2016

3 74 Process mining, workflow mining, health-
care

[262]
Systematic
Review

Simulation of changes in the de-
livery of surgical care.

1957-
2007

8 34 Clinical path, patient flow, Markov, sys-
tem dynamics, discrete event, agent
based, statechart

[264]
Literature
Review

Validated simulation models on
hospital-wide surgical services.

2000-
2016

4 22 Simulation, AND clinical pathway, care
pathway, critical pathway, patient path-
way, care map

[265]
Systematic
Review

Comparing Markov modelling
and discrete event simulation
for cost-effectiveness analysis of
healthcare technologies

1947-
2012

3 22 Discrete event simulation, Markov, mi-
crosimulation, Monte-Carlo, economic

[272]
Literature
Review

Operations Research applied to
Hospital Administration Systems

2005-
2014

6 152 Hospital, Admission, Systems

[283]
Literature
Review

Evidence based model pathway
for surgical patients with colorec-
tal cancer

2006-
2014

3 15 Clinical pathway, AND colorectal, cancer,
enhanced recovery program

[294]
Systematic
Review

Application of the Anderson’s
Model of Total Patient Delay to
asses cancer diagnosis

1979-
2009

4 10 NA

[331]
Systematic
Review

Discrete event simulation applied
to health-related topics and deci-
sion making.

until
2017

2 211 Discrete event simulation, AND health
service, Patient, healthcare

[337]
Systematic
Review

Mathematical modelling the cost-
effectiveness of diagnostic strate-
gies for active TB.

2000-
2013

1 36 NA
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Table B.3: Literature Review Table For: Frequency of Publications in JCR Cate-
gory.

JCR Category

MI [3,19,21,22,24,27,29,48,54,66,70,71,74,83,85,87,88,98,104,105,129–131,133–135,137,
141,147,156,173,176,183,196,201,207,212,228,232,238,258,268,281,296,319,328,335]

OR/MS [10, 11, 20, 28, 33, 34, 38, 43, 44, 67, 81, 82, 95, 107, 111, 128, 161, 162, 187, 215, 230, 239,
245,284,325,336]

HPS [17, 18,31,49,63,64,112,148–150,158,164,197,199,218,237,240,332]

IE [51, 168]

AN [84, 185]

No ISSN [23, 35,53,91,102,103,116,179,193,194,198,233,275,320–322]

Table B.4: Literature Review Table For: Frequency of Papers Applying Collection
Method.

Obtained

Data Driven [6, 10, 11, 17, 19, 21, 48, 49, 54, 74, 78, 79, 85, 89, 93, 98, 102–104, 106–108, 112, 115, 117,
120, 122, 124, 125, 127–137, 150, 155, 156, 160, 168, 172, 176, 178, 179, 183, 185, 187, 193,
194, 196, 199, 201, 205–207, 212, 218, 228, 232, 234, 241, 258, 260, 267–269, 275, 277, 279,
285,287,295,319–328,332,333,335]

Collaboration [3, 18,22,27,38,66,82,105,141,162,198,216,237]

Both [20, 30,52,64,87,147,149,181,189,204,221,240,259,280]

Other [29, 31,33,35,65,91,111,116,164,180,245]

Table B.5: Literature Review Table For: Frequency of Papers in Each Condition
Area.

Condition Focus Applied

Acute [24, 36, 51–53, 71, 81, 91, 98, 158, 159, 162,
189,203–206,212,237,280,282]

[6, 23, 42, 54, 66, 95, 102, 103, 111, 125, 127–
131,135,156,176,194,221,232,234,245,259,
296,322–324,326,327]

Chronic [1,17,19,29,34,64,65,67,70,74,79,89,105,
122,147,149,150,163–165,173,230,233,260,
269,285,287,332]

[21, 35, 63, 78, 82, 85–87, 115, 116, 120, 132–
134,136,137,148,160,172,178,180,183,196,
201,207,228,240,258,267,268,295,333,335]

Surgical [31, 84,100,199,218] [30,48,88,93,155,177,185,216,279]

Table B.6: Literature Review Table For: Frequency of Papers in Each Care Level.

Care Level

Primary [5,19,24,29,34,36,38,64,67,158,159,162–165,189,203,216,221,258,268,282,285,296]

Secondary [3,6,11,19–24,27–31,33,38,42–44,48,49,51–53,65–67,70,71,81–83,91,93,95,99,102–
108, 111, 112, 115, 117, 124, 125, 127–131, 133, 135, 137, 141, 156, 158, 159, 161, 162, 176,
179–181, 185, 187, 189, 193, 194, 196–198, 203–205, 207, 215, 216, 218, 221, 230, 232, 234,
237–241,245,258–260,268,273,275,277,279–282,284,285,287,319–328,333,335,336]

Tertiary [1, 18, 19, 21, 24, 29–31, 48, 74, 84, 88, 100, 105, 116, 120, 132, 134, 136, 137, 148, 149, 155,
160,172,177,178,185,196,203,206,216,221,230,233,240,267–269,279,285,295,332]

Disease [5, 10, 17, 21, 35, 36, 54, 63, 67, 78, 79, 85–87, 89, 98, 122, 147–150, 166–168, 173, 180, 183,
193,199,201,212,228,260,296,335]

Home Care [10, 24,38,51,166–168,198,203]
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Table B.7: Literature Review Table For: Frequency of Multiple Care Levels.

Multiple Care Levels

Two [5, 10, 30, 31, 36, 48, 51, 105, 137, 148, 149, 158, 159, 162, 166–168, 180, 185, 189, 193, 196,
198,230,240,258,260,279,282,296,335]

Three [19, 21,29,38,67,216,221,268,285]

Four [24, 203]

Table B.8: Literature Review Table For: Frequency of Papers by Scope.

Scope

Hospital [11,31,34,38,42–44,53,65,82,95,99,106–108,111,120,156,159,162–165,187,198,203–
206,216,230,232,239,240,258,267,268,277,284,324,325,332]

Department [20,22,23,27,28,71,81,83,88,93,100,141,161,177,181,197,215,218,221,233,237,238,
241,245,259,273,279,281,336]

Clinical [1, 3, 6, 18, 19, 21, 24, 29, 30, 33, 48, 49, 51, 52, 64, 66, 67, 70, 74, 84, 91, 102–105, 112, 115–
117, 124, 125, 127–137, 148, 155, 158, 160, 172, 176, 178–180, 185, 189, 194, 196, 207, 234,
269,275,280,282,285,287,295,319–323,326–328,333,335]

Disease [5, 10, 17, 21, 35, 36, 54, 63, 67, 78, 79, 85–87, 89, 98, 122, 147–150, 166–168, 173, 180, 183,
193,199,201,212,228,260,296,335]

Table B.9: Literature Review Table For: Frequency of Papers Applying Method
Type.

Method

Data Mining or Ma-
chine Learning

[6, 10, 11, 19, 30, 35, 42, 49, 54, 66, 74, 78, 79, 85, 93, 98, 102–104, 106, 108, 115–117, 120,
122, 124, 125, 127–132, 134–137, 150, 155, 156, 160, 172, 176, 178–180, 185, 189, 193, 194,
199, 201, 207, 212, 221, 228, 234, 238, 241, 258, 260, 267–269, 275, 277, 279, 287, 295, 319–
325,327,328,332,333,335]

Simulation [1,3,10,17,18,20,23,24,27–29,31,34,36,38,48,51–53,63,65,67,70,71,81–84,91,95,99,
100, 105, 111, 141, 148, 156, 158, 159, 161–165, 173, 181, 187, 198, 203–206, 215, 216, 218,
230,232,237,239,240,245,259,273,280,282,284,285,296,326]

Optimisation and
Heuristics

[5,11,20–22,28,33,43,44,85–89,106–108,112,133,137,149,166,167,177,183,196,233,
234,241,269,281,335]

Stochastic Mod-
elling

[10, 19,64,147,168,196,197,215,284,325,335,336]

Table B.10: Literature Review Table For: Frequency of Papers Applying Multiple
Methods.

Multiple Methods

Two [11, 19,20,28,85,106,108,137,156,196,215,234,241,269,284,325]

Three [10, 335]

Table B.11: Literature Review Table For: Graph of the Interaction Between Map-
ping, Modelling and Improving the Pathway.

Investigating Type

Mapping (Ma) [1, 5, 6, 10, 33, 42, 49, 54, 66, 74, 78, 85, 87, 88, 102, 103, 115, 117, 124, 125, 128, 129, 132–
137, 150, 160, 172, 178, 179, 183, 189, 193, 194, 201, 207, 221, 228, 233, 234, 238, 258, 260,
267–269,275,277,279,287,295,319–325,328,332,333,335]

Modelling (Mo) [23,29–31,34,35,43,44,53,63,67,81,86,89,95,99,108,111,116,122,127,148,149,163,
165–167,173,181,203–205,212,215,232,245,259,281,282,284,285,296,336]

Improving (I) [21, 71]

Ma & Mo [3,17,19,27,28,64,91,93,98,104–106,112,120,128,131,147,155,156,162,168,176,177,
180,185,187,196,199,230,327]

Mo & I [11, 24,36,48,51,65,70,83,84,100,107,158,159,161,164,197,206,239,273]

All Types [18, 20,22,38,52,79,82,141,198,216,218,237,240,241,280,326]
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Table B.12: Literature Review Table For: Frequency of Papers Considering Out-
come Measure.

Outcome

Pathway Mapping [1, 5, 6, 21, 30, 49, 54, 66, 74, 85–87, 89, 93, 102, 103, 115–117, 122, 124, 125, 127–137, 155,
160, 162, 163, 172, 178–180, 189, 193, 194, 196, 207, 221, 228, 234, 238, 259, 260, 267–269,
275,277,281,282,287,295,319–324,328,333,335]

Time [3,11,18,20,23,24,28,34,42–44,48,51–53,65,71,81,83,88,93,95,99,100,104,106,107,
112, 120, 132, 141, 156, 158, 166, 181, 185, 193, 197–199, 203–205, 215, 232, 233, 237, 239–
241,245,273,279,284,326,327,336]

Resource [3, 10, 18, 22, 23, 27, 36, 38, 42, 44, 48, 52, 53, 71, 83, 95, 107, 108, 141, 161, 166–168, 198,
203,206,215,216,218,232,233,237,258,273,285,326]

Cost [17, 19, 22, 23, 29, 31, 33, 64, 67, 70, 84, 91, 105, 111, 147, 159, 165, 166, 177, 185, 187, 193,
203,230,240,241,332]

Patient Progression [35, 42, 63, 64, 70, 78, 79, 82, 91, 111, 122, 147–150, 155, 164, 173, 176, 183, 194, 201, 203,
212,280,296]

Legal [98, 325]

Table B.13: Literature Review Table For: Frequency of Considering Multiple Out-
comes.

Multiple Outcomes

Two [3, 18,22,44,48,52,53,64,70,71,83,91,93,95,107,111,122,132,141,147,155,185,194,
198,215,232,233,237,240,241,273,326]

Three [23, 42,166,193]

Four [203]

Table B.14: Literature Review Table For: Frequency of Papers Considering Decision
Level.

Decision Level

Strategic [3, 11, 17, 22, 24, 29, 33, 36, 38, 42, 44, 48, 63, 65, 67, 70, 71, 79, 83, 91, 95, 99, 104, 105, 112,
147–149,159,163,164,189,230,239–241,258,273,284,285]

Tactical [10,18,20,22,43,51–53,100,106,108,111,122,156,161,165,197,198,203,205,206,233,
237]

Operational [23,27,28,44,84,88,107,128,158,161,166–168,187,199,204,212,218,232,245,280,336]

No Decision [1, 5, 6, 19, 21, 30, 31, 34, 35, 49, 54, 64, 66, 74, 78, 81, 82, 85–87, 89, 93, 98, 102, 103, 115–
117, 120, 124, 125, 127, 129–137, 141, 150, 155, 160, 162, 172, 173, 176–181, 183, 185, 193,
194, 196, 201, 207, 215, 216, 221, 228, 234, 238, 259, 260, 267–269, 275, 277, 279, 281, 282,
287,295,296,319–328,332,333,335]
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Appendix C

Simulation

Figure C.1: Histogram of the Original Data Total Time in System.
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Figure C.2: Activity Waiting Time Histograms for Original Data.
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Figure C.3: Line Plot for Capacity Scenario 4.
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Figure C.4: Network Graph for Cluster Transitions Cluster 1.
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Figure C.5: Network Graph for Cluster Transitions Cluster 2.
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Figure C.6: Network Graph for Cluster Transitions Cluster 4.
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Strengthening the Reporting of Empirical Simulation Studies (STRESS) 
Discrete-event simulation guidelines STRESS-DES  

 

Section/Subsection Ite

m 

Recommendation  Addressed 

1. Objectives    

Purpose of the model 1.1 Explain the background and objectives for the model.  

 

The background, motivation, aim and objective have clearly 

been defined. 

Model Outputs 1.2 Define all quantitative performance measures that are reported, using 

equations where necessary.  Specify how and when they are calculated 

during the model run along with how any measures of error such as 

confidence intervals are calculated. 

  

There are three main tables reported: top level results, activity 

frequency and activity waiting time. The results included in 

these tables are detailed further. 

The results are collected at the end of each run of the 

simulation and then 95% confidence intervals are calculated. 

Experimentation 

Aims 

1.3 If the model has been used for experimentation, state the objectives that it 

was used to investigate. 

   

a.) Scenario based analysis – Provide a name and description for each 

scenario, providing a rationale for the choice of scenarios and 

ensure that item 2.3 (below) is completed. 

 

b.) Design of experiments – Provide details of the overall design of the 

experiments with reference to performance measures and their 

parameters (provide further details in data below).      

 

c.) Simulation Optimisation – (if appropriate) Provide full details of 

what is to be optimised, the parameters that were included and the 

The four models each consider a different definition of the 

clinical pathway. 

 

The objective is to explore the various definitions of the clinical 

pathway. 



algorithm(s) that was be used.  Where possible provide a citation of 

the algorithm(s). 

 

2. Logic    

Base model overview 

diagram 

2.1 Describe the base model using appropriate diagrams and description.  This 

could include one or more process flow, activity cycle or equivalent diagrams 

sufficient to describe the model to readers.  Avoid complicated diagrams in 

the main text.  The goal is to describe the breadth and depth of the model 

with respect to the system being studied.  

Visualisations for each model are provided in the sections 

preceding the reporting. 

Base model logic 2.2 Give details of the base model logic. Give additional model logic details 

sufficient to communicate to the reader how the model works.   

The nature of the investigation – looking into more granular 

level of data at each step addresses this. 

Scenario logic 2.3 Give details of the logical difference between the base case model and 

scenarios (if any).  This could be incorporated as text or where differences 

are substantial could be incorporated in the same manner as 2.2. 

The nature of the investigation – looking into more granular 

level of data at each step addresses this. 

Algorithms 2.4 Provide further detail on any algorithms in the model that (for example) 

mimic complex or manual processes in the real world (i.e.  scheduling of 

arrivals/appointments/operations/maintenance, operation of a conveyor 

system, machine breakdowns, etc.). Sufficient detail should be included (or 

referred to in other published work) for the algorithms to be reproducible.  

Pseudo-code may be used to describe an algorithm. 

Detail is provided on how to assign arrivals and capacity. 

Components 2.5 2.5.1 Entities 

 

 

 

Give details of all entities within the simulation including a 

description of their role in the model and a description of all 

their attributes.   

Entities are referred to as individuals and introduced. 

2.5.2 

Activities  

 

Describe the activities that entities engage in within the 

model.  Provide details of entity routing into and out of the 

activity.   

The routing into and out of activities is described in detail 

through the pathway definitions.  
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2.5.3 

Resources 

List all the resources included within the model and which 

activities make use of them. 

Resources are represented as capacity levels for activities i.e. 

the number of individuals that can be served each day. 

2.5.4 Queues  

 

Give details of the assumed queuing discipline used in the 

model (e.g. First in First Out, Last in First Out, prioritisation, 

etc.). Where one or more queues have a different discipline 

from the rest, provide a list of queues, indicating the queuing 

discipline used for each.  If reneging, balking or jockeying 

occur, etc., provide details of the rules. Detail any delays or 

capacity constraints on the queues. 

From the queue the individuals are served on a First In First 

Out (FIFO) basis as default. 

There are no extra restrictions on the queues. 

2.5.5 

Entry/Exit 

Points  

 

Give details of the model boundaries i.e. all arrival and exit 

points of entities.  Detail the arrival mechanism (e.g. 

‘thinning’ to mimic a non-homogenous Poisson process or 

balking) 

The arrival and exit points are described in the prior sections. 

No arrival mechanism is applied. 

3. Data    

Data sources 3.1 List and detail all data sources. Sources may include: 

 

• Interviews with stakeholders, 

• Samples of routinely collected data, 

• Prospectively collected samples for the purpose of the simulation 

study,  

• Public domain data published in either academic or organisational 

literature.   Provide, where possible, the link and DOI to the data or 

reference to published literature. 

All data source descriptions should include details of the sample size, sample 

date ranges and use within the study.  

The data is introduced in the previous chapter, but main 

features such as sample size and date ranges are recapped. 



Pre-processing 3.2 Provide details of any data manipulation that has taken place before its use 
in the simulation, e.g. interpolation to account for missing data or the 
removal of outliers. 

Described in the previous chapter – data manipulation only 
occurred in the process of reducing the dataset to remove 
outliers. 

Input parameters 3.3 List all input variables in the model. Provide a description of their use and 

include parameter values.  For stochastic inputs provide details of any 

continuous, discrete or empirical distributions used along with all associated 

parameters.  Give details of all time dependent parameters and correlation. 

 

Clearly state: 

 

• Base case data 

• Data use in experimentation, where different from the base case. 

• Where optimisation or design of experiments has been used, state 

the range of values that parameters can take. 

 

Where theoretical distributions are used, state how these were selected and 
prioritised above other candidate distributions. 

The input parameters were discussed in detail throughout the 

chapter and previous chapter. These are recapped. 

Assumptions 3.4 Where data or knowledge of the real system is unavailable what assumptions 

are included in the model?  This might include parameter values, 

distributions or routing logic within the model. 

 

 

The model build only includes information gathered from the 

data, therefore no assumptions are made to accommodate for 

unavailable data. 

However, as the model build is automated, assumptions are 

applied in areas such as capacity pattern. 

4. Experimentation     

Initialisation 4.1 Report if the system modelled is terminating or non-terminating.  State if a 

warm-up period has been used, its length and the analysis method used to 

select it.  For terminating systems state the stopping condition. 

 

 

A warm up period has been used and discussed. 



STRESS-DES          Version 1.0 

State what if any initial model conditions have been included, e.g., pre-

loaded queues and activities.  Report whether initialisation of these variables 

is deterministic or stochastic. 

Run length 4.2 Detail the run length of the simulation model and time units. 

 

The model runs until 1865 individuals have exited the system. 

1 is defined as one day. 

 

Estimation approach 

 

4.3 State the method used to account for the stochasticity: For example, two 

common methods are multiple replications or batch means. Where multiple 

replications have been used, state the number of replications and for batch 

means, indicate the batch length and whether the batch means procedure is 

standard, spaced or overlapping. For both procedures provide a justification 

for   the methods used and the number of replications/size of batches. 

 

5. Implementation     

Software or 

programming 

language 

5.1 State the operating system and version and build number.  

 

State the name, version and build number of commercial or open source DES 

software that the model is implemented in.   

 

State the name and version of general-purpose programming languages used 

(e.g. Python 3.5).  

 

Where frameworks and libraries have been used provide all details including 

version numbers. 

Windows 10. 

 

 

The model was not executed in Sim.Pro.Flow, however the 

code for prototype v2 was used. 

 

Python 3.6.3 

 

All versions of the libraries are as defined in the Sim.Pro.Flow 

requirements file. 

Random sampling  5.2 State the algorithm used to generate random samples in the 

software/programming language used e.g. Mersenne Twister. 

 

If common random numbers are used, state how seeds (or random number 

streams) are distributed among sampling processes. 

Ciw’s seed function was used, where the seed was 

representative of the run number, starting at 0.  

This has been described. 



Model execution 5.3 State the event processing mechanism used e.g. three phase, event, activity, 

process interaction.   

 

Note that in some commercial software the event processing mechanism may 

not be published. In these cases authors should adhere to item 5.1 software 

recommendations. 

 

State all priority rules included if entities/activities compete for resources.  

 

If the model is parallel, distributed and/or use grid or cloud computing, etc., 

state and preferably reference the technology used.  For parallel and 

distributed simulations the time management algorithms used.  If the HLA is 

used then state the version of the standard, which run-time infrastructure 

(and version), and any supporting documents (FOMs, etc.) 

Ciw uses the three phase approach, which is discussed in the 

introduction of ciw. 

 

 

 

 

 

 

 

The model was not run parallel. 

System Specification 5.4 State the model run time and specification of hardware used.  This is 

particularly important for large scale models that require substantial 

computing power.  For parallel, distributed and/or use grid or cloud 

computing, etc. state the details of all systems used in the implementation 

(processors, network, etc.)  

The time to complete one run was recorded, but the overall 

time to execute all the models was not. 

6. Code Access    

Computer Model 

Sharing Statement 

6.1 Describe how someone could obtain the model described in the paper, the 

simulation software and any other associated software (or hardware) needed 

to reproduce the results.  Provide, where possible, the link and DOIs to these. 

 

Although Sim.Pro.Flow itself was not used, the model could be 

recreated in SimPro.Flow with ease due to the automated build 

feature. 

The user would require the exact data, and need to implement 

the warm start. 

The data will not be available publicly. 
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Appendix D

Sim.Pro.Flow

Figure D.1: Sim.Pro.Flow - Clustering Panel Results Pop Out Window.
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Figure D.2: Sim.Pro.Flow - Clustering Panel Subtabs for Inputting Rankings and
Groupings.

Figure D.3: Sim.Pro.Flow - Simulation Panel Input Parameters.
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Figure D.4: Sim.Pro.Flow - Simulation Panel Utilisation Pop Out Window.

Figure D.5: Sim.Pro.Flow - Capacity Panel for Capacity Investigation.

Figure D.6: Sim.Pro.Flow - Simulation Panel Containing Simulation Results.



A
P
P
E
N
D
IX

D
.
S
IM

.P
R
O
.F
L
O
W

270

Table D.1: Output Files for Sim.Pro.Flow.
Note: Main location is the selected save location folder. >> indicates path, ” indicates fixed name, [] indicates description of name that will change.

Action Button Name Description

Data Tab

Folder ’Network diagrams’ Empty folder for Draw to output.
Folder ’Plots General folder to contain place specific folders for plots.
’Plots’ >> ’Capacity’ Folder Empty folder to contain plots from the Capacity tab.
’Plots’ >> ’Process Violin Plots’ Folder Empty folder to contain the process violin plots from the clustering tab.
’Plots’ >> ’Simulation’ Folder Empty folder to contain all plots from the simulation tab.
’Plots’ >> ’Trials’ Folder Empty folder to contain plots from running trials in the simulation tab.
’Plots’ >> ’Summary’ Folder Empty folder to contain the plots for the summary sheet.
’Clustering Transition Matrix.xlsx’ Empty excel file to add sheets for the clustering tansition matrix from the clustering tab.
’Process Centroids.xlsx’ Empty excel file to add sheets for the process based clustering centroids from the clustering

tab.
’Raw Sim Results.xlsx’ Empty excel file to add sheets for the raw simulation results from the simulation tab.
’Simulation Difference Matrix.xlsx’ Empty excel file to add sheets for the simulation difference matrix from the simulation tab.

Select Save
Location

’Cluster Centroids.xlsx’ Empty excel file to add sheets for the classic clustering centroids from the clustering tab.

’SimProFlow [DataName].xlsx’ Additional information added to a copy of the original data file, as shown in data types.
’Plots’ >> ’Simulation’
>> ’Activty Waits original.png’

Plot of subplots containing histogram of the waiting time for each activity in the oringal
data selection.

Select Columns/
Format

’Plots’ >> ’Simulation’
>> ’TotalTime original.png’

Histogram of the total time in system for the original data.

’Summary Sheet.docx’ Word document produced containing summary information about the original data. Some
of the information included is the number of individuals, number of pathways, mean, median
and quartile time in system, as well as the following four plots.

’Plots’ >> ’Summary’
>> ’Activity Frequency.png’

Horizontal bar chart displaying the number of times (frequency) that each activity was
performed.

’Plots’ >> ’Summary’
>> ’Boxplot Activity Wait Time.png’

Boxplot of the activity waiting times.

’Plots’ >> ’Summary’
>> ’Heatmap All Pathways.png’

Heatmap displaying a representation of all pathways from the original data.

Create Summary
Sheet

’Plots’>> ’Summary’
>> ’Histogram Total Time in System.png’

Histogram of the total time in system. *This may be a different scale to ’Total-
Time original’.*
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Action Button Name Description

Clustering Tab

Create Matrix Update ’Clustering Transition Matrix.xlsx’ Sheet added with distance metric code as sheet name. If Modified Needleman-Wunsch
selected sheet name is MNW [mgsns] where m, g, s and ns are the penalty values selected.
Contains ixi distance matrix for pathways in same order as dataframe.

Classic Cluster Used:
Update ’Cluster Centroids.xlsx’

On first save create sheet Set Medoids recording the set number and the initial centroids.
This will subsequently be updated.
Sheet added called [Metric] Set [SetNumber] df containing all the pathways in the dataframe
and the index of the corresponding medoids of the cluster it belongs to.Save Centroids

Checked Process Cluster Used:
Update ’Process Centroids.xlsx’

On first save create sheet Set Medoids recording the set number and the initial centroids.
This will subsequently be updated.
Sheet added called [Metric] Set [SetNumber] will contain the medoids for k (based on results
type) and the number of pathways assigned to each medoids.
Sheet added called [Metric] Set [SetNumber] df containing all the pathways in the dataframe
and the index of the corresponding medoids of the cluster it belongs to.

Process Cluster ’Plots’ >> ’Process Violin Plots’
>> [Metric Set SetNumber Type k].png

Creates the violin plot for all values in [2, max k] to aid in decision of k values to use.

Simulation Tab

Update ’Raw Sim Results.xlsx’ Adds a sheet called [SimName] containing the raw simulation results. Each row is an indi-
vidual with columns for id, waiting time at each activity, pathway, total time in system and
customer class.
Add a sheet called [SimName] Util containing the Utilisation Table.

Update ’Simulation Difference Matrix.xlsx’ Initially adds sheet called original.
For each simulation adds a sheet called [SimName] containing the transition matrix excluding
the start transitions and including the end transitions.

’Plots’ >> ’Simulation’
>> ’Activity Waits ’[SimName].png

Plot contianing subplots of histograms for the waiting time for each activity.

’Plots’ >> ’Simulation’
>> ’TotalTime ’[SimName].png

Histogram of the total time in system.

’Plots’ >> ’Simulation’
>> ’Utilisation Percent ’[SimName].png

Plot containing subplots of a line chart showing the percentage of capacity used each day
for each activity.

Run Simulation

’Plots’ >> ’Simulation’
>> ’Utilisation Queue ’[SimName].png

Plot containing subplots of a line chart showing the number of individuals remaining in the
queue at the end of each day.
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Action Button Name Description

*Note in all draw diagrams a light grey line with no label represents a value of 1, whether that be one connection or a probability of 1.*

Auto Setup -
Full Transitions -
Draw

’Network diagrams’
>> ’Network ’[SimName].png

Directed graph of the full transitions network. Each node is an activity where an edge be-
tween two nodes represents the transition probability. The start and end nodes are included
for visual aid. The start node itself is not the arrival node for the simulation.

Auto Setup -
Cluster
Transitions -
Draw

’Network diagrams’
>> ’Network ’[SimName]’ Class’[ No.].png

Directed graph for each class for the cluster transitions. There will be a file created for
each class/cluster where [ No.] is the class number. Each node is an activity where an
edge between two nodes represents the transition probability. The start and end nodes are
included for visual aid. The start node itself is not the arrival node for the simulation.

’Network diagrams’
>> ’Network ’[SimName k ].png

Directed graph for the process medoids. Each node is an activity where an edge between
two nodes represents the transition probability from within the set of medoids. The start
and end nodes are included for visual aid. The start node itself is not the arrival node for
the simulation.

’Network diagrams’
>> ’Network ’[SimName k ]’ adjust’[ Perc].png

Directed graph for the process medoids.
Each node is an activity where an edge between two nodes represents the transition prob-
ability for the original transitions after adjusting for the adjust percentage ([ Perc]). The
start and end nodes are included for visual aid. The start node itself is not the arrival node
for the simulation.

’Network diagrams’
>> ’Network ’[SimName k ]’ pathways’.png

Visual representation of the raw medoids.

Auto Setup -
Process Based -
Draw

’Network diagrams’
>> ’Network ’[SimName k ]’ linked’.png

Visual representation of the raw medoids where activities are grouped by position. The
boxes define the position of the activity (reading left to right). The boxes contain nodes
representing all activities that occurred at that position in the set of medoids. The con-
nections between activities in the groups represent the number of times that connection
occurred in the set of medoids.

Simulation - Capacity Tab

Calculate
’Plots’ >> ’Capacity’
>> ’Cal Cap ’[Number].png

Plot containing subplots for each activity displaying the percentage seen within x axis days
for the various values of weekly capacity investigated.

File Menu

Export
’Raw Variables.py’ Python file containing a dictionary for each of the arrivals, service, capacity and service

options used for each simulation. The dictionary keys are the [SimName].

Save
’Results Tables.xlsx’ The four results tables each saved as a sheet. This will be overwritten on each save.
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Figure D.7: Capacity Utilisation Percentage Plot for Raw Pathways - seed 0.
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Figure D.8: Capacity Utilisation Queue Plot for Raw Pathways - seed 0.



* Layout adjusted and typographic mistakes corrected for thesis . 

Summary Sheet 

Data Summary 
The data includes 1865 patiens, 13 activities and 783 different pathways, where 576 

pathways only occured once. For reference, Table 1 shows a key of activities and their 

codes. 

Code Activity 
A DATE_FIRST_SEEN 
B DATE_OF_DIAGNOSIS 
C MDT_DISCUSSION_DATE 
D PROCEDURE_DATE 
E DECISION_TO_TREAT_DATE_CHEMO 
F CHEMOTHERAPY_START_DATE 
G DECISION_TO_TREAT_DATE_TELE 
H TELETHERAPY_START_DATE 
I DATE_OF_CT_SCAN 
J DATE_OF_PET_OR_PET_CT_SCAN 
K DATE_OF_BRONCHOSCOPY 
L DATE_OF_CT_GUIDED_BIOPSY 
M DATE_SPEC_NURSE_SEEN 

Activity Summary 
The frequency of occurrence for each activity can be seen in Figure 1. 

 

 

 

 

 

 

 

 

 



Pathway Summary 
The 10 most popular pathways are: 

 

 The heatmap in Figure 2 is a visual representation of the all the pathways included in the 

data. 

 

 
 

 

 
 

 

 

 
 

 
 

Pathway Frequency 
BIAMC 105 
ABIC 74 
ABIMC 63 
IAMBC 45 
ABICM 34 
AIBC 33 
AIMBC 31 
IAMBKC 26 
AMIBC 24 
IAMBLC 22 



Time Summary 
The mean, median, 25 percentile and 75 percentile total time was 60.65, 41.0, 17.0 and 84.0 

days respectively. The histogram in Figure 3 displays the overall total times. 

 

The time to each activity from the one that preceeded it is displayed in the boxplot in Figure 

4 
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Appendix E

Case Study

Table E.1: Top Level Results for Individual Adjustment Investigation.

Name Mean TiS Media TiS Target Overall Period

Original 60 41 64.4 362
Standard 65.08, (63.34, 66.82) 56.72, (54.4, 59.04) 53.12, (50.34, 55.9) 407.66, (407.46, 407.86)

D - (2, 2, 1, 2, 2)

D1 (1, 1, 1, 1, 1) 68.88, (66.63, 71.13) 58.72, (55.79, 61.65) 48.48, (44.4, 52.57) 408.09, (407.82, 408.36)
D2 (2, 2, 1, 1, 1) 65.48, (63.48, 67.48) 57.36, (54.42, 60.3) 51.4, (47.54, 55.26) 407.74, (407.51, 407.97)
D3 (2, 1, 1, 1, 1) 66.52, (64.29, 68.75) 57.6, (54.3, 60.9) 50.53, (46.55, 54.51) 407.89, (407.62, 408.15)

G - (2, 3, 2, 3, 3)

G1 (2, 2, 2, 2, 2) 66.64, (64.91, 68.37) 58.64, (56.06, 61.22) 50.73, (46.99, 54.47) 408.45, (408.27, 408.64)
G2 (3, 3, 2, 2, 2) 65.48, (63.19, 67.77) 57.32, (54.43, 60.21) 50.87, (46.67, 55.08) 407.94, (407.73, 408.16)
G3 (3, 2, 2, 2, 2) 63.2, (61.26, 65.14) 54.56, (52.03, 57.09) 55.55, (52.88, 58.23) 407.94, (407.82, 408.06)

I - (7, 7, 7, 7, 8)

I1 (7, 7, 7, 7, 7) 65.12, (63.29, 66.95) 56.88, (54.4, 59.36) 53.22, (49.96, 56.47) 408.05, (407.84, 408.26)
I2 (7, 7, 7, 7, 6) 66.16, (63.81, 68.51) 58.6, (55.3, 61.9) 49.55, (45.19, 53.91) 408.88, (408.42, 409.35)
I3 (7, 7, 7, 6, 6) 65.52, (63.12, 67.92) 58.0, (54.8, 61.2) 50.78, (46.63, 54.93) 410.19, (409.39, 411.0)
I4 (6, 7, 7, 7, 7) 65.76, (63.6, 67.92) 57.72, (54.78, 60.66) 50.87, (46.72, 55.02) 408.9, (408.46, 409.33)

K - (2, 4, 4, 3, 2)

K1 (3, 4, 4, 3, 3) 64.16, (62.23, 66.09) 55.08, (52.27, 57.89) 53.99, (51.17, 56.8) 407.42, (407.18, 407.65)
K2 (4, 4, 4, 4, 3) 63.88, (61.7, 66.06) 55.96, (52.71, 59.21) 52.48, (48.43, 56.52) 407.68, (407.37, 408.0)
K3 (4, 4, 4, 3, 3) 63.44, (61.24, 65.64) 54.72, (51.58, 57.86) 55.09, (52.35, 57.84) 407.61, (407.4, 407.82)

C - (5, 7, 9, 16, 1)

C1 (5, 7, 9, 9, 1) 77.76, (75.89, 79.63) 82.44, (80.05, 84.83) 24.88, (23.24, 26.51) 451.02, (450.94, 451.09)
C2 (5, 7, 9, 12, 1) 63.0, (61.14, 64.86) 54.44, (51.6, 57.28) 54.28, (50.73, 57.82) 407.65, (407.38, 407.91)
C3 (5, 7, 9, 10, 1) 73.6, (71.52, 75.68) 75.8, (72.87, 78.73) 29.85, (26.87, 32.83) 442.86, (442.71, 443.0)
C4 (5, 7, 9, 11, 1) 71.6, (70.06, 73.14) 71.56, (69.35, 73.77) 32.63, (30.58, 34.68) 434.9, (434.74, 435.05)

A - (6, 7, 10, 6, 6)

A1 (7, 7, 10, 7, 7) 63.2, (61.7, 64.7) 54.56, (52.44, 56.68) 55.28, (53.74, 56.82) 402.63, (402.13, 403.13)
A2 (7, 8, 10, 7, 7) 65.08, (63.5, 66.66) 57.48, (55.25, 59.71) 52.95, (51.11, 54.78) 402.37, (402.02, 402.73)
A3 (7, 7, 10, 7, 6) 64.0, (61.88, 66.12) 55.2, (52.33, 58.07) 54.1, (51.16, 57.03) 404.3, (403.51, 405.09)
A4 (7, 7, 10, 6, 6) 63.24, (61.35, 65.13) 53.76, (51.22, 56.3) 55.34, (53.17, 57.51) 406.4, (406.15, 406.64)
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Table E.2: Activity Waiting Time Results for Individual Adjustment Investigation
for D, G, and I.

Activity Original D1 (1, 1, 1, 1, 1) D2 (2, 2, 1, 1, 1) D3 (2, 1, 1, 1, 1)

A 12.52 23.56, (21.49, 25.62) 23.11, (21.23, 24.99) 23.24, (21.2, 25.27)
B 11.86 9.69, (9.31, 10.07) 9.79, (9.5, 10.07) 9.76, (9.43, 10.09)
C 9.40 2.07, (1.98, 2.15) 1.95, (1.87, 2.04) 2.01, (1.93, 2.08)
D 21.91 35.62, (35.35, 35.9) 4.19, (3.93, 4.44) 14.75, (14.36, 15.13)
E 11.19 7.56, (7.45, 7.68) 7.63, (7.51, 7.74) 7.57, (7.45, 7.7)
F 20.20 15.15, (14.97, 15.33) 17.77, (17.6, 17.95) 16.78, (16.61, 16.95)
G 6.41 1.44, (1.37, 1.51) 1.45, (1.38, 1.52) 1.45, (1.38, 1.53)
H 40.21 33.72, (33.57, 33.87) 33.92, (33.78, 34.06) 33.86, (33.7, 34.01)
I 4.05 1.51, (1.38, 1.65) 1.58, (1.43, 1.73) 1.57, (1.39, 1.75)
J 13.66 13.97, (13.82, 14.13) 13.98, (13.81, 14.15) 13.97, (13.81, 14.13)
K 3.58 16.57, (16.38, 16.76) 16.53, (16.33, 16.72) 16.55, (16.32, 16.77)
L 3.85 5.34, (5.21, 5.47) 5.32, (5.17, 5.47) 5.34, (5.2, 5.49)
M 3.20 2.92, (2.84, 3.0) 3.0, (2.9, 3.09) 2.97, (2.86, 3.08)

Activity G1 (2, 2, 2, 2, 2) G2 (3, 3, 2, 2, 2) G3 (3, 2, 2, 2, 2)

A 24.19, (22.6, 25.79) 23.56, (21.45, 25.67) 21.97, (20.17, 23.77)
B 9.82, (9.54, 10.1) 9.8, (9.5, 10.11) 9.58, (9.36, 9.8)
C 2.29, (2.2, 2.39) 1.97, (1.89, 2.05) 2.09, (2.03, 2.15)
D 0.72, (0.68, 0.77) 0.72, (0.69, 0.76) 0.79, (0.75, 0.84)
E 7.95, (7.75, 8.14) 7.64, (7.5, 7.77) 7.79, (7.62, 7.96)
F 9.7, (9.46, 9.93) 16.9, (16.67, 17.12) 13.96, (13.73, 14.18)
G 27.77, (27.49, 28.04) 4.77, (4.6, 4.93) 13.96, (13.74, 14.19)
H 15.87, (15.73, 16.0) 30.94, (30.75, 31.13) 22.73, (22.52, 22.94)
I 1.67, (1.54, 1.79) 1.69, (1.57, 1.82) 1.47, (1.37, 1.58)
J 14.02, (13.89, 14.15) 14.06, (13.88, 14.25) 14.04, (13.87, 14.21)
K 16.31, (16.06, 16.55) 16.47, (16.25, 16.69) 16.53, (16.32, 16.75)
L 5.3, (5.14, 5.47) 5.36, (5.2, 5.51) 5.32, (5.21, 5.44)
M 2.77, (2.68, 2.87) 2.99, (2.9, 3.08) 2.96, (2.89, 3.02)

Activity I1 (7, 7, 7, 7, 7) I2 (7, 7, 7, 7, 6) I3 (7, 7, 7, 6, 6) I4 (6, 7, 7, 7, 7)

A 22.36, (20.77, 23.95) 21.6, (19.75, 23.44) 18.79, (16.99, 20.58) 21.29, (19.63, 22.94)
B 9.81, (9.54, 10.08) 10.25, (9.88, 10.62) 10.5, (10.11, 10.89) 10.07, (9.72, 10.43)
C 1.94, (1.87, 2.01) 2.08, (1.98, 2.18) 2.08, (2.0, 2.16) 2.03, (1.93, 2.14)
D 0.69, (0.65, 0.72) 0.7, (0.66, 0.74) 0.76, (0.69, 0.82) 0.69, (0.65, 0.73)
E 7.57, (7.38, 7.75) 7.4, (7.24, 7.57) 7.3, (7.11, 7.48) 7.49, (7.35, 7.64)
F 17.95, (17.7, 18.2) 17.61, (17.37, 17.84) 17.23, (16.99, 17.47) 17.5, (17.26, 17.74)
G 1.37, (1.29, 1.45) 1.52, (1.44, 1.6) 1.6, (1.51, 1.68) 1.57, (1.48, 1.66)
H 33.79, (33.59, 33.98) 33.32, (33.06, 33.57) 32.95, (32.73, 33.16) 33.28, (33.08, 33.48)
I 2.54, (2.26, 2.81) 5.06, (4.43, 5.7) 8.05, (7.39, 8.72) 5.06, (4.28, 5.83)
J 14.01, (13.81, 14.21) 13.94, (13.76, 14.13) 13.66, (13.43, 13.88) 13.82, (13.56, 14.08)
K 16.22, (15.93, 16.52) 15.32, (15.04, 15.6) 14.52, (14.22, 14.82) 15.27, (14.94, 15.59)
L 5.39, (5.26, 5.52) 4.95, (4.71, 5.18) 4.71, (4.54, 4.89) 5.22, (4.95, 5.49)
M 2.92, (2.81, 3.04) 2.33, (2.18, 2.49) 1.78, (1.68, 1.88) 2.46, (2.24, 2.68)
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Table E.3: Activity Waiting Time Results for Individual Adjustment Investigation
for K, C and A.

Activity K1 (3, 4, 4, 3, 3) K2 (4, 4, 4, 4, 3) K3 (4, 4, 4, 3, 3)

A 12.52 23.22, (21.46, 24.99) 23.02, (21.01, 25.03) 22.62, (20.64, 24.6)
B 11.86 9.55, (9.24, 9.85) 9.71, (9.38, 10.03) 9.57, (9.27, 9.86)
C 9.40 1.71, (1.66, 1.77) 1.73, (1.67, 1.78) 1.71, (1.64, 1.77)
D 21.91 0.96, (0.89, 1.02) 0.96, (0.91, 1.01) 0.99, (0.92, 1.06)
E 11.19 9.13, (8.97, 9.29) 10.94, (10.74, 11.13) 10.32, (10.14, 10.5)
F 20.20 19.68, (19.46, 19.91) 19.38, (19.18, 19.59) 19.5, (19.28, 19.71)
G 6.41 2.26, (2.2, 2.32) 2.82, (2.72, 2.92) 2.67, (2.57, 2.77)
H 40.21 35.63, (35.49, 35.76) 36.3, (36.17, 36.44) 36.05, (35.87, 36.23)
I 4.05 1.45, (1.34, 1.55) 1.61, (1.49, 1.72) 1.53, (1.39, 1.66)
J 13.66 16.02, (15.8, 16.25) 15.63, (15.44, 15.82) 16.15, (15.92, 16.38)
K 3.58 5.89, (5.74, 6.03) 1.41, (1.34, 1.47) 2.78, (2.66, 2.89)
L 3.85 5.7, (5.58, 5.83) 6.51, (6.33, 6.7) 6.28, (6.08, 6.49)
M 3.20 3.85, (3.74, 3.96) 4.06, (3.97, 4.15) 3.97, (3.88, 4.06)

Activity C1 (5, 7, 9, 9, 1) C2 (5, 7, 9, 12, 1) C3 (5, 7, 9, 10, 1) C4 (5, 7, 9, 11, 1)

A 23.99, (22.14, 25.83) 22.39, (20.66, 24.13) 22.78, (20.79, 24.77) 23.09, (21.68, 24.51)
B 9.81, (9.53, 10.08) 9.57, (9.29, 9.86) 9.53, (9.21, 9.84) 9.66, (9.41, 9.91)
C 16.38, (16.18, 16.58) 1.59, (1.55, 1.63) 12.92, (12.73, 13.1) 9.79, (9.66, 9.92)
D 0.61, (0.57, 0.65) 1.11, (1.04, 1.17) 0.63, (0.59, 0.67) 0.65, (0.61, 0.68)
E 6.03, (5.94, 6.12) 11.56, (11.3, 11.81) 6.26, (6.15, 6.37) 6.59, (6.5, 6.68)
F 15.67, (15.48, 15.87) 19.26, (19.02, 19.51) 16.78, (16.58, 16.97) 17.32, (17.11, 17.53)
G 1.13, (1.08, 1.18) 3.03, (2.93, 3.13) 1.2, (1.12, 1.27) 1.29, (1.21, 1.36)
H 30.56, (30.43, 30.69) 36.55, (36.42, 36.67) 31.42, (31.29, 31.56) 32.19, (32.01, 32.37)
I 1.57, (1.46, 1.69) 1.67, (1.56, 1.79) 1.51, (1.39, 1.63) 1.53, (1.38, 1.68)
J 14.0, (13.82, 14.17) 15.24, (15.05, 15.43) 13.98, (13.8, 14.17) 13.95, (13.76, 14.15)
K 16.61, (16.37, 16.86) 0.44, (0.42, 0.46) 16.63, (16.45, 16.82) 16.55, (16.36, 16.74)
L 5.27, (5.12, 5.41) 6.87, (6.63, 7.1) 5.31, (5.18, 5.43) 5.22, (5.09, 5.36)
M 2.47, (2.4, 2.53) 4.18, (4.07, 4.29) 2.63, (2.58, 2.68) 2.85, (2.76, 2.94)

Activity A1 (7, 7, 10, 7, 7) A2 (7, 8, 10, 7, 7) A3 (7, 7, 10, 7, 6) A4 (7, 7, 10, 6, 6)

A 9.83, (9.06, 10.6) 8.26, (7.5, 9.03) 13.38, (11.82, 14.94) 16.9, (15.25, 18.54)
B 11.37, (10.76, 11.97) 12.04, (11.43, 12.66) 11.23, (10.71, 11.75) 10.5, (10.13, 10.87)
C 3.15, (3.07, 3.22) 3.35, (3.26, 3.45) 3.06, (2.98, 3.14) 2.71, (2.63, 2.8)
D 0.83, (0.79, 0.87) 0.77, (0.72, 0.82) 0.78, (0.73, 0.83) 0.76, (0.7, 0.81)
E 7.03, (6.86, 7.2) 6.84, (6.68, 7.01) 7.13, (7.02, 7.25) 7.41, (7.25, 7.57)
F 17.4, (17.2, 17.61) 17.18, (16.96, 17.39) 17.83, (17.61, 18.04) 18.15, (17.98, 18.31)
G 1.47, (1.37, 1.57) 1.32, (1.24, 1.4) 1.43, (1.35, 1.51) 1.46, (1.39, 1.54)
H 33.14, (32.93, 33.36) 32.9, (32.7, 33.11) 33.51, (33.31, 33.71) 33.87, (33.75, 33.98)
I 2.45, (2.11, 2.79) 3.51, (3.0, 4.02) 2.18, (1.89, 2.47) 1.72, (1.52, 1.92)
J 15.55, (15.37, 15.72) 15.63, (15.39, 15.88) 14.91, (14.66, 15.16) 14.59, (14.41, 14.77)
K 19.79, (19.62, 19.97) 20.32, (20.13, 20.51) 18.95, (18.71, 19.2) 17.92, (17.77, 18.08)
L 6.68, (6.55, 6.81) 6.9, (6.77, 7.03) 6.3, (6.11, 6.48) 5.87, (5.74, 6.0)
M 10.18, (9.86, 10.5) 12.03, (11.74, 12.32) 7.87, (7.68, 8.05) 5.18, (5.09, 5.28)

Table E.4: Activity Frequency Results for Medoids Capacity Investigation.

Medoids Smoothed Adjusted Additional

A 1802.08, (1799.18, 1804.98) 1807.16, (1804.33, 1809.99) 1803.68, (1801.08, 1806.28) 1805.32, (1802.24, 1808.4)
B 1865.0, (1865.0, 1865.0) 1865.0, (1865.0, 1865.0) 1865.0, (1865.0, 1865.0) 1865.0, (1865.0, 1865.0)
C 1865.0, (1865.0, 1865.0) 1865.0, (1865.0, 1865.0) 1865.0, (1865.0, 1865.0) 1865.0, (1865.0, 1865.0)
D 64.56, (61.5, 67.62) 62.12, (59.24, 65.0) 61.8, (58.43, 65.17) 61.56, (59.24, 63.88)
E 194.16, (189.32, 199.0) 200.72, (196.93, 204.51) 197.28, (192.66, 201.9) 194.52, (189.98, 199.06)
F 194.16, (189.32, 199.0) 200.72, (196.93, 204.51) 197.28, (192.66, 201.9) 194.52, (189.98, 199.06)
G 222.8, (217.55, 228.05) 219.84, (214.67, 225.01) 217.16, (211.32, 223.0) 221.0, (215.63, 226.37)
H 222.8, (217.55, 228.05) 219.84, (214.67, 225.01) 217.16, (211.32, 223.0) 221.0, (215.63, 226.37)
I 1802.08, (1799.18, 1804.98) 1807.16, (1804.33, 1809.99) 1803.68, (1801.08, 1806.28) 1805.32, (1802.24, 1808.4)
J 64.56, (61.5, 67.62) 62.12, (59.24, 65.0) 61.8, (58.43, 65.17) 61.56, (59.24, 63.88)
K 169.76, (165.11, 174.41) 173.68, (169.05, 178.31) 174.88, (170.15, 179.61) 175.36, (171.15, 179.57)
L 72.6, (69.46, 75.74) 71.16, (68.01, 74.31) 73.64, (69.3, 77.98) 71.96, (69.16, 74.76)
M 1496.4, (1488.59, 1504.21) 1500.56, (1495.22, 1505.9) 1495.32, (1489.56, 1501.08) 1496.4, (1490.99, 1501.81)
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