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Abstract

The shallow plate interface (< 20 km depth) of subduction zones can
host complex slip behaviours including earthquakes, slow slip events,
steady aseismic creep, and tremor. Factors controlling the spatiotem-
poral distribution of these behaviours are unclear, and a clearer view
of subduction plate interface shear zone deformation and evolution is

required.

This thesis investigates processes governing shallow plate interface de-
formation at the Hikurangi margin, New Zealand, and in the Gwna
Complex, Anglesey. At the Hikurangi margin, mixed brittle and duc-
tile deformation structures in calcareous-pelagic input sediments sug-
gest frictional-viscous deformation will dominate if they deform at the
plate interface. Down-dip, receiver functions from the NZ3D seismome-
ter array delineate splay faults soling towards a geometrically rough
plate interface at 12-15 km depth. The lower plate comprises fluid-
rich, variably-altered volcaniclastics atop the > 10 km thick crust of the

oceanic Hikurangi Plateau.

In the Gwna Complex, thin mélange-bearing shear zones bound lentic-
ular slices of ocean plate stratigraphy. Structures in shear zones include
foliated phyllosilicates and variably-deformed quartz/calcite veins, sug-
gesting creep at 260+10 °C was cyclically punctuated by transient, lo-
calised fluid pulses. Stress-dependent strain rates in modelled shear
zones vary depending on pore fluid pressure; models predict slow slip
velocities at pore fluid pressures greater than hydrostatic but less than
lithostatic. Shear zones localised within carbonate veins in the Gwna
Complex underwent viscous creep at temperatures cooler than those
predicted from calcite deformation experiments, inferred to result from
vein-wall rock chemical variations and small grains sizes pinned by sec-

ond phase inclusions.

Overall, shallow plate interface deformation is controlled by fluid-pressure-
dependent localisation within structures pre-existing from earlier deposi-
tion or deformation. As inherited structures and fluid pressure distribu-
tion control subduction interface shear zone rheology, diverse lithological
inputs and fluid pressures at shallow depths likely lead to complex slip

behaviours.
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Chapter 1

Introduction

Subduction zones host the largest slip events on Earth within discrete plate interface
shear zones, as illustrated by the 2011 M,, 9.0 Tohoku-Oki earthquake (e.g. Chester
et al., 2013; Sun et al., 2017). Slip in these shear zones can occur at variable rates
by many different mechanisms (Peng and Gomberg, 2010; Rowe et al., 2011), but
to understand how and why various slip types occur where they do, a clearer un-
derstanding of deformation on the plate interface is required. Studies of subduction
zone plate interfaces, and plate interface shear zones in general, often lead to sim-
plified models and interpretations to address specific processes within an inherently
complex system (Bekins and Dreiss, 1992; Dahlen, 1990; Oleskevich et al., 1999).
Recent work, has begun to recognise the role of this complexity in influencing slip
style (Barnes et al., 2020; Beall et al., 2019; Wang and Bilek, 2014). Whether com-
positional, topographic, or rheological, this complexity is often broadly referred to
as heterogeneity. Subduction zone heterogeneity can occur anywhere in the system,
from contrasting input materials in the down-going plate down to the final melt
fraction released from a subducted slab in the mantle. In this thesis the focus is on
this heterogeneity and its effect on deformation at < 20 km depth, approximately

corresponding to temperatures < 300 °C (Syracuse et al., 2010).
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Chapter 1. Introduction

1.1 Thesis outline

Relative to continental faults, subduction-related shear zones are inaccessible and
difficult for structural geologists to study. From near-seafloor sediments at deep
ocean trenches (e.g. Byrne et al., 1993; Fagereng et al., 2019; Maltman, 1998) the
plate interface deepens landward beneath the forearc crust, becoming increasingly
difficult to study directly. A more indirect approach is therefore required to charac-
terise plate interface deformation at depth. After a brief introduction to subduction
zone slip and deformation, this thesis uses a wide variety of methods to characterise
deformation in modern and ancient subduction zone systems in three main parts (I
- I10).

Part I characterises a modern subduction zone, the northern Hikurangi margin,
New Zealand. After a short introduction to the margin (Chapter 2), ocean drilling
data and samples are used to study deformation in calcareous-pelagic sedimentary
units immediately seaward of the prism toe (Chapter 3). This is followed by imaging
and analysis of the forearc, including the gently-dipping plate interface between 12
and 15 km depth, using receiver functions from the NZ3D array (Chapter 4).

Part II characterises structures from ancient subduction in the Gwna Complex
in Anglesey, UK, and relates them to deformation at depth on the plate interfaces
of modern subduction zone margins. This part also comprises three chapters; these
introduce the Gwna Complex (Chapter 5), use field and microstructural data to
investigate shear zone rheology (Chapter 6) and the deformation of carbonates at
seismogenic depths (Chapter 7). Finally, Part III reflects on the main research
questions in relation to the presented research in the synthesis (Chapter 8) and

summarises the conclusions and suggested future work (Chapter 9).

1.2 Recognising the slip continuum

Slip on the plate interface of subduction zones has traditionally been regarded to oc-
cur rapidly during earthquakes or very slowly as stable creep (Scholz, 1998). Though
other controls (such as geometry and material properties) were thought to exert a

second-order control on slip style, the main controlling factor was believed to be



1.2. Recognising the slip continuum

temperature (e.g. Hyndman et al., 1997). At shallow depths near the trench, stable
sliding occurs in smectite clays; these clays dehydrate to form stronger products at
100-150 °C, thought to define the upper limit of the ‘seismogenic zone’, the depth
range where earthquakes can nucleate (Fig. 1.1; Moore and Saffer, 2001; Oleske-
vich et al., 1999). Down-dip, at temperatures > 350 °C, thermally-activated stable
sliding was believed to dominate because of the aseismic sliding that occurs there
(Hyndman and Wang, 1993). Plate interface depths modelled to deform between
these temperatures host the greatest concentration of earthquake hypocentres, sug-
gesting a clear depth segregation in slip modes across the forearc. This is illustrated
in Fig. 1.1 in the form of red patches hosting transient slip. It has since become
apparent that the acceleration of slip to seismic rates is controlled by the strength
response of the materials involved at initial slip velocities (Dieterich, 1979). This
velocity-strength response is a property of material on the fault surface and is not
just reliant on temperature but also normal stress, mineralogy, rock cohesion, fault

surface texture (Scholz, 1998).

In the last two decades, detailed analysis of broadband seismic data (0.001-100
Hz) has revealed several new phenomena associated with plate interface deformation
in subduction zones: low frequency earthquakes (LFEs), very low frequency earth-
quakes (VLFESs), migrating microseismicity, and tremor (Beroza and Ide, 2011; Dela-
haye et al., 2009; Kato et al., 2012; Obara, 2002; Obara et al., 2004; Obara and Kato,
2016; Rogers and Dragert, 2003). These seismic phenomena, along with geodetically-
detected periods of slip at rates between creep and seismogenic (Dragert, 2001; Lar-
son et al., 2004; Wallace and Beavan, 2006), led to the recognition of slow slip.
Slow slip events (SSEs) typically last from days to weeks, have small stress drops
(< 0.1 MPa), and rupture over areas equivalent to seismic wave-generating earth-
quakes of moment magnitude 6-7.2 (Biirgmann, 2018; Wallace, 2020a). SSEs tend
to occur immediately up-dip or down-dip of the seismogenic zone (Fig. 1.1), and
have been shown to also occur at temperatures of 450-550 °C (Behr and Biirgmann,
2021) or at shallow depths where they can propagate almost to the trench (Wallace,
2020b). This thesis focuses on plate interface deformation at depths throughout,

and shallower than, the seismogenic zone.
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Chapter 1. Introduction
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Figure 1.1: Schematic of slip in subduction zones, adapted from

Biirgmann (2018). SST = slow slip and tremor.

The discovery of slow slip led to the realisation that a continuum of slip rates on
fault surfaces exist between aseismic creep (~ 107 to 1072 m s™!) and coseismic slip
(~1ms™1) (Fig. 1.2; Gomberg et al., 2016; Peng and Gomberg, 2010; Schwartz and
Rokosky, 2007). The apparent triggering of slow slip by earthquakes (Wallace et al.,
2017), and spatial overlap between earthquakes and slow slip (Ito et al., 2013; Kato
et al., 2012; Sun et al., 2017), further asserted this slip rate continuum. It is now
clear that transient slip occurs throughout the entire depth range of subduction
zone plate interfaces and other sliding surfaces (Fig. 1.2 Gomberg et al., 2016;
Leeman et al., 2016; Peng and Gomberg, 2010), suggesting the occurrence and rate
of transient slip and creep are determined by additional factors to those inferred from

thermally-controlled models (Hyndman and Wang, 1993; Oleskevich et al., 1999).
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Figure 1.2: Seismic moment (My) - duration (t) scaling relationships

for a variety of slip events, from Gomberg et al. (2016). Shaded

areas highlighted interpreted scaling relationships for a rectangular

fault transitioning from unbounded to bounded growth, for details

see Gomberg et al. (2016). Earthquakes shown as filled circles by

geographic regions California (black), Japan (orange), other (blue).

Slow slip events are shown as smaller squares, triangles, diamonds,

and circles. Yellow and red symbols are from analysis by Gomberg

et al. (2016) in Japan and Cascadia, respectively.

1.3 Stress regimes in subduction zones

Stress in actively deforming subduction zones is difficult to constrain, especially so

without direct measurements at depth. Stress is the force per unit area, denoted

by o with units in Pa (or kg m™! s72).

In geological materials, and this thesis,

compressive stresses are positive and usually in MPa. In three dimensions the stress

tensor is expressed by three perpendicular axes corresponding to the maximum

or principal (oy), intermediate (03), and minimum (o3) principal stresses. In this

section a review of methods used to determine stress magnitude and orientation in



Chapter 1. Introduction

subduction zones is presented with a view to show how these methods can provide
possible constraints to stress orientations, magnitudes, and distribution along active

convergent margins.

Figure 1.3: Schematic figure illustrating the considered shape of a

Coulomb wedge and the variables used in a Coulomb wedge calcula-

tion. From Fagereng (2011c).

The Coulomb wedge model describes the steady-state shape of a wedge of un-
consolidated material (Figure 1.3) with a material input rate as it is pushed along a
surface dipping at a shallow angle (<15°) in terms of the angle between the upper
surface of the wedge and the basal surface(Davis et al., 1984). Under constant con-
ditions, and greater displacement from the pushing surface, the shape of the wedge
should remain constant but the size of the wedge will grow (Dahlen, 1990). The
critical taper angle is dependent on the shear stress and pore fluid pressure at the
base of the wedge, and the internal strength of the material comprising the wedge.
Coulomb wedges, sometimes called critical Coulomb wedges, are steady-state mod-
els constantly on the edge of failure and represent well upper plate wedge geometries
over many seismic cycles (Wang and Hu, 2006). Wedges with low friction on the
base relative to within the prism, can not maintain a steep wedge upper surface,
and deform to a small taper angle. A wedge with a larger taper angle can only
occur above a stronger basal shear zone, able to support higher basal shear stresses
and leading to the imbrication of thrusts and stacking of associated (folded) strata
(Dahlen, 1990). Erosion or deposition of material on the upper surface of a wedge
will cause internal reorganisation (by thrust or fold stacking of strata in an upper
plate wedge) of the material within the wedge to regain the critical taper angle.
A recently-deformed wedge, or one that has been blanketed by sediment, will also
‘freeze’ until stresses are accumulated and released (Dahlen, 1990). Analysis us-

ing the Coulomb wedge theory and remotely or experimentally-derived estimates of
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variables can therefore calculate values of effective basal friction. Reasonable val-
ues of effective basal friction, which tend to be in the range 0.3-1, can be used in
experimental or modelling work on the subduction interface. Analysis of submarine
wedges globally indicates interface friction commonly appears to be low, either due
to low friction material or high pore fluid pressures (Dahlen, 1990; Davis et al., 1984;
Fagereng, 2011c¢).

Modelling of stress orientations on the interface of subduction zones has been at-
tempted using orientations of principal stresses derived from subduction earthquake
focal mechanisms (Hardebeck, 2015). Derived maximum compressive stress orien-
tations plunge systematically trench-ward (opposite to the subduction interface dip
direction) at between 10° and 50°, indicating minimum compressive stresses are not
vertical as is commonly assumed in Andersonian fault mechanics. This deflected
orientation may be due to overburden of the upper plate increasing the vertical
stress component of the stress tensor. Regardless, the approximately-optimal angle
(20 — 60°) of the active shallow subduction interface to the principal compressive
stress (o) indicates that the subduction interface is not particularly weak relative to
the surrounding material, and low stresses are probably prevalent across weak ma-
terial throughout the interface and surrounding volumes (Hardebeck, 2015). Low
stresses may be maintained across these materials by the subduction and incorpora-
tion of a ‘lubricant’ such as sediment into the fault zone (Lamb, 2006). The inclusion
of greater volumes of sediment could lead to low stresses through the alteration of
shear zone rheology by inclusion of greater volumes of weak material (Fagereng
and Sibson, 2010), increased pore fluid pressure through introducing fluid or reduc-
ing permeability (Hubbert and Rubey, 1961; Saffer and Tobin, 2011), via changes
or variations in plate roughness and interface complexity (Lamb, 2006; Ruff, 1989;
Wang and Bilek, 2014). A weak seismogenic interface only capable of supporting
low interface stresses is consistent with weak basal shear strength values modelled
from taper angles by Coulomb wedge calculations (Dahlen, 1990; Davis et al., 1984;
Fagereng, 2011c¢).

Measured stress orientations at depth from borehole break-outs within the ac-

cretionary wedge of the Nankai margin indicate that maximum horizontal stress
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Chapter 1. Introduction

orientations (o) are perpendicular to the margin seaward of, and at the trench,
but are parallel to the margin in the upper part of the overriding plate (Chang
et al., 2010). A maximum horizontal stress orientation parallel to the margin may
indicate a strike-slip regime is dominant in the upper part of the overriding plate,
or that oy is subvertical and o3 is oy (Chang et al., 2010; Chang and Song, 2016).
Differential stress on a horizontal plane in the Nankai wedge, at depths of 1800 mbsf,
is around 6 MPa (05=>55 MPa, 0,=49 MPa; Chang and Song, 2016). Later, deeper
drilling into the same wedge showed that horizontal stress magnitudes diverge at
greater depth, suggesting trench-normal horizontal stresses in the wedge increase in
magnitude with depth (Kitajima et al., 2017). Near the Japan Trench, Lin et al.
(2013) showed the Andersonian stress state favouring thrust faulting in the lower
part of the upper prism reverted to a stress state favouring normal faulting after the
2011 Tohoku-Oki M, = 9.0 earthquake. The orientation of oy at the Japan Trench
is thought to be parallel to the plate convergence direction, but has been calculated
to be lower than o, due to the almost total stress drop associated with coseismic

slip upon the plate interface greatly reducing differential stresses (Lin et al., 2013).

1.3.1 The role of fluids on stress and fault stability

Fluids present within the pore spaces of a rock exist within a stress field applied
to the bulk rock and are therefore also at pressure within the pore spaces. Fluid
pressure (Pf) acts directly against all normal stresses, including the principal stresses

(01, 09, and o3), resulting in effective stress (o’) calculated as

o' =0 — Py (1.1)

If pore fluid pressure, which is homogeneous in three dimensions, becomes larger
than the least principal stress then ¢f < 0 and the stress becomes tensile in that
orientation. Tensile stresses lead to tensile extensional mode I fractures (i.e. a
fracture with displacement normal to the fracture plane), but fractures may also
open in modes II (shear displacement parallel to the fracture plane and normal to

the fracture edge) and III (shear displacement parallel to both fracture plane and

8



1.3. Stress regimes in subduction zones

fracture edge) depending on the prevalent stress regime (Irwin, 1957). In subduction
zones the two dominant modes are extensional fractures, away from zones of localised
shear, and shear fractures near zones of localised shear strain (Fagereng, 2011b).
For fluid pressure to induce extensional fractures at depth, Py must be greater
than the sum of the minimum compressive stress (o3) and the tensile strength of the
rock (Secor, 1965). Differential stresses in the rock volumes in question must also
be low enough to allow the opening of new fractures rather than the reactivation
of pre-existing faults. Extensional fractures form perpendicular to the o3 direction
and open parallel to it. Assuming continuous connected porosity throughout the
overlying rocks, fluids at depth are generally at lower hydrostatic pressures resulting
from the weight of overlying water. If fluids are not part of an interconnected pore
network throughout the thickness of the rock column, P is likely to be higher than
hydrostatic pressure due to the weight of overlying rock, termed overpressure. If Py is
equal to the pressure from the weight of the overlying rock, this is termed lithostatic
pressure. Lithostatic and hydrostatic pressure are calculated using Equation 1.2,
where P/, is lithostatic or hydrostatic pressure, [ or h respectively, g is acceleration
due to gravity, h is the thickness of material (water or rock) above the measured

point, and p is the density of the material (rock or water).

Py, = ghp (1.2)

Fluid pressure is often reported as the normalised pore pressure ratio (A*). Nor-
malised pore pressure ratio is calculated using A\*= (P; — P,) /(P — Py,) where P is
pore fluid pressure, P, is hydrostatic pressure, and P, is lithostatic pressure. Typ-
ical values of A* vary between 0 for hydrostatically-pressured conditions and 1 for
lithostatic pore pressure (Bassett et al., 2014; Ellis et al., 2015; Saffer and Wallace,
2015).

Aside from direct fluid overpressure within bulk rock volumes, fluids also influ-
ence conditions on pre-existing fractures. The activation of sliding on pre-existing
fractures is subject to Amontons’ Law (7 = o], u). This states that shear stress

required for frictional sliding (74) is directly proportional the product of effective

/

') and a dimensionless constant which is

normal stress on the sliding surface (o

9



Chapter 1. Introduction

independent of the sliding velocity and area, termed the coefficient of friction (u;
Amontons, 1699). Differential stresses at which frictional sliding and tensile failure
occur are dictated by the Mohr-Coulomb envelope for the material. Lower differen-
tial stresses allow tensile failure, whereas higher differential stresses lead to sliding
on pre-existing fractures due to reduced effective normal stress (Sibson, 1998).
Through its effect on o/, Pf has an effect on the likelihood of seismic slip on
a surface through calculated values of fault stiffness (Kodaira et al., 2004). Fault
stiffness describes the response of the fault to relaxation (i.e. the release of force),
and is analogous to the stiffness of a spring (Paterson and Wong, 2005). The fric-
tional stability of slip on a fault is controlled by the relative values of stiffness (k)
/

and critical stiffness (k.,) of the fault, calculated using effective normal stress (a7,),

critical slip distance (D,), and velocity dependence of steady-state friction (a — b):

—(a—bo
kcr:¥. (1.3)

Velocity strengthening materials (where a — b is positive) will undergo stable
slip if k.. < 0 (or k) while velocity weakening materials (where a — b is negative)
will undergo unstable slip if k.. > k (Scholz, 1998). When k.. = k, quasi-static
oscillations of episodic sliding occur. Indeed, even if k is slightly larger than k.,
stick-slip instability may occur if the system is perturbed (Kodaira et al., 2004). By
influencing the effective normal stress, pore fluid pressure exerts a control on k.,

and consequent fault stability.

1.4 Subduction zone permeability and fluid pres-

sure

Fluid flow in a subduction zone is controlled by the permeability of rocks throughout
the forearc wedge. Permeability distribution within a subduction zone controls the
locations of fluid flow; high permeability contrasts lead to localised fluid flow and low
permeability contrasts lead to distributed fluid flow (Figure 1.4; Saffer and Tobin,
2011). Here, permeability values and fluid pathway distribution are outlined for the
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plate interface, and lower and upper plates, and the effect of permeability structure

on fluid flow in subduction zones is briefly discussed.
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Figure 1.4: Schematic illustration of permeability structure and as-
sociation with seismic events in the interface and upper plate of a
subduction zone, from Saffer and Tobin (2011).

Models utilising laboratory measurements of underthrust and accretionary wedge
sediments suggest fault zone permeability is higher than in the variably-consolidated
sediment comprising the wedge (Skarbek and Saffer, 2009), so fluid flow there is
likely to be directed upward along the fault (Saffer, 2016; Saffer and Tobin, 2011).
The upper plate commonly hosts multiple subsidiary thrust faults splaying from the
plate interface (Mountjoy and Barnes, 2011; Plaza-Faverola et al., 2016; Rowe et al.,
2013). The permeability of these faults is thought to be between 10716 to 10712 m?
(Lauer and Saffer, 2012; Saffer and Tobin, 2011), two orders of magnitude higher
than < 107'® m? estimated for consolidated sediment at similar depths (Ikari and
Saffer, 2012). Incoming sediment at the trench is likely to be poorly consolidated
(dependent on depth; Spinelli and Underwood, 2004) and become more consolidated
as it is subducted and the pore water is squeezed out (Fagereng et al., 2018; Saf-
fer and Tobin, 2011). The less consolidated sediment near the trench has a higher
permeability, leading to a lower permeability contrast with faults than further land-
ward, and more distributed fluid flow throughout the outer wedge (Figure 1.4 Ikari
and Saffer, 2012; Saffer and Tobin, 2011). Modelling of fluid flow along splay faults

in the wedge gives seepage rates of 0.08 cm yr=! to 2.6 cm yr—! for splay fault per-
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meabilities of 107! to 107'? m? (Lauer and Saffer, 2012). Slope sediment atop the
upper plate wedge intensely reduces flow rates at the surface by distributing and
slowing flow from localised splay faults at the top of the wedge (Lauer and Saffer,
2012). As much as 85 — 90% of fluids expelled from subduction zones exit along
localised zones of high permeability, with splay faults tapping the plate interface
and expelling as much as 40% of total originating from incoming sediments (Lauer

and Saffer, 2012; Saffer and Tobin, 2011).

The plate interface of a subduction zone is composed of multiple zones of anas-
tomosing localised fault strands, commonly of high permeability parallel to fault
orientation (Saffer, 2016). The shallow subduction plate interface (< 20 km depth)
is commonly thought to form broad shear zones, 100 m to 1 km, wide containing
several deforming strands 1-100 m thick (Rowe et al., 2013). Active plate inter-
face faults have been modelled to have an average permeability of 1071% to 10712
m? (Saffer, 2016). This probably represents a time-averaged value as transient pore
fluid pressure and related permeability increases have become increasingly suspected
as the cause of many fluid-associated characteristic signals observed in subduction
zones (Saffer, 2016). Thorwart et al. (2014) performed analysis of seismic swarm mi-
gration along the Costa Rica plate interface and, assuming a transient fluid pressure
increase allowed permeability-driven migration of fluid and associated seismicity,
determined fault-parallel permeability values of 3.2 x 1074 to 1.06 x 1072 m? for
the plate interface fault zone. Indeed, transient permeabilities are suggested to be
between 10713 and 107 m? due to increased pore fluid pressures reducing effec-
tive stress and driving rock fracturing during migration along the plate interface
(Henry, 2000; Saffer, 2016). The sources of these fluids has been suggested to be
from chemical alteration (e.g. smectite to illite) rather than sediment dewatering.
Simple analysis of hydraulic communication of faults shows that a highly permeable
fault (107'2 m?) only drains adjacent sediments slightly faster than a similar, far
less permeable (1071¢ m?) fault (Saffer, 2016). Fluids flowing along a décollement
bounded by relatively consolidated sediments (i.e. at depths > 5 km) are therefore
likely to originate within sediments up to tens of metres from the fault zone (Saffer,

2016), probably dominantly from the footwall.
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1.5. Deformation and rheology of subduction shear zones

The lower plate composition of under-thrust sediments and variably-altered basalts
varies in permeability, but are likely ~ 107'% m? (Saffer, 2016; Saffer and Tobin,
2011). The relative rates of fluid production and transport will control fluid pres-
sure in under-thrust sequences, and the low permeability values estimated for these
sequences increase the likelihood of fluid overpressures (Hiipers et al., 2018; Skarbek
and Saffer, 2009). Abundant hydrous phases are present in under-thrust sediment
and altered oceanic crust and these have been modelled to generate fluid overpres-
sure due to dehydration and compaction between 5 and 70 km of the Costa Rica
trench (Kameda et al., 2015). This is thought to enhance permeability and aid
upward migration to the décollement, where permeability is higher (Saffer, 2016).
Indeed, vein compositions around a paleo-décollement in the Mugi Mélange have
been shown to be buffered by oceanic compositions (Yamaguchi et al., 2012). This
suggests fluid originating from under-thrust sediments and oceanic material beneath
the plate interface can flow to the thrust at relatively high fluid pressures, forming

veins.

1.5 Deformation and rheology of subduction shear
zones

Slip rate in shear zones (V') is a function of the deforming width (H) and the strain
rate (§) resulting from the dominant deformation mechanisms (V' = 4H). Shear
zone width, and thus slip rate, is controlled by the mechanisms’ resistance to defor-
mation operating in its constituent rocks (Gardner et al., 2017; Hull, 1988; Moore
and Byrne, 1987). Though sliding on surfaces is frictional, deformation mechanisms
in rocks are often described as viscous, ductile, or brittle, and there is some uncer-
tainty regarding the definitions of these terms (Wang, 2021). Given the varied scales
and temperatures of deformation structures and processes studied here, these terms
are now defined for use in this thesis. Brittle deformation is use here to describe frac-
ture and cataclasis, where the rock is deformed without significant intracrystalline or
mass transfer processes. In contrast, ductile deformation is used to describe strain

without significant brittle deformation at the scale of observation. This includes
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deformation by mass transfer or intracrystalline mechanisms. As used in this thesis,
the term viscous is used to describe irreversible deformation by grain-scale mecha-
nisms at a rate which depends on the instantaneous applied stress. Mechanisms of
viscous deformation are often thermally-controlled, and also include mass transfer
and intracrystalline mechanisms. Later on, the term crystal-plastic is used. This
broadly describes deformation by intracrystalline creep involving the migration of
dislocations, specifically excluding mass transfer processes. An understanding of
what mechanisms are operating, and what exerts control on them, is therefore of

paramount importance when using this terminology.

1.5.1 Micro-scale deformation mechanisms

Pressure solution (or dissolution-precipitation creep) is a term used for stress-driven,
fluid-assisted mass transfer, and represents the dominant ductile deformation mech-
anism in the upper crust (Durney, 1972; Gratier et al., 2013; McClay, 1977; Rutter,
1983). On an idealised spherical grain, material on the side of the grain oriented
perpendicular to the principal stress direction (o) undergoes dissolution due to the
increased normal stress present on that side of the grain and the dissolved mass is
transferred to the sides of the grain oriented parallel to oy, where it may precip-
itate. Over long periods of time, commonly limited by the rate of mass transfer
by diffusion along the grain boundary, the grain becomes elongated parallel to the
minimum stress orientation (o3; Rutter, 1983). Pressure solution is severely limited
by composition (the presence of clays dramatically increases pressure solution rates;
Aharonov and Katsman, 2009), fracturing (which provides increased surface area
and aids pressure solution; Gratier et al., 1999), and healing (which limits the rate
of precipitation; Yasuhara et al., 2005). Pressure solution occurs at low temperature
and pressure conditions, as evidenced by stylolites formed during the diagenesis of
sedimentary rocks, and is therefore considered a likely mechanism by which shallow
subduction interface shear zones may deform (Fagereng and Den Hartog, 2017).
Cataclasis describes grain fracturing, but is generally described alongside cat-
aclastic flow which describes frictional sliding, and rotation of a mixed grain-size

aggregate within a brittle fault zone (Passchier and Trouw, 2005). Cataclasis rep-
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1.5. Deformation and rheology of subduction shear zones

resents the initial stages of gouge formation within which cataclastic flow occurs
(Paterson and Wong, 2005). Cataclasis and pressure solution often occur simulta-
neously in fault zones, leading to complex weakening and strengthening at shallow
depths (Gratier et al., 2013). For instance, pressure solution can act on the in-
creased surface contact area of finer grains formed during fracturing and cataclastic
flow, weakening the fault zone (Passchier and Trouw, 2005). Alternatively, pressure
solution can increase the contact area of grains by dissolution at those contacts,
strengthening the gouge in a fault zone (Gratier et al., 2013). This could lead to
migration of deformation elsewhere, or increased shear stresses required for defor-
mation to continue within an existing shear zone. Cataclasis occurs at low pressure
and forms fractures by microcrack formation and densification until a larger-scale
crack forms along the microcrack-dense surface (Healy et al., 2006; Reches and Lock-
ner, 1994). Microcracks, and larger cracks, are generally planar but may curve if
the stress field around the fracture tip interferes with that of another microcrack.
Microfractures form by increases in stress at their nucleation sites, commonly due
to increased differential stress in the bulk rock volume (i.e. pore pressure reduction
in porous rocks; Healy et al., 2006; Paterson and Wong, 2005). Individual offsets of
microcracks are infinitesimal; material is commonly precipitated within microcracks,
healing them and leaving only a trail of fluid inclusions as evidence of their existence.
Cataclasis becomes a geologically significant deformation process when microcracks
coalesce to form a fracture or fault surface and displacement across this surface is
macroscopically-measurable. Once a fault with displacement has formed, cataclastic
flow predominates within the localised shear zone as less work is required to deform
the now pre-existing fault rather than form new fractures nearby (Reches and Lock-
ner, 1994). Cataclastic flow can occur by any mode on a continuum between purely

grain boundary sliding or purely grain fracturing, which is much slower.

Cataclastic aggregates often have fractal grain size distributions (Blenkinsop,
1991; Keulen et al., 2007; Turcotte, 1992). Fractal grain size distributions in fault
gouge can result from a variety of initial grain size distributions by fragmentation
processes including shattering and crushing. Sammis et al. (1987) proposed a model

of constrained comminution whereby finite simple shear strain is accommodated

15



Chapter 1. Introduction

along ‘beams’ of grains transferring stress throughout the gouge. Stresses within a
beam parallel to the deforming volume margins reduce and stresses perpendicular
to the deforming volume margins increase proportional to the constraining pressure,
causing a pressure-dependence on gouge deformation. Grains comprising the beam
are placed under uniaxial compression and will fail when the appropriate differential
stress is reached. Grain failure accommodates shear strain and alters stress trajec-
tories through the gouge. Similar processes have been described for ‘force chains’

comprising beams of clasts within a deforming subduction mélange in a shear zone

(Beall et al., 2019).

Veining is the process whereby fluids in a fault zone precipitate material within
a fracture or crack. Veins can form within pre-existing voids in a rock by purely
passive precipitation, but voids at depths are generally kept closed by the ambient
stress field. In this case, for fluid to precipitate within the crack the crack must
be opened by fluid pressure exceeding o3 (Bons et al., 2012; Ramsay, 1980b; Secor,
1965). As this condition is achieved the crack will open parallel to o3 and solute
in the fluid can precipitate within the crack. Material precipitates in a vein when
its solution becomes supersaturated. The higher the degree of supersaturation, the
higher the rate of precipitation will be (Fyfe et al., 1978). Solute in the fluid is
sourced from the dissolution of minerals by the fluid, dependent on their solubil-
ity at given conditions (e.g. Plummer and Busenberg, 1982; Rimstidt and Barnes,
1980). Rates of solution are generally low at low temperatures, meaning pressure
solution is an important source of solute for precipitation in veins in the shallow
crust (Rutter, 1983). Supersaturation can occur due to variations in temperature,
pH or salinity, amongst other factors (Bons et al., 2012). Fluid pressures in shear
zones are often transient, leading to rapid variations in pressure (Saffer and Tobin,
2011; Sibson, 1994). Mineral solubilities increase with pressure (Fyfe et al., 1978),
so pressure drops associated with fluid escape can lead to rapid supersaturation and
precipitation within veins. These veins are characterised by chaotic distributions
of grains formed by supersaturation of mineralogies with contrasting solubility rela-
tionships (e.g. Meneghini and Moore, 2007). Analysis of vein opening directions can

therefore lead to insights regarding the palaeo-orientation of o3 or shearing direction
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across a vein (Bons et al., 2012; Secor, 1965).

1.5.2 Shear zone rheology

A shear zone is here defined as a tabular volume accommodating high shear strain
by localised slip, commonly upon multiple anastomosing strands (Ramsay, 1980a;
Rowe et al., 2013). Strain within shear zones varies locally between stronger frag-
ments (commonly lenticular and termed phacoids) and weaker matrix material. The
distribution of strain localisation and shear strain rate of the shear zone is dictated
by the strength ratio of strong and weak material and the volume percent of weak
matrix (Figure 1.5; Fagereng and Sibson, 2010). Shear zones containing relatively
weak or very little matrix material will tend to deform by discontinuous deforma-
tion as interaction between phacoids will be constrained to stress bridges, causing
localised peaks in shear strain rate. Shear zones with relatively strong or abundant
matrix material will deform by continuous deformation whereby shear strain rate is
near-homogeneously distributed across the shear zone due to the rare interaction of
phacoids localising shear (Fagereng and Sibson, 2010). Interaction of phacoids can
cause ‘stress bridges’ (sensu Webber et al., 2018), areas of anomalously high stress
dipping in the direction of slip transmitting strain between phacoids. In contrast,
alignment of multiple matrix-rich pathways between phacoids causes localisation
of strain onto surfaces throughout the pathways, transmitting little strain between
phacoids (Webber et al., 2018). The volume fraction of weak material is thought to
have an effect on the seismic style of a shear zone by limiting (for high fractions) or
not-limiting (for low fractions) the interaction of stronger material within the shear
zone (Fagereng and Sibson, 2010).

Continuous-discontinuous shear zones contain intermediate volumes of matrix
material and are characterised by continuous fabrics across their width, such as
scaly clay foliations cut by discontinuous (i.e. localised) surfaces such as faults
and fractures between phacoids (Fagereng and Sibson, 2010). In some mélanges
the term ‘block-in-matrix fabric’ has been used to describe lenses of competent
material between bands of foliated phyllosilicate-dominated matrix (Bettelli and

Vannucchi, 2003; Remitti et al., 2011; Vannucchi et al., 2008, 2009). Shear strain
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rates are dominantly higher in the matrix and lower in blocks of competent materials.
Textures of weak and strong phases therefore reflect the relative proportions of
strain each has accommodated. Strong phacoids within a weaker shear zone matrix
may refract stress orientation and experience greater stress magnitudes than the

surrounding material, resulting in distinct deformation structures (Fagereng, 2013).

Increasing heterogeneity and diversity of strain rate
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Figure 1.5: Graph and schematic figures showing the degree of
deformation continuity in a two-phase aggregate due to relative
strong/weak voume fraction (®y) and normalised rock strength (o).
Region indicating deformation mode are discerened from the Chrys-
talls Beach Complex. Numbered contours illustrate the path of vari-
able strength ratios. Illustrations and accompanying notes show
the interaction of strong phacoids (grey) and weaker matrix (dashed

white) and its effect on strain shear rate. From Fagereng and Sibson
(2010).

Examples of discontinuous deformation fabrics include faults, fractures, and
veins. Commonly observed within shear zones are both fault-fracture mesh and
Riedel faulting schemes (Fagereng, 2011b; Kimura et al., 2012; Sibson, 1996). A

fault-fracture mesh describes interlinked shear and extensional surfaces which rep-
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1.6. Mechanisms of slow fault slip

resent the brittle component of deformation within a shear zone. Faults commonly
form marginal to competent phacoids, while extensional fractures form adjacent to
and within competent phacoids (Fagereng, 2011b). Riedel shear schemes represent
the systematic orientation of brittle faults at particular angles and shear senses rela-
tive to the bulk shear sense (Paterson and Wong, 2005). The development of Riedel
shear surfaces is systematic; R surfaces develop at +15° to the shear zone boundary,
followed by R’ surfaces at —105°. Further deformation forms P, Y, and T surfaces at
—15°, 0° (parallel), and +45°, respectively. It should be noted that these angles are
not absolute and will vary depending upon the internal friction of the deforming ma-
terial. Internal friction for many materials is most often 30°, giving the orientations
described above (Paterson and Wong, 2005). Continuous deformation fabrics may
include S-C fabrics, dismembered bedding, and other cleavages continuous across
the shear zone. These textures indicate a ductile mode of shear over a volume, anal-
ogous to homogeneous simple shear of the entire shear zone (Fagereng and Sibson,

2010).

1.6 Mechanisms of slow fault slip

Slow slip events (SSEs) are defined as periods of elevated slip rate ‘at a rate inter-
mediate between long-term tectonic plate motion and the slip velocity required to
generate seismic waves’ upon a region of the subduction interface (Saffer and Wal-
lace, 2015). This thesis considers SSEs at shallow to intermediate depths, defined
here to occur within or above the subduction thrust seismogenic zone. To under-
stand the processes occurring during shallow SSEs, the principal controls on fault
strength and slip on shallow (>20 km) areas of the subduction interface must be
examined. Comparing spatial correlations between slow-slipping areas and condi-
tions on the same subduction interface may allow more robust determination of the
conditions controlling shallow SSEs.

The onset of slip in an SSE may be considered a pseudo-rupture as rupture prop-
agation velocities are slow (~ 10 km/day) and stress drops are low (< 1 MPa; Ando

et al., 2012). Initiation of slip on an area of the host fault is controlled by the shear
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strength of the fault interface at the host region, itself controlled by the pore fluid
pressure, friction coefficient and cohesive strength of fault materials, stiffness, and
fault normal stress (Scholz, 1998). Within a subduction zone, parameters exerting a
control on these factors (and thus interface shear strength) might be: temperature,
frictional properties of the subduction interface, or fluid presence and generation
within the subduction zone. In this section, the mechanisms by which these poten-

tially important factors could affect shallow SSE occurrence are described.

1.6.1 Temperature

Advances in computer modelling have allowed the broad-scale estimation of sub-
duction zone thermal regimes, but many relevant factors remain poorly constrained
(Antriasian et al., 2018; Harris et al., 2013, 2017; Syracuse et al., 2010). SSEs occur
across a wide range of modelled temperatures due to the depth variation of shal-
low SSEs between individual subduction zones with distinct geothermal gradients
(Table 1.1; Saffer and Wallace, 2015). Estimated temperatures at plate interface
depths hosting slow slip vary between margins (Table 1.1). SSEs at Costa Rica and
northern Japan seem to correlate with relatively low temperatures (~12-60 °C and
65-110 °C, respectively), whereas the northern Hikurangi and Nankai subduction
zones host SSEs to much greater depths and temperatures (15 — 230 °C; Antriasian
et al., 2018; Saffer and Wallace, 2015; Wallace, 2020a). Temperature estimates vary
between subduction zones due to differences in convergence rate and geometry (Ta-
ble 1.1). This wide variation in temperature suggests slow slip is largely temperature
independent, especially if deep SSEs, which occur down-dip of the subduction thrust
seismogenic zone at temperatures of 300-450 °C (Saffer and Wallace, 2015; Wallace

et al., 2009), are considered to be analogous and controlled by similar factors.

1.6.2 Subduction interface frictional and mechanical prop-

erties

Composition and fluid pressure remain relatively poorly constrained and variable

factors with strong controls on deformation mechanisms in plate interface shear

20



1.6. Mechanisms of slow fault slip

Location Temperature Depth of SSEs Normalised pore
range ( °C) (km) pressure ratio

Northern Hikurangi 85-230 ~3-16 ~ 0.50 — 0.83

Nankai 85-210 ~2-4 ~ 0.54 —0.77

Northern Japan 65-110 ~T7-11 ~0.91

Costa Rica 12-60 ~2-10 ~0.4-0.8

Table 1.1: Variation in properties of subduction zones hosting shallow
SSEs. Data for Nankai, Costa Rica, and northern Japan from Saffer
and Wallace (2015), data for the northern Hikurangi margin from
Wallace (2020a) and Antriasian et al. (2018).

zones. The geological materials present on a subduction interface are derived from
the materials entering the shear zone from the trench at the seaward extent of
the subduction zone (Saffer and Wallace, 2015). These materials, along with the
geometry of the subduction interface, control initial deformation mechanisms and
mechanics, and therefore the resultant mechanical evolution of the plate interface
shear zone (Fagereng and Sibson, 2010; Rowe et al., 2013; Saffer and Marone, 2003;
Scholz, 1998; Underwood, 2007).

Sediment composition on subduction margins is generally considered to be clay
(smectite-illite) and quartz rich (Rowe et al., 2013; Saffer and Wallace, 2015; Spinelli
and Underwood, 2004), which, under the low normal stresses present in shallow areas
of the subduction interface (Ellis et al., 2015; Saffer and Wallace, 2015), have been
shown to exhibit velocity-weakening behaviour (Saffer and Marone, 2003; Saito et al.,
2013). At low slip rates (< 1 ym s™!) in moderate to low temperature conditions
(< 250 °C), similar to those at the up-dip end of the seismogenic zone where shallow
SSEs occur, values of (a — b) in wet illite/quartz gouge may be low enough to allow
slip nucleation followed by arrest prior to the development of dynamic rupture (Den

Hartog et al., 2014).

Lithologies involved in deformation at the plate interface have dominantly been
thought to involve siliciclastic sediments (sand and mud) with a minor component of
basalt (Fagereng, 2011b; Fisher and Byrne, 1987; Kimura and Mukai, 1991; Menegh-
ini et al., 2009; Remitti et al., 2011; Rowe et al., 2011; Ujiie, 2002; Vannucchi et al.,
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2008). Recent work at various subduction zones and exhumed complexes has shown
that lithological inputs can include significant volumes of carbonates and volcanics
(Barnes et al., 2020; Hupers et al., 2017; Plank and Manning, 2019; Spinelli and
Underwood, 2004), and these can be deformed on the plate interface (Behr and
Biirgmann, 2021; Meneghini and Moore, 2007; Tulley et al., 2020). This shows there
may be more lithological diversity at the plate interface than previously considered,
even at shallow levels.

Although temperature may not offer a primary control on the occurrence of SSEs,
temperature conditions on the interface may influence the mechanical properties of
the interface material and influence possible modes of slip through the rate and state
friction variable (a — b in Equation 1.3). Stiffness (k) is proportional to the ratio
of shear modulus to rupture nucleation patch size and would be reduced by large
rupture nucleation patch sizes (Leeman et al., 2016). When a larger area of fault
nucleates rupture, the stiffness is lower than if a smaller area nucleated rupture. This
might favour slow slip behaviour due to the large areas on the subduction interface
involved in SSEs, though little is known about the rupture nucleation patch size of
such events.

Globally, porosity in areas which produce SSEs and VLFEs spans a wide range
of values (<2% to 30-40%). High values of porosity may translate to connected
permeability throughout rock volumes which would allow the maintenance of fluid
pressures. Elevated fluid pressures reduce effective stress, reducing the critical stiff-
ness of the fault and possibly making the fault critically unstable and more suscep-
tible to slow slip (Kodaira et al., 2004). There are therefore several possible ways in
which frictional behaviour could explain slow slip, but constraints on these are poor

in natural settings.

1.6.3 Fluids

Fluids have been widely suggested as a mechanism for altering frictional proper-
ties and deformation mechanisms of materials within fault zones (Ellis et al., 2015;
Hickman et al., 1995; Saffer and Wallace, 2015; Sibson, 2017; Wintsch et al., 1995).

Within subduction zones, fluid overpressure could reduce effective stress on the sub-

22



1.6. Mechanisms of slow fault slip

duction interface and actuate shallow slow slip under conditions otherwise favouring
interseismic locking or stable creep (Bassett et al., 2014; Ellis et al., 2015; Husker
et al., 2018; Kodaira et al., 2004). Evidence for high fluid pressures on plate bound-
ary faults manifests as fabric-cutting veins in ancient accretionary terranes, and high
fluid pressures in boreholes (Barnes et al., 2010; Ellis et al., 2015; Fisher and Byrne,
1987; Sibson, 2017). The extent of these overpressures on modern subduction in-
terfaces, however, is poorly constrained both spatially and temporally. As well as
using seismic and magnetotelluric methods to image subduction zones and infer
the presence of fluids (e.g. Bell et al., 2010; Eberhart-Phillips and Bannister, 2015;
Heise et al., 2017, 2012), an understanding of processes releasing and channelling
fluids in subduction zones is required. The main processes thought to be operating
within subducting materials to produce fluid are sediment compaction and mineral

dehydration.

Compaction of sediment during subduction causes expulsion of water due to a
bulk reduction in pore volume with increased pressure from overburden or tectonic
stresses. The volume of water released is dependent on the consolidation state of the
sediments, in turn related to their lithology and burial depth prior to subduction
(Han et al., 2017). Fluid release from porosity reduction has been modelled to pro-
duce large quantities of water in subduction zones, mostly within ~40 km landward
of the trench (Bekins and Dreiss, 1992; Ellis et al., 2015; Saffer and Tobin, 2011).
The released fluid is thought to migrate upwards towards the plate interface, where
elevated permeability is likely to channel flow towards the thrust toe (Fig. 1.4; Ellis
et al., 2015).

The dehydration of minerals in subducted materials releases mineral-bound wa-
ter during subduction due to rising temperatures (Ellis et al., 2015; Peacock, 1996;
Saffer and Tobin, 2011). Opal and smectite clay are common throughout sediment
on the subducting slab (Spinelli and Underwood, 2004) and are considered to be the
most likely to undergo dehydration reactions under the temperature and pressure
ranges accompanying SSEs (Saffer and McKiernan, 2009; Saffer and Wallace, 2015);
dehydration of opal and smectite occur at ~60 °C and ~80-150 °C, respectively
(Saffer and McKiernan, 2009; Spinelli and Saffer, 2004).
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Smectite group clays are abundant in the young oceanic sediments typically
found on the subducting slab, making up ~40 weight% of incoming sediment (Davy
et al., 2008; Ellis et al., 2015; Spinelli and Underwood, 2004). Within their structure,
smectite group clays can contain 40 vol% (or 20 weight%) water per m?® of sediment
(Saffer et al., 2008; Spinelli and Underwood, 2004). Illite, in its purest form, contains
no interlayer water within its crystal structure so the transformation from smectite to
illite within the subduction zone volume is accompanied by the release of fresh water,
possibly freshening water within the subduction zone (Saffer and McKiernan, 2009).
The transformation from smectite to illite will also change the frictional properties
of the material in the subduction zone and, if under-thrust, near the subduction
interface (Saffer et al., 2008). The smectite/illite transition may therefore provide a
source of water released throughout shallow subduction, possibly producing volumes
of water comparable to sediment compaction, though at depths near the up-dip
limit of the seismogenic zone (Ellis et al., 2015; Spinelli and Saffer, 2004). Water
released by clay transformation may be important for cementation of lithologies
nearer the trench by incorporation and transport of ions throughout the relatively
high-permeability fault zone (Moore and Vrolijk, 1990). The transition to illite
also appears to be associated with a mechanical strengthening due to the distinct

frictional properties of smectite and illite (Morrow et al., 1992).

The volumes of water liberated from mineral transformations at the subduction
interface are dependent on the fraction of those minerals present within the sub-
ducting sediment. Despite pore volume hosting the dominant fraction of water in
a sediment column, intracrystalline water in smectite and opal can represent >4
weight% water (Spinelli and Underwood, 2004). Clay transformational regions lie
within the slow slipping zone of the northern Hikurangi margin and coincide with
VLFE swarms on the Nankai margin, but dehydration maxima occur far downdip
of SSE hypocentres on the northern Japan and Costa Rica subduction interfaces
(Saffer and Wallace, 2015). As a thermally-activated process, mineral dehydration
releases fluid over a large depth range, meaning the volume released is less than

sediment dewatering at shallow depths (Ellis et al., 2015; Spinelli and Saffer, 2004).
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1.7 Main research questions

As the previous section has shown, deformation and rheology during creep and slow
slip on the shallow subduction zone plate interface is controlled by many factors.
The principal research topics that arise are the roles of lithological inputs, fluids, and
plate interface geometry on shallow plate interface deformation. Research questions
addressed in this thesis are framed around these topics and their relation to slow
slip, and will be addressed using case studies of both an active and an exhumed

subduction margin.

How do subduction zone input lithologies control deformation and resul-

tant mechanical evolution?

Subduction zone input lithologies seaward of the northern Hikurangi margin are
studied directly in Chapter 3 using samples and data from drilling. The role of
input lithologies more broadly, as well as their role in controlling strain localisation,
deformation, and mechanical evolution, is considered further using seismic, field,

and modelling data throughout Chapters 4, 6, and 7.

Do elevated fluid pressures influence deformation at shallow (< 20 km)

depth in subduction plate interface shear zones?

The influence of fluid pressure on deformation in a plate interface shear zone is most
intensively studied in Chapter 6. This chapter presents field and microstructural
data, as well as modelling informed by those data, from an exhumed subduction
complex in Anglesey, UK. Fluid pressures are also considered at the northern Hiku-
rangi margin in relation to deformation in input sediments and slip on the plate

interface in Chapters 3 and 4.

How could subduction plate interface shear zone geometry influence de-

formation style?

Plate interface geometry is studied at varied scales throughout this thesis. Initially,

input lithologies are used to estimate where grain-scale strain localisation will occur
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at the northern Hikurangi margin thrust toe in Chapter 3. Receiver function analysis
then considers the km-scale geometry of the same plate interface at 12-15 km depth
in Chapter 4. To complement this analysis at a modern margin, the geometry of
exhumed km to pm scale shear zones studied using field and microstructural analysis

in an ancient subduction complex are presented in Chapters 6 and 7.

Which factors control shallow slow slip and how might they be better

constrained?

Slow slip represents a dynamic process which is likely controlled by the interplay
of several factors within a subduction plate interface shear zone, and is therefore
relevant to all the research presented in this thesis. Specific mechanisms for slow

slip are considered in Chapters 3, 4, and 6.

1.8 Chapter contributions

Chapters 1, 2, 5, 8, and 9 are all my work in introducing the thesis and its context,
the study areas, and synthesising the data and interpretations from the original
science chapters. The original science chapters are all outcomes of collaborative

research, and author contributions are outlined below.

Chapter 3

The research presented in Chapter 3 uses a wide variety of data types obtained by a
large collaborative team during IODP Expedition 375. The work forms the basis for
a research article published in 2020 in the journal Tectonics titled “Mixed Brittle
and Viscous Strain Localization in Pelagic Sediments Seaward of the Hikurangi
Margin, New Zealand” (DOI: 10.1029/2019TC005965). The co-author contributions
to the paper, and chapter, are as follows: A. Fagereng participated in data collection
during IODP Exp. 375, selected samples from the core, supervised the analysis and
modelling, discussed the results and modelling, and provided input while writing
the manuscript; F. Meneghini, J. K. Morgan, H. M. Savage, M. Wang, R. Bell,
and M. J. Ikari all participated in data collection during IODP Exp. 375, reviewed
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the manuscript and discussed the results and interpretations. The initial concept
for the chapter was conceived by the shipboard party during IODP Exp. 375,
but was adapted by myself to include modelling following microstructural analysis.
Microstructural analysis, modelling, stylolite and fault counting, and writing of the

chapter were carried out by myself.

Chapter 4

The receiver function analysis in Chapter 4 uses data from seismometers in the
NZ3D temporary seismometer array, for which a field acquisition report has been
published (Bell et al., 2018). Seismometers in the NZ3D array were provided by
SEIS-UK. Deployment and servicing of the seismometers was carried out by a large
team led by R. Bell and including myself, A. Fagereng, J. Morgan, M. Warner, L.
McNeill, S. Henrys, K. Jacobs, B. Fry, J. Black, P. Upton, V. Lane, D. Daly, W.
Stratford, S. Evans, T. Phillips, H. Lacey, M. Gray, S. Watkins, K. Chrapkiewicz, T.
Kalinicheva, J. Hoadley, C. Woodsford, T. Merry, X. Wang, D. Stevens, D. Lindsay,
L. Hughes, M. Kortink, P. Herath, J. Kearse, D. Orr, I. Hamling, R. Hart, E.
Warren-Smith, and C. Van Houtte. Data Download and quality control at the end
of the deployment was carried out by SEIS-UK and R. Bell. Initial implementation
of receiver function deconvolution of the data was carried out by myself with the
supervision of D. Thompson, and later analysis was supervised by I. Bastow. A.
Fagereng, I. Bastow, and R. Bell helped discuss results and interpretations, and A.
Fagereng and 1. Bastow reviewed the chapter manuscript. The idea for the project
was initially conceptualised by D. Thompson, A. Fagereng and R. Bell, though noise
analysis of data, selection of methods, adaptation and writing of code, interpretation,

and writing of the chapter were carried out by myself.

Chapter 6

The geological map of Llanddwyn Island, Anglesey, UK, presented in Chapter 6 re-
sults from data collected by myself and N. Groome during field seasons throughout
2018 and 2019. N. Groome initially drafted the map, but later revisions were carried

out together. N. Groome and D. Buchs helped discuss results and interpretations
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presented in the chapter. A. Fagereng supervised the data collection, discussed re-
sults and interpretations, and reviewed the chapter manuscript. The initial concept
for the chapter was outlined by A. Fagereng as part of the funding proposal for this
project. Fieldwork, sampling, thin section selection and cutting, microstructural

analysis, modelling, and writing of the chapter were all carried out myself.

Chapter 7

This chapter was conceptualised by myself from EBSD data collected on samples
from the Gwna Complex. I carried out a review of ocean drilling cores, carried out
microstructural analysis, interpretation, and writing of the chapter. A. Fagereng
discussed results and interpretations from microstructural analysis and reviewed

the chapter manuscript.

28



Part 1

The northern Hikurangi margin -

a modern subduction margin
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Chapter 2
The Hikurangi margin

The Hikurangi Margin, on the east coast of the North Island of New Zealand, is the
result of the westward subduction of the Pacific Plate beneath the Australian plate
at 40-50 mm yr~—! (Figure 2.1a-c; Wallace et al., 2004). The subducting Pacific Plate
comprises an 18-25 km thick Cretaceous-age buoyant oceanic plateau (the Hikurangi
Plateau) (Davy et al., 2008; Mortimer and Parkinson, 1996), which causes uplift and
reduces the depth to the accretionary wedge and trench (Davy and Wood, 1994;
Seebeck et al., 2014), making geophysical observation of the margin more accessible
than at other margins.

Shallow subduction of the buoyant Hikurangi Plateau may mean the Hikurangi
margin plate interface has an anomalous character (Barnes et al., 2020; Herath
et al., 2020), raising questions about its representativeness with regards to other
subduction margins globally. Around the world, subduction margins have differing
characteristics within a broadly similar structure (Syracuse et al., 2010). Variations
within this structure are present at most margins, but most host some similar ob-
servations which can be compared. Away from the Hikurangi margin, shallow slow
slip events have been recognised at other margins (Saffer and Wallace, 2015), some
of which have zones of high-amplitude reflections imaged in active seismic studies
(Kimura et al., 2009; Kodaira et al., 2000; Nedimovi¢ et al., 2003) similar to that
imaged at the Hikurangi margin (Bell et al., 2010). Whereas the particular condition
of subducting an oceanic plateau may be anomalous, processes that the shallower

plate interface allows us to interpret may be extended to other margins if carried

30



out with care.

The Pacific Plate is moving westward, towards an azimuth of 263°, at 45 mm yr~—*
relative to the Australian Plate (Fig. 2.1b & c; Beavan et al., 2002; Wallace et al.,
2004). Southward, this vector decreases in magnitude and rotates anticlockwise to
become 42 mm yr—!, oriented parallel to the margin at the south end of the North
Island (Nicol et al., 2007). This variation in velocity is associated with a clockwise
rotation and consequent oblique convergence of the North Island fore arc relative
to the Pacific Plate (Beavan et al., 2002). Across the margin, slip appears to be
partitioned between margin-parallel slip in NE-SW oriented axial ranges and margin-
normal slip on the plate interface (Fig. 2.1d; Beanland and Haines, 1998; Wallace
et al., 2004). Interseismic coupling of the Hikurangi margin subduction interface
varies in distribution along strike (Wallace et al., 2004). Interseismic coupling of
the subduction interface underlying the southern North Island range from 0.8-1.0
whereas north of Hawke’s Bay values are much lower (0.1-0.2) (Wallace et al., 2004,
2009). Low interseismic coupling values may reflect dominant aseismic creep on the
subduction interface. Higher values of interseismic coupling suggest creep is much
less dominant, and seismic slip accommodates a larger fraction of total slip on the

plate interface (Wallace et al., 2004, 2009).

Multiple slow slip events (SSEs) have been documented along the Hikurangi mar-
gin since the onset of data collection at continuous GPS stations in 2002 (Koulali
et al., 2017; Wallace, 2020a; Wallace and Beavan, 2006, 2010; Wallace et al., 2012).
SSEs on the northern Hikurangi margin occur at < 20 km depth, around a similar
range of depths to other shallow SSEs globally (Saffer and Wallace, 2015), accom-
modate up to 250 mm of slip over several days or weeks, and recur every 2 to 5 years
(Wallace, 2020a,b; Wallace and Beavan, 2010). In contrast, the subduction interface
underlying the southern North Island produces SSEs of greater equivalent moment
magnitude (>7.0), with durations of months, further down-dip at 25-70 km depth
(Wallace and Beavan, 2006, 2010). SSEs in the north and south both occur imme-
diately down-dip of interseismic coupling changes from high to low values (Wallace
et al., 2004). As well as slow slip, the northern part of the Hikurangi Margin is

characterised by episodic seismicity of variable character, including large tsunami
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Figure 2.1: Map and interpretive section across the Hikurangi Mar-
gin. Panels show (a) map location relative to New Zealand, (b) broad
tectonic setting of the Hikurangi-Kermadec-Tonga-Fiji arc adapted
from Wallace et al. (2009), (¢) coloured bathymetry and contoured
plate interface depth from Williams et al. (2013) with convergence
vectors from Beavan et al. (2002), (d) interpreted cross section,
adapted from Wallace et al. (2009), with crustal thickness estimate
from Davy et al. (2008). Location of (d) shown as NW-SE trending
line in (a).
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earthquakes (> M,,7, Clark et al., 2019; Doser and Webb, 2003; Pouderoux et al.,
2014; Wallace et al., 2014), microseismicity (Delahaye et al., 2009), and tectonic
tremor (Todd and Schwartz, 2016; Yabe et al., 2014).

Seismicity at the northern Hikurangi margin is generally concentrated in the
oceanic lower plate, though some tsunamigenic earthquakes have occurred on the
plate interface there (Clark et al., 2019; Shaddox and Schwartz, 2019; Todd et al.,
2018). The crustal volume hosting slow slip likely encompasses the plate inter-
face and shallow tsunamigenic earthquake hypocentres, extending from near the
trench to 15-20 km depth (Fig. 2.2a; Wallace, 2020b). Earthquakes in the southern
Hikurangi margin are rare at shallow depths; at > 20 km depth hypocentres are dis-
tributed throughout the lower plate, upper plate, and plate interface but are limited
by varied terranes in the upper plate (Reyners, 1998). On the southern Hikurangi
subduction interface, earthquakes delineate a seismogenic zone extending to ~40
km depth (Reyners, 1998; Wallace et al., 2009). Seismic transects have shown that
sediment thickness on the incoming plate varies along strike, suggesting a link be-
tween sediment thickness and interseismic coupling (Wallace et al., 2004). Sediment
in the south is commonly 2 — 6 km thick (Davy et al., 2008; Ghisetti et al., 2016),
whereas sediment in the north is < 1 km thick adjacent to seamounts 1 —3 km thick
between them (Figs. 2.1c¢ & 2.2; Barker et al., 2009; Davy et al., 2008). High am-
plitude reflections are present in both the incoming plate and down-dip of the slow
slip-hosting volume in the northern part of the margin, suggesting incoming mate-
rial may be under-thrust there(Fig. 2.2¢; Bell et al., 2010). The variable sediment
cover, moderate convergence rate, rough incoming topography, and steep taper an-
gle suggest the northern Hikurangi margin may be undergoing frontal erosion, and
is consequently likely to under-thrust sediment rather than accrete it (Barker et al.,

2009; Fagereng, 2011c¢).

Shallow, well determined SSEs at the northern Hikurangi margin have become a
key target for recent international drilling and seismic studies (e.g. Bell et al., 2018;
Wallace et al., 2019). Data from both the NZ3D active seismic experiment and
IODP Expedition 375 are used here. The Hikurangi Plateau has a rough surface

topography; seamounts are exposed through thin (< 1 km) sediment cover (Fig.
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Figure 2.2: Hikurangi Margin map and section and stratigraphic logs
from site U1520, cored during IODP Expedition 375. Map (a) shows
contours of the plate interface depth (black) and slip during the Oc-
tober 2014 slow slip event (white) characterised by Wallace (2020b)
east of North Island, New Zealand (inset map). The red point is
IODP Expedition 375 drill site U1520, on the white line showing
the 05CM-04 seismic section drawn below (c). The Hikurangi thrust
toe is delineated in red. Lithostratigraphic log (b) shows core from
site U1520. Colours of units (yellow, green, brown, and blue) and
contacts between units (orange, green, and brown) are the same on
section (c) below. Section (c) is redrawn from Barnes et al. (2020)
and shows the relationship of the units cored at U1520 to the plate
interface. Also shown are the décollement (thick black line), active
faults (red lines), inactive faults (dark red lines), normal faults (thin
black lines), base of volcanic basement (light blue line), approximate
slow slipping zone, and the high-reflectivity zone (HRZ) as charac-
terised by Bell et al. (2010).
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2.2c). Seamounts are coated with an irregular cover of variably altered volcaniclas-
tics with highly variable porosity (Fig. 2.2b & c; Barnes et al., 2020). Volcaniclastic
material is overlain by siliciclastic and calcareous-pelagic sediments which are thick-
est between seamounts (Fig. 2.2b & c¢; Barnes et al., 2020). In this thesis I will
explore the role of these input lithologies in plate interface deformation by studying
structures in calcareous-pelagic sediments seaward of the trench (Chapter 3) and the
structure at depth immediately down-dip of regular SSEs using receiver functions

(Chapter 4).
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Chapter 3

Brittle and viscous strain
localisation and weakening in
pelagic sediments seaward of the

Hikurangi margin

3.1 Introduction

The mechanical behaviour of carbonate-rich sediments during subduction is not well
understood, despite their recognition at several margins around the world (Moore
and Mascle, 1990; Morris et al., 2006; Wallace et al., 2019). Rock deformation exper-
iments have, however, shown that carbonates deform very differently to siliciclastic
sand- and mudstones typically studied on subduction margins (Boulton et al., 2019;
Ikari et al., 2013; Kurzawski et al., 2018; Rabinowitz et al., 2018). For pressure
(P) and temperature (T) conditions at < 15 km depth (T< 200°C) in subduction
margins, siliciclastic lithologies deform dominantly by cataclasis (combinations of
fracture and frictional sliding) with slower pressure solution, whereas carbonates
undergo more appreciable deformation by pressure solution and crystal-plastic de-
formation, possibly associated with seismic slip (Gratier et al., 2013; Kennedy and

White, 2001; Verberne et al., 2013). The activity of pressure solution at low temper-
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ature in carbonates could have significant implications for the rheological behaviour

of subduction thrust interfaces that contain calcareous sediments.

Experimental deformation by pressure solution has been observed and modelled
extensively (Macente et al., 2018; Rutter, 1976, 1983; Zhang et al., 2002, 2010), and
stylolites resulting from localised pressure solution in natural settings are well char-
acterised (Fletcher and Pollard, 1981; Laronne Ben-Itzhak et al., 2014; Lind, 1993;
Peacock and Azzam, 2006; Tondi et al., 2006; Toussaint et al., 2018; Viti et al., 2014).
Stylolites form by dissolution of material on discrete surfaces, or in thin tabular vol-
umes, at elevated rates relative to the surrounding rock (Durney, 1972; Toussaint
et al., 2018). Therefore, stylolites are recognised by a higher content of relatively
insoluble minerals, caused by passive concentration during intergranular pressure
solution. Nomenclature for stylolites varies depending on their spatial extent and
apparent strain. The term ‘stylolites’ is often used for laterally-extensive features
associated with tectonic deformation of a cohesive rock mass; more localised dia-
genetic features in poorly-consolidated sediments are often called ‘pressure solution
features’, ‘solution seams’; or ‘dissolution features’ (Buxton and Sibley, 1981; Sa-
faricz and Davison, 2005; Toussaint et al., 2018). In this work the term ‘stylolites’
is used for features formed by localised pressure solution, regardless of formation
mechanism or spatial extent. Although the importance of pressure solution in the
shallow deformation of carbonates is well documented (Baud et al., 2016; Gratier
et al., 2013, 1999; Heald, 1955; Renard et al., 2000; Tondi et al., 2006), many of the
controlling factors linking pressure solution to distribution, kinetics, and dynamics

of stylolite formation remain unclear.

Several factors influence the rate of pressure solution, including clay content
(Aharonov and Katsman, 2009; Hickman and Evans, 1995), grain surface area
(Gratier et al., 1999), mineral solubility (Rutter, 1976), grain contact area and
microstructure (including variations due to porosity and grain boundary healing)
(Croizé et al., 2010; Ebner et al., 2010; van den Ende et al., 2019), fluid flow and
composition (Lehner, 1995; Zhang and Spiers, 2005), and gradients in normal stress
(Rutter, 1976). The constitutive equations for creep rate by pressure solution are dis-

tinct when rate-limited by either dissolution, diffusion, or precipitation, and each is
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consequently described by a different model (Gratier et al., 2013; Raj, 1982; Rutter,
1976). Pressure solution on stylolites at shallow depth represents viscous deforma-
tion in a depth range typically associated with brittle fracture and frictional sliding
(< 15 km, McClay, 1976; Paterson and Wong, 2005). At constant environmental
conditions, the rate of pressure solution is dominantly controlled by mineral solu-
bility and grain size, facilitating greater ductility of the upper crust in lithologies
containing more soluble minerals (Gratier et al., 1999; Renard et al., 2000). The
brittle and viscous components of deformation in the upper crust therefore vary in
relative intensity with lithology as well as depth and temperature. Where elevated
rates of pressure solution form stylolites, changes in properties such as clay content
and porosity affect localisation and frictional slip properties of faults (Baud et al.,

2016; Tondi et al., 2006; Viti et al., 2014; Watkinson and Geraghty Ward, 2006).

International Ocean Discovery Program (IODP) expeditions 372 and 375 drilled
and sampled five sites on a transect across the Hikurangi Margin, New Zealand,
between November 2017 and May 2018 (Wallace et al., 2019). In this chapter
calcareous-pelagic chalks and marls in the incoming sedimentary sequence, sam-
pled at Site U5120, are studied. Fault and stylolite distribution are measured and
microstructural observations are used to determine the extent and character of pre-
subduction deformation before calculating uniaxial strain from pressure solution
using chemical mass loss estimates and stylolite frequency. A possible relationship
between CaCOj3 content and stylolite frequency could provide an insight into a key

natural control on stylolite development.

The abundant data gathered during IODP Expedition 375 provide a unique
opportunity to constrain the P-T-t history for the pelagic sequence at Site U1520,
which T use to apply published models of intergranular pressure solution (Rutter,
1976, 1983). I then compare these results to those calculated from stylolite frequency
and find agreement requires sustained high fluid pressures or larger length scales
of material transport than the average grain size of lithologies hosting stylolites.
Finally, I extend this model to the future subduction of the sediments and discuss the
rheological impact of ongoing pressure solution and pre-subduction strain weakening

on current subduction.
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3.2 Methods

3.2.1 IO0ODP drilling at Site U1520

This study uses samples and data collected during IODP Expedition 375 at Site
U1520 (Chapter 2; Wallace et al., 2019). Site U1520 is on the flank of the Turanganui
Knoll seamount and therefore represents a slightly condensed incoming sedimentary
sequence (Fig. 2.2). Logging-while-drilling (LWD) data were collected at Site U1520
during Expedition 372 (Wallace et al., 2019). The same site was subsequently cored
and wireline logged during Expedition 375, from 0 to 642.3 m below sea floor (mbsf)
in hole U1520D, and from 646.0 to 1054.1 mbsf in hole U1520C (Wallace et al.,
2019). Cores revealed a ~ 1 km thick sequence of heterogeneous sediments including
turbiditic silts and muds (Units I - III), pelagic muds and carbonates (Unit IV), and
volcaniclastic conglomerates with minor mudstones (Units V and VI; Fig. 2.2b). In
this work I am concerned with the pelagic carbonates and carbonaceous muds which
comprise Unit IV. Unit IV was found at depths of 509.82 to 848.45 mbsf (Wallace
et al., 2019).

Site U1520 is approximately 20 km seaward of the toe of the Hikurangi megath-
rust (Fig. 2.2a). Assuming a convergence rate of ~ 40 mm yr—!, the sediments
intersected at Site U1520 will reach the toe of the thrust in approximately 0.5 Myr.
Comparing the depth of Unit IV at Site U1520 with interpretations of active seismic
data along line 05CM-04 (Barker et al., 2018), the shallower and deeper contacts
likely correspond to the bases of seismic units 5 and 8 (Barnes et al., 2020). These
same horizons can be traced landward until truncated by the megathrust at depths
of ~ 4.5 and ~ 5 km (Fig. 2.2¢), where the mud and chalk-dominated rocks are
inferred as a key protolith interval in which the plate interface will likely locate
(Barnes et al., 2020).

Measurements of many physical and chemical properties were collected by LWD
and shipboard core-logging, details of which are described by Wallace et al. (2019).
Here I use data concerning the density, temperature, age, porosity, mineralogy, and

lithology of sediments in Unit IV of Site U1520.

Relative mineral abundance from X-ray diffraction (XRD) is normalised using
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coulometric CaCOj content analysis (Wallace et al., 2019). Relative abundances of
minerals determined by XRD were calculated for a simplified suite of four mineral
groups; calcite, quartz, feldspars, and clays. Clays are measured as a bulk single
mineral, though dominant species present in Unit IV are smectite and illite (see

XRD methods in Wallace et al., 2019).

3.2.2 Conditions of pre-subduction compaction on stylolites

The physical properties of these sediments were logged by LWD during Expedition
372 and on extracted core during Expedition 375. From shipboard density measure-
ments (i.e. moisture and density in Wallace et al., 2019), in-situ effective vertical

stress (0¢//) was calculated as:

ol =g Z(sz‘ — pw)dzi (3.1)

i=1

where there are n intervals of bulk density measurement spacing dz with measured

bulk density py. Gravitational acceleration (g) is equal to 9.81 ms™!

and average
seawater density (p,) is assumed to be 1024 kg m~3 (Nayar et al., 2016). Typical
values for dz(; are ~ 1 m, though this varies with gaps in coring and core recovery.
Hydrostatic (and, for comparison, near-lithostatic) pore fluid pressure is assumed
throughout the studied depths. The results of the hydrostatic pore fluid pressure
calculation (Fig. 3.1a & b) show that effective stress in Unit IV increases approxi-
mately linearly from ~ 4 MPa near the top (509.8 mbsf) to ~ 8 MPa near the base
of the unit (848.5 mbsf).

Following Wallace et al. (2019), five of the seven downhole temperature mea-
surements (all of which were conducted in the shallowest 250 m of hole U1520D)
form a linear trend corresponding to 38 °C km™! (Fig. 3.1c). The other two values
appear as outliers and are therefore ignored. Extrapolating a constant trend from
these measurements to depths greater than the shallowest 250 mbsf, temperature
increases from 19.4 °C at 509.8 mbsf to 32.2 °C at 848.5 mbsf (Fig. 3.1c). A detailed

discussion of geothermal gradient in this type of sediment is beyond the scope of

this thesis, so I focus on the conditions under which strain was likely accommodated
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Figure 3.1: Physical conditions with depth in Site U1520 Units I-
IV (contact depths shown as grey lines). Plots show density (a),
effective vertical and hydrostatic stress (b), temperature (c), and age
(d) measurements from shipboard analysis during IODP Exp. 375.
Note that hydrostatic stress in (b) starts at ~ 35 MPa, corresponding

to the water depth of 3522.1 m.

in Unit IV. To constrain the depositional age of the sediments at Site U1520, I

use an approximate age model based on nannofossil, planktonic foraminfera, and

palacomagnetic reversal ages (Fig. 3.1d, Wallace et al., 2019).

3.2.3 Characterising stylolite and fault frequency and tex-

ture

To determine pre-subduction mechanisms of sediment deformation I counted faults

and stylolites in core samples of lithostratigraphic Unit IV. Image scans of drill core

(collected shipboard using the Section Half Imaging Logger, see core handling and

analysis methods in Wallace et al., 2019) were used to visually identify stylolites

and faults (e.g. Fig. 3.2a). For the purposes of counting, stylolites were defined as

typically dark, slightly wavy surfaces where material loss was apparent and concen-

tration of insoluble materials was inferred. Faults were defined as closed or recrys-
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tallised fractures with visible apparent offset. The use of these definitions aided in
discounting fine clay-rich sedimentary layers and drilling damage from stylolite and
fault populations. Horizons of increased deformation measured here coincide with
those noted by shipboard structural geologists based on direct observation of the
core (Wallace et al., 2019). The depth where a fault or stylolite occurred within the
core was recorded as the middle of an interval defined by the intersection between
the planar structure and the two sides of the core liner. As noted by shipboard
scientists measuring selected structures in 3D (Wallace et al., 2019), most stylolites

are approximately horizontal.

Six samples were collected from throughout the pelagic carbonate sequence (see
repository files for data collected from all samples) and set in epoxy resin to avoid
breakage during thin section preparation. By careful cutting and grinding using
silicon carbide grit slurry and a Logitech PM5 polisher with 0.3 ym aluminium oxide,
polished thin sections were made from samples cut either perpendicular to bedding,
or parallel to lineation and perpendicular to fault surfaces. Polished thin sections
were used to produce optical photomicrographs, backscatter electron images (BSE)
and energy dispersive spectra (EDS). BSE and EDS data were captured using a Zeiss
Sigma HD Field Emission Gun Analytical scanning electron microscope (SEM) at
the School of Earth and Ocean Sciences in Cardiff University. BSE images were
collected at 20 keV with an aperture of 120 ym and a working distance of 8.9 mm. I
use the number of dark pixels per row of BSE image as a proxy for porosity as BSE
returns no result when analysing a void. Following Verberne and Spiers (2017) and
Heilbronner and Barrett (2014), images were cropped, rotated, histogram matched
using the "Match Color’ function in Adobe Photoshop, and Gaussian filtered with a
Gaussian width of 4 before the algorithm of Otsu (1979) was applied to determine a
darkness threshold between 0 and 255 corresponding to porosity. Pixels values below
this value (52 for sample 20R4W and 50 for sample 19R1W) were counted and their
ratio to the total number of pixels per row was averaged over approximate areas to
show a bulk porosity change. Where cracks were present, I cropped the averaging
area; both cropped and uncropped averaging areas within the stylolite are shown in

Fig. 3.3b. For EDS mapping of faults and stylolites, spot size was either 1.59, 2.49,
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or 2.66 pum, accelerating voltage was 20 keV, dwell time was 100 us, and aperture size
was 120 pm. For determination of element concentrations from SEM EDS images,
relative weight percentages were calculated in Oxford Instruments AZTEC software.

The element concentrations calculated are relative within a single mapped area.

3.3 Description of stylolites and faults

Sediments within Unit IV are mostly dark green marl and light brown chalk with
> 40 wt% CaCQOs, with thin inter-bedded layers of dark brown calcareous mudstone
with slightly lower carbonate content (Wallace et al., 2019). Aside from the mud-
stone, these units are referred to as carbonates herein. Lithologies throughout Unit
IV are variably lithified: marls are generally well lithified by recrystallised biocal-
careous carbonate, calcareous mudstones are poorly lithified due to lower carbonate
content, and chalks are well lithified and have high carbonate contents (> 75 %
CaCOs3; Wallace et al., 2019).

Macroscopically, more well-developed stylolites appear as composite structures
comprising discrete dark seams, frequently linked with more subtle seams within
the adjacent few cm of core. Some stylolitic surfaces within Unit IV have relatively
steep apparent dips (> 45°), and host minor shear offset on undulating dark sur-
faces. These possibly represent poorly-developed early fault surfaces which have
later undergone pressure solution or ‘healing’ (Fig. 3.2a). At the microscale, most
seams are composed of several finer seams (Figs. 3.2b-c), with their most intense
shared anastomosing branch representing the macroscopically-visible seam. Seams
within these finer networks are relatively thin (< 0.1 mm), undulating, and subpar-
allel to bedding (Fig. 3.2b). Calcareous microfossils of uniform size are common
throughout carbonaceous stylolite-bearing lithologies and are frequently dissolved
on seams throughout Unit [V. Fossiliferous horizons coincide with thinner, less per-
vasive stylolites when compared to less fossiliferous, more clay rich horizons (Fig.
3.2c). Burrows have a randomised internal structure, within which discrete sty-
lolitic horizons are not visible (Fig. 3.2c). In contrast, the margins of burrows are

more concentrated in clay-rich material, and stylolites there are clearly visible and
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well-developed.

SEM images of stylolites show dissolved edges of porosity-hosting microfossils
and concentration of fine clays on stylolite seams (Figs. 3.2d & e). Microfossils up
to 200 pm are the largest grains within the chalk and clearly show dissolution on
thin (< 20 pm wide) stylolite seams (Fig. 3.2d). The seams themselves concentrate
along strings of adjacent fossils and host very fine clays (< 5 pm), and have in
places almost entirely dissolved fossils, resulting in collapse of their interior porosity
(Fig. 3.2e). Remnant material within stylolite seams show a preferred subhorizontal

orientation, in places mirrored in the matrix directly adjacent to the seam (Figs.

3.2d & e).

Element maps show a Ca-rich protolith matrix with stylolite seams relatively en-
riched in magnesium, silicon, iron, and aluminium (Fig. 3.2f & g). The bulk stylolite
hosts increased silicon and magnesium while individual seams appear to dominantly
concentrate iron (Fig. 3.2f & g). Individual seams are of variable thickness and
anastomose throughout the width of the stylolite to form a weakly connected net-
work with scattered parallel fractures (Fig. 3.2f & g). Fractures are open but host
some aluminium, probably representing clays seen within seams in BSE images (Fig.
3.2d & e). Open fractures could be a result of sample preparation, where clay was
removed by polishing, or core extension, where extension parallel to the core axis
occurs when retrieving core from depth. Because I interpret them as formed ei-
ther by sample preparation or drilling-induced damage, these open fractures are not

included in any discussion or quantification of subseafloor deformation.

From BSE images and EDS maps it is qualitatively clear that stylolites have lower
porosity than their surroundings (Fig. 3.2d-g); mean measured porosities adjacent
to two stylolites are between 0.41 and 0.77 (Fig. 3.3). Shipboard porosity measure-
ments, calculated using bulk density and MAD data from bulk intact samples, from
within 1 m (19R1W) and 7 m (20R4W) depth of the samples shown in Fig. 3.3
were between 0.36 and 0.42, below the estimates from image analysis but within the
wide spread of porosity data (0.25 to 0.5) within Unit IV (Fig. 3.1; Wallace et al.,
2019). Porosity measurements within well-developed stylolites are complicated by

seam-parallel open fractures which host large areas of pore space (Fig. 3.3), and
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Figure 3.2: Texture of stylolites in Unit IV of the U1520 input se-
quence. Stylolites show (a) faint layering defined by darker layers,
(b) variably-diffuse clay-rich layers at the micro-scale, (¢) darker en-
echelon seams anastomosing around burrows in clay-rich material and
dying out in clay-poor, fossiliferous regions. SEM BSE images show
(d) fossils dissolved on stylolite surfaces, (e) fine grained (< 10 pum)
clay within a stylolite seam. SEM EDS maps show Ca depletion and
Si, Mg, Al, and Fe enrichment within stylolite seams from (f & g).
Colours in EDS maps are blended so lighter colours between stylolite

seams represent the co-occurrence of several elements.

I therefore analyse well-developed stylolites both with and without open fractures.
Mean porosities within stylolites vary from 0.08 to 0.26, corresponding to reductions
of 0.35 to 0.42 compared to the surrounding sediments and ignoring fractures (Fig.
3.3). With further dissolution to develop a stylolite further, porosity loss is likely
to increase (Toussaint et al., 2018), suggesting 0.4 is a more appropriate figure for
mean porosity loss in moderately well-developed stylolites. This porosity loss is a

mean change over anastomosing seams and inter-seam areas of the bulk stylolite,
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commonly hosting higher porosity (0.4 — 0.8) where undissolved shells are present
and lower porosity (< 0.2) where clays are concentrated (Fig. 3.3). Because pore-
space within intact shells becomes connected to other porosity as soon as shells break
down either mechanically or by dissolution, I include this fossil-hosted porosity in

the measurements.

20R4W porosity (k<52) 19R1W porosity (k<50)

20R4W

0 025 05 075
0 52 255 Porosity by pixel row 0 50 255 Porosity by pixel row

R e §
I [0 025 05 075

Figure 3.3: Porosity across variably-developed stylolites from SEM
BSE images. Both the less well developed stylolite seam (left) and
more well developed stylolite seam (right) show less darker shades and
visibly lower porosity within the stylolite seam. SEM BSE images are
rotated so the stylolite seam is parallel, and histogram normalised to
distribute the image across the entire range of grey (0 is black, 255
is white), and the fraction of dark pixels (< 52 or < 50) per row is

used as a porosity measurement.

Faults form localised slip surfaces within fracture zones up to 5 cm wide (Fig.
3.4a & b). Slip surfaces are sharp and smooth clay-coated surfaces (Fig. 3.4a),
frequently with well defined straight striae showing slip direction. Due to their
formation within a sedimentary stack under uniaxial vertical shortening, faults are
assumed to be normal, confirmed by a normal sense of shear reported wherever
shear sense was obtained from stepped, striated fault surfaces (Wallace et al., 2019).
Apparent displacements on faults range from a few millimetres to greater than the
observed length of the fault (<12 cm, depending on apparent dip). Fault surfaces
host little mineralisation (Fig. 3.4b & d), with striae likely forming by frictional

wear. Fractures within the cm-scale damage zones around fault surfaces are mostly
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a combination of extension and shear fractures and are mostly open, rarely ‘healed’
by veining (Fig. 3.4b-d). Clay-rich material is present as relatively thick (> 3 mm)
seams adjacent to some slip surfaces (Fig. 3.4a~-d). In SEM BSE images, it is clear
that thicker clay-rich seams adjacent to faults are connected to similar, thinner,
seams which run along fractures adjacent to the fault surface (Fig. 3.4e). EDS
maps show enrichment of magnesium, iron, silicon, and aluminium throughout the

clay-rich network, including the material comprising the fault surface (Fig. 3.4f).

0.5 mm
—

® 0.5mm

Figure 3.4: Texture of faults in Unit IV of the U1520 input sequence.
Images show (a) localised sharp fault surface formed adjacent to clay-
rich regions in fine-grained marl, (b) optical photomicrograph of the
area shown in (a), (c) enlargement of rare veins in footwall of fault,
area shown in (b), and (d) optical photomicrograph of footwall frac-
ture hosting offset. SEM BSE image shows (e) common fractures with
offset hosting brighter fine grained material and EDS map (f) details
fine grained material around fractures comprised of dominantly alu-

minosilicate minerals (orange).

Faults and stylolites rarely occur on the same surface within Unit IV, except
where early faults have been exploited by pressure solution (Fig. 3.2a). Where faults

and stylolites occur within the same depth range, stylolites are typically intersected
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and offset by faults. Some faults host clay-rich material immediately adjacent to
their slip surface, possibly indicating the existence of stylolites prior to faulting. The
existence of stylolites adjacent to fault slip surfaces is uncertain as faults obscure
the stylolite texture. These possible stylolites have therefore been excluded from

stylolite frequency counts.

3.4 Distribution of faults and stylolites in Unit IV

3.4.1 Downhole frequency of stylolites and faults

Following the evidence for pre-subduction deformation on faults and stylolites, I now
quantify their frequency and distribution within core samples. To analyse the dis-
tribution of structures as a function of lithology, I use a simplified lithostratigraphic
sequence, ignoring minor lithologic intervals (< 5 m thick) to get seven lithological
units (Fig. 3.5). These thinner units are often local variations within the thicker
surrounding units, and likely have minor a local effect on mechanics and fluid flow

within the sediments, but add significant complexity to the interpretation.

Stylolites in Unit IV occur in distinct clusters within similar grain size sediments,
increasing in intensity with depth. Clusters are more frequent and intense where
CaCO3 content is > 50 wt%, most notably in chalk near the deeper contact with the
volcaniclastic conglomerate (Fig. 3.5). The deepest chalk unit sits between 797.99
and 848.45 mbsf, contains > 90 wt% CaCOs, and hosts ~ 75% of stylolites in the
section. Other significant peaks in stylolite frequency are in the two marl units
(655.15 to 720.93 and 738.68 to 773.26 mbsf). Minor peaks in stylolite frequency
occur throughout the deeper part of the sequence in the marl, chalk, and debris flow
units (Fig. 3.5). Observations of stylolites are very rare in the dark-green calcareous
mudstone and conspicuously absent in the brown mudstone unit, which contains less
CaCOj3 (< 50 wt%). Similar to stylolites, faults are also clustered, but fault clusters

are more distributed throughout the core than stylolite clusters.
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Figure 3.5: Summary of lithology, mineralogy, porosity, and stylolite
and fault frequency throughout Unit IV. Plots show (a) simplified
stratigraphy, (b) mineralogy, and (c) porosity from shipboard data
(Wallace et al., 2019). Depth-frequency plots of (d) stylolites and (e)
faults (red) are from observations of core image scans. Both stylolite
(d) and fault (e) plots show cumulative frequency (blue and red fill,
respectively), frequency per metre (white fill). Calcium carbonate

content is also shown on stylolite plot (grey filled line in d).

3.4.2 Clustering analysis of stylolites and faults

The coefficient of variation (C,) is calculated as the ratio of the standard deviation
of distances between features to the mean of distances between features (Gillespie
et al., 1999):
SD
¢, = 5P (3.2)

S

where SD(s) represents the standard deviation of the sample of distances between
each fault or stylolite, and s represents the mean of the same sample distances. A
C, of 0 represents a periodic distribution, whereas a C, of 1 represents a perfectly
random distribution, and a C, greater than one represents clustered features (Cox

and Lewis, 1966). Coefficient of variation analysis has been carried out on one-
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dimensional transects of discrete features to show the self-arrangement of stylolites

(Railsback, 1998) and veins (Fagereng, 2011a; Gillespie et al., 1999). Following the

approach of Gillespie et al. (1999), I threshold the distances between features at

incrementally larger values to discern over what length-scale clustering is apparent.

To compare stylolite and fault distributions within each lithological unit, I present

these data as C, vs threshold thickness normalised to the thickness of the simplified

lithological unit (Fig. 3.6).
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Figure 3.6: Normalised length-spacing coefficient of variation analysis
for stylolites (left) and faults (right). Coefficient of variation was
calculated using incrementally thresholded spacings, then normalised
to lithology thickness.

Whole sample C,, values for faults are smaller than for stylolites throughout the

studied threshold range, representing less intense clustering of faults than stylo-

lites (Fig. 3.6). This is also reflected in the un-thresholded single value analysis
(Cstylolite — 6,993, CJault = 4.426). Stylolite spacing C,-threshold scaling relation-

ships appear to follow a power-law relationship within Unit IV (Fig. 3.6; cf. Gillespie

et al. 1999). The degree of clustering of stylolites increases with smaller spacing

in almost all lithologies; stylolites spaced > 1 m are randomly to periodically dis-

tributed in all lithologies (Fig. 3.6). The periodic nature of stylolites spaced at

thresholds > 10 m probably reflects edge effects of the 350 metre section of core

studied, limiting analysis over this scale. This is also shown by low C, values in the
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shallowest calcareous mudstone, where only seven stylolites are present over a short
section of core, compared to the entirety of Unit IV, where 873 stylolites are present
(Figs. 3.5 & 3.6). Stylolites are most clustered when spaced < 1 cm apart in the
deepest chalk unit. In all other considered lithologies, stylolites spaced 1 cm-1 m
are similarly clustered regardless of lithology (Fig. 3.6).

Fault spacing C,-threshold scaling relationships are more variable between litholo-
gies than stylolites, though faults still cluster at spacings < 1 m in randomly-
distributed horizons throughout Unit IV (Figs. 3.5 & 3.6). Clustering within the
marl, calcareous mudstone, and chalk lithologies is similar over all studied scales.
Almost all faults spaced less than ~ 1 m in these lithologies have C', > 1, indicating
clustering. When faults are ~ 1 m apart, C, is ~ 1, indicating a random distribu-
tion (Fig. 3.6). Faults in the debris flow are consistently more clustered than in
other lithologies, possibly related to debris flow deformation, maintaining a higher
C, throughout almost the entire threshold range. In stark contrast, the 12 faults
within the mudstone are periodic throughout the studied threshold range (Fig. 3.6).

3.5 Strain within Unit IV

Strain within Unit IV of Site U1520 was accommodated by mixed brittle and vis-
cous deformation in the form of faults and stylolites. At sites of stylolite and fault
co-occurrence, stylolites are mostly cut by fault surfaces, suggesting faulting oc-
curred either more recently or more rapidly than stylolite growth (i.e. if the fault
and stylolite formed synchronously and fault slip rate was higher than strain rate
on the stylolite). Faults and stylolites have therefore occurred over distinct time
scales; stylolites appear to have accommodated strain more gradually through the
history of the sediment while faulting occurred as a transient process, accommodat-
ing displacement rapidly before ceasing (Gratier et al., 1999). Unit IV can be traced
landward and downdip to the active plate interface (Fig. 2.2). With this in mind, I
consider how vertical uniaxial strain from sedimentary load has been accommodated
in Unit I'V prior to subduction, and describe how clustered faults and stylolites affect

the initial rheology of sediments which could be accommodating strain at the plate
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interface.

3.5.1 Mass and volume loss within stylolites

Isocon plots use a known immobile species or, as in this case, an element present in a
relatively insoluble mineral, to quantify mass changes between comparable analyses.
Aluminium is present in clays and other relatively insoluble minerals (Aharonov
and Katsman, 2009; Gratier et al., 2015; Hickman and Evans, 1995), commonly
visible around and within calcareous fossils in the nearby protolith (Fig. 3.2d-
g). Original depositional clay content of the analysed areas within and without
the stylolite are likely different as stylolites are more likely to form in areas of
elevated clay concentration (Toussaint et al., 2018). The self-organising nature of
pressure solution, however, is likely to amplify these original differences as insoluble
minerals are passively concentrated in zones of dissolution as more soluble carbonate
is removed (Heald, 1955). I calculate bulk mass change by plotting the isocon
through the plot origin and aluminium (Fig. 3.7, Grant, 1986), and note that
this method will overestimate mass loss if the stylolite formed in an area of initial
high clay content. Titanium is also commonly used in isocon analyses, but low
concentrations in samples yield large errors and titanium was therefore not used
here. From the bulk mass change, relative changes in calcium wt% are calculated
(Fig. 3.7).

Despite minor plagioclase (< 10 wt%) throughout Unit IV (Fig. 3.5), co-
occurrence of elements typically found in plagioclase were not found in EDS maps,
reiterating that calcite is the dominant calcium-hosting phase losing mass on sty-
lolites in originally calcite-rich sediments. The loss of calcite is consistent with (1)
dissolution of fossils (Fig. 3.2d-g), (2) clusters of stylolites forming peaks of increased
frequency with high CaCOj content (Figs. 3.5 & 3.6), and (3) the relatively higher
solubility of calcite, compared to silicates, under the studied conditions (Heald, 1955;
Plummer and Busenberg, 1982), showing these data are consistent with mass loss by
dissolution in calcareous rocks. The amount of CO, lost from calcite in the samples
cannot be constrained. The bulk calcium mass change is therefore used to calculate

volume change using calcite density and porosity.
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Mass change in stylolite seams relative to the wall rock varies, but is generally
dominated by loss of Ca and gain of Mg, Si, Al, Ti, K, and Fe (Fig. 3.7). Bulk mass
change calculated within stylolite seams show loss of Ca-rich material, probably
calcite, and concentration of aluminosilicates in highly-localised zones (Fig. 3.7).
Relative total and calcium mass change estimates presented here are -11 to -45%
and -3 to 49%, respectively (Fig. 3.7). Despite the possibility of overestimating
mass loss due to initially higher concentrations of clay in stylolite-forming volumes,

these mass losses are consistent with previous estimates of bulk mass change of -16
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Figure 3.7: (Previous page.) Analysis from SEM EDS to quantify
mass loss and resultant shortening strain within stylolite seams. Iso-
con plots (a-c) show wt% calculated from bulk protolith and (a) Seam
A, (b) Seam B, and (c) bulk stylolite, all areas outlined in (d). Num-
bers adjacent to elements are their multiplication factors. Dotted
lines on isocon plots correspond to zero bulk mass change. Solid lines
plotted through Al show actual bulk mass change, shown in percent
in lower right of each plot. Horizontal error bars are one standard de-
viation of bulk protolith above and below stylolite, vertical error bars
are 20 from wt% analysis from EDS data. For details of mass change
and strain calculations, see text. Plot (e) shows stylolite hosted strain
per recovered metre and stylolite frequency per recovered metre vs
average CaCQOj content within each core section. CaCOj content
is from coulometric analysis performed during IODP Expedition 375.
Filled points and lines correspond to the left axis and are coloured ac-
cording to depth downhole (see colorbar), coloured points are strains
per recovered metre calculated assuming a strain on each stylolite
seam of 0.7 (e.g. a & b), whereas coloured lines are strain ranges cal-
culated assuming strains on stylolite seams from 0.1 to 0.9. Unfilled
black circles are stylolite counts per recovered metre and correspond
to the right axis. The exponential fit outline in part (e) corresponds
to stylolite counts per recovered metre. As this chapter deals solely

with shortening strains, they are presented as positive.

to -44% and CaCOj change of -15 to -45 % from early pressure solution in marl
from Lacroix et al. (2015).

Relative elemental mass changes in stylolites are variable between individual
seams, but the majority of strain derives from porosity loss within the seam due to
closer grain packing and fine aluminosilicates filling in intergranular voids (Fig. 3.2).
There is, again, the possibility that some of this calculated porosity change reflects
initial spatial differences. The temporal volume change may therfore be overesti-
mated if stylolites formed on clay-rich, low porosity horizons, or under-estimate it
if stylolites reflect initial high-porosity horizons where local normal stresses were

elevated. T assume a porosity change of -40 % based on porosity calculation from

SEM BSE images (Fig. 3.3), producing volume losses of 56 % and 67 to 73 % for
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bulk stylolites and individual seams, respectively (Fig. 3.7). The calculated bulk
volume losses from dissolution are similar to those estimated from deformed shales
in the Shimanto Belt in Japan (Kawabata et al., 2007, 13 to 54 %,[), stylolites in
Cretaceous to Palaeocene chalks in the North Sea (34 to 58 %, Safaricz and Davison,
2005), pressure solution in a young marly thrust fault in the Spanish Pyrenees (14
to 44 %, Lacroix et al., 2015), and stylolites in carbonates in the Permian Zechstein

basin in Germany (25 to 39 %, Koehn et al., 2016).

3.5.2 Strain in stylolites

I now convert volume loss to shortening strain per individual stylolite and scale up
the observations, using stylolite distribution, to determine the vertical shortening
throughout Unit IV. This is done assuming uniform strain on each stylolite and is
therefore a function of stylolite frequency. As this chapter deals exclusively with
shortening strain, longitudinal strain values are expressed as positive for decreases
in length throughout the remainder of this work to more clearly express the degree
of shortening. Observational and chemical analyses of stylolites indicate uniaxial,
vertical shortening by pressure solution, but quantification of this strain is limited
in scope to what is measurable within recovered core and by detailed study of se-
lected, representative seams. All chemical volume loss is assumed to be parallel to
vertical stress (o,), providing an upper limit on strain on each stylolite. I use an
idealised stylolite, composed of seven 50 pum wide seams of shortening 0.7 (a simpli-
fied approximation of the stylolite in Fig. 3.7d), to calculate bulk uniaxial strain for
recovered core within Unit IV. These data are presented with error bars illustrating
a range in calculated strain for each individual stylolite seam from 0.1 to 0.9 (Fig.
3.7e). Bulk strain was calculated as change in length per recovered core length for

each core section from holes U1520C & D using the equation:

Erecovered = 11— <L'recovered/Lo>a (33)
where
Ly
L,= (Lrecovered - Lstyl) + (l—tyl) (34)
— Estyl
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and € ecovereq 1S the shortening strain in recovered core, Lyccopereq 18 length of recov-
ered core, L, is the undeformed thickness of recovered core, Ly, is the thickness of
stylolites within recovered core, calculated using the aforementioned idealised sty-
lolite and the frequency of stylolites observed within recovered core, and €4, is the
shortening strain on an individual stylolite (0.7 from isocon plots and porosity loss;
Fig. 3.7a & b). Where core sections spanned the contact between two lithostrati-
graphic units, the percentage recovery was assumed to be the same either side of
the boundary. The resultant shortening for each core section is plotted per recov-
ered metre of core against average CaCQOj3 content for the core section in Fig. 3.7e.
Also plotted is stylolite number per recovered metre within each core section, which
shows an approximately exponential increase in strain as CaCOg3 contents increase
above 70 %. Increased stylolite-hosted strain with increasing CaCOj3 content is also

particularly clear in the deeper sections of the core (Fig. 3.7).

3.6 Controls on fault and stylolite distribution

Both faults and stylolites cluster when spaced < 1 m apart (Fig. 3.6), meaning
they are more likely to form near an existing feature than elsewhere (Gillespie et al.,
1999). Clustering of features therefore suggests either: (1) feature formation changes
conditions to make further nearby feature formation more likely, or (2) conditions
in areas hosting many clustered features must be preferential for their formation.
While some factors controlling the distribution of faults and stylolites are shared
(differential stress, fluid pressure, etc), the distinct nature of faulting and pressure
solution (i.e. physical vs physiochemical) means that many of the factors controlling
fault and stylolite distributions are distinct. Faults likely span several small scale
lithological boundaries with far greater lengths than stylolites, and may have initi-
ated in different lithologies before propagating through the core. I therefore refrain
from suggesting any bulk controls on faulting based upon observations from drill

core and focus on stylolites and stylolite-fault interaction.
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3.6.1 Controls on stylolite formation

Because numerous factors influence stylolite formation (Toussaint et al., 2018, e.g.),
despite the large range of properties measured by IODP Expeditions 372 and 375
(Wallace et al., 2019), a peak in stylolite frequency does not always coincide with
a measured change in core properties. I therefore do not attempt to fully charac-
terise all factors which could influence stylolite formation, but rather suggest some

indicative variations which correlate with stylolite frequency.

Mineralogical control on dissolution

At a macroscopic scale, stylolites in Unit IV form anastomosing networks with low
amplitude, long wavelength roughness (Fig. 3.2a). This is probably due to the lack
of distinct mineralogical heterogeneities in a sediment dominated by carbonate and
clay (Ebner et al., 2010; Railsback, 1993). Sediments in Unit IV rarely host more
than 20% quartz and feldspar and there are no discernible peaks in stylolite fre-
quency correlating solely with an increase in quartz, feldspar, or clay content (Fig.
3.5). In contrast, stylolite frequency within clusters shows a correlation with CaCO3
content throughout Unit IV (Figs. 3.5 & 3.7e). This is logical as calcite, which the
CaCOg3 probably represents, is more soluble than the other minerals present in Unit
IV at the in situ P-T conditions (Heald, 1955; Plummer and Busenberg, 1982) and
appears to be the main dissolved material (Fig. 3.2d & e). Having said this, stylo-
lites are not ubiquitous throughout all high CaCO3 content lithologies, suggesting
high CaCOg content influences the intensity of dissolution rather than the location
of stylolite formation. This CaCOj3 content control on dissolution magnitude likely
exists between a lower bound where its presence allows dissolution and an upper
bound where there is not enough phyllosilicates to form a stylolitic residue and lo-
calise pressure solution (cf. Zubtsov et al., 2004). This is reinforced by the total
absence of observed stylolites in the mudstone, where CaCO3 content is very low,
the upper bound, as observed after dissolution is likely < 95 wt% based upon ob-
servations of abundant stylolites within the CaCOjs-dominated chalk at the base of
Unit IV.
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The relationship of stylolites and lithology

Stylolites are most common in the deepest chalk unit, ~ 650 out of 873 total stylo-
lites occur there, and as CaCOj3 content is high throughout the chalks, this stylolite
clustering requires an additional factor to explain heterogeneous stylolite develop-
ment in space. On a sub-mm scale, stylolites dissolve relatively large (< 200 pm)
fossils throughout the sediments on discrete localised seams (Figs. 3.2d & e). Fine
clay leftover from dissolution is preserved within some stylolites as fine, elongate,
grains with seam-parallel long axes (Fig. 3.2e). Dissolution of a grain would continue
until the grain contact area becomes so large that stress on that contact is below
a critical value that is needed for pressure solution to operate, and grain boundary
healing occurs (Rutter, 1983; van den Ende et al., 2019). Over the stress history
of the sediments, grain contact surfaces probably dip below this critical value when
the grain is elongated parallel to the seam, developing a shape-preferred orientation
(Fig. 3.2d & e). Such a shape-preferred orientation adjacent to stylolites has also
been reported by many previous workers (Durney, 1972; Ebner et al., 2010; Tous-
saint et al., 2018). This interaction could explain the undulating nature of stylolites
around and between fossils as they follow the path of maximum positive normal
stress perturbation relative to the background (Fig. 3.2d & e). Coupled with the
accelerating effect of clay-rich and mineralogically-diverse lithologies on dissolution
(Aharonov and Katsman, 2009; Hickman and Evans, 1995), a clay-rich horizon with
fossils interacting to concentrate stress would produce more rapid development of
stylolites than a lithology without either clay or fossils. Indeed, Railsback (1993)
shows that abundant contrast of clasts with a clay-rich matrix would host greater
dissolution than either more abundant clasts or a more clay-poor matrix.

In contrast to fossiliferous lithologies, burrow margins within bioturbated litholo-
gies host more well-developed stylolites and are more enriched in insoluble clay than
both the internal volume of the burrow and the surrounding material (Fig. 3.2c).
This enrichment suggests that where an initial concentration of clays or other insol-
uble material exists, dissolution is more localised and forms zones of well-developed
stylolites, in agreement with observations from experimentally-deformed diatomite

and gypsum-illite composite by Gratier et al. (2015) and modelling by Aharonov
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and Katsman (2009) and Hickman and Evans (1995). Bioturbated and fossiliferous
lithologies therefore have contrasting effects on stylolite development; bioturbated
lithologies concentrate fewer, more intense, stylolites locally on burrow margins while

fossiliferous lithologies host many, less intense, more spaced stylolites.

Porosity around stylolites

Porosity is lower in stylolites than in the immediately adjacent material (Fig. 3.3),
suggesting porosity loss on the order of 0.4 by material dissolution causing closer
grain packing (Macente et al., 2018; Pluymakers and Spiers, 2015). Larger porosity
losses in more porous sediments (19R1W in Fig. 3.3) show stylolites develop better
in finer grained, higher porosity sediments. Similar to previous workers, zones of
slightly increased porosity are apparent immediately adjacent to stylolites (Fig. 3.3,
Heap et al., 2018). This is consistent with smaller grain contact areas supporting
higher stresses, therefore localising dissolution. Microfossils in stylolites are partially
dissolved, showing porosity reduction where stylolites developed within sediments
hosting fossil-bound void space (Figs. 3.2 & 3.3). Absence of overgrowths adja-
cent to stylolites indicates that calcite did not precipitate immediately adjacent to
the natural stylolites studied here, suggesting either precipitation rates were pro-
hibitively low (i.e. precipitation-limited pressure solution), or there was limited so-
lute available for precipitation. Diffusion-limited and precipitation-limited pressure
solution have been reported at low temperature (< 150°C) for uniaxial compres-
sion of calcite at low (<0.04) and moderate strains (>0.04), respectively (Zhang
et al., 2010). Although not well constrained, higher stylolite-marginal porosity may
promote through-flow of fluids, allowing faster solute transport away from sites of
dissolution and effectively limiting precipitation immediately adjacent to stylolites.
Through-flow of fluids would likely freshen pore water at depth by lateral flow. This
is not reflected in downhole chlorinity data at the specific depths where stylolite
clusters were observed, but pore water sampling was too sparse to identify localised
flow around individual stylolite clusters (Wallace et al., 2019). In concert with
reduced grain size and slight shape-preferred orientation bordering stylolites (Fig.

3.2), dissolution may also have occurred within a volume surrounding the stylolite,
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as previously suggested by Ebner et al. (2010). The outward propagation of the
dissolution front from a clay-rich seam coincident with porosity reduction within
stylolites has also been recognised by Macente et al. (2018) in experiments on a
halite-biotite composite. This may explain how more well-developed stylolites grow

to encompass several seams of phyllosilicates (Fig. 3.2).

Temporal and spatial variations in a stylolite population

Given the lithological, physical, and chemical controls on the self-organising process
of stylolite formation, the final distribution in Unit IV reflects spatial changes in car-
bonate and clay content, porosity and sedimentary structure, and grain-scale stress
concentration and relative solubility (Fig. 3.5), in decreasing order of importance. It
seems the stylolite population within Unit IV is controlled dominantly by protolith
properties rather than by stylolite formation altering initial conditions. The reasons
for this are that stylolite seams (1) individually appear to have very localised regions
of influence, only altering grain shape within tens of micrometres (Fig. 3.2d & e),
(2) form very closely without directly interacting, as would be expected if exerting
a strong control on stylolite formation (Fig. 3.2b & c), (3) correlate in frequency
with peaks in bulk properties such as CaCOj3 content (Fig. 3.5), and (4) occur in
frequency peaks which are randomly distributed over the length of Unit IV when
spaced > 1 m apart (Fig. 3.6). It has been postulated that the concentration of clays
during stylolite formation accelerates and localised further dissolution, meaning sty-
lolite formation may cause further stylolite formation there (i.e. strain localisation)
(Aharonov and Katsman, 2009; Gratier et al., 2015; Hickman and Evans, 1995; Ma-
cente et al., 2018). This self-organisation means that minor initial perturbations
in the conditions outlined earlier are amplified once dissolution on stylolites begins.
The subsequent temporal evolution of a stylolite is therefore conditional upon every
previous feedback of evolving conditions with dissolution on that stylolite. It is en-
tirely possible that when stylolites occur within tens of micrometres of one another
they are also influenced by changes in conditions resulting from adjacent stylolites,
attested to by increasing clustering of closely-spaced stylolites (Fig. 3.6), but this

is not a control on the macro-scale distribution of stylolites.
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Comparing stylolite frequency from 509 to 848 mbsf at Site U1520 to that from
790 to 1350 mbsf on the Ontong Java Plateau to the north (Lind, 1993), it is clear
a far higher frequency of less well developed stylolites is present at shallower depths
at Site U1520. Lind (1993) describes an erratic, highly localised, stylolite frequency,
overall increasing in abundance with depth. Stylolites are said to be irregular in size
and localise along burrows and clasts of contrasting mineralogy. This description is
similar to what is seen at Site U1520, where randomly-distributed peaks in stylo-
lite frequency increase in intensity with depth (Fig. 3.5), burrows localise intense
stylolite-rich regions along their margins (Fig. 3.2c¢), and more fossiliferous regions
host more spaced, less well developed stylolites (Fig. 3.2c). Carbonate content in
the Ontong Java Plateau sediments is > 90%, similar to the chalk at the base of
Unit IV (Wallace et al., 2019). The difference in frequency is probably a result of
a contrast in the intensity of stylolite development at each site; the limited depth
range of Unit IV (509 to 848 mbsf) means stylolites at Site U1520 are less well
developed than they would be at the depths studied by Lind (1993). Counting is
therefore more likely to be sensitive to less well developed stylolites, leading to a
higher frequency. Regardless, controls on stylolite formation appear to be similar at
both sites, suggesting observations of calcareous-pelagic sequences are valid beyond

the Hikurangi sedimentary input sequence.

Various stylolite populations from onshore carbonate terranes have been de-
scribed so as to characterise controls on their formation and development (Andrews
and Railsback, 1997; Laronne Ben-Itzhak et al., 2014; Railsback, 1993; Toussaint
et al., 2018). Field studies of stylolites have shown they can extend hundreds of
metres parallel to bedding surfaces with either constant spacing, or as part of anas-
tomosing networks (Laronne Ben-Itzhak et al., 2014). The nature of this study pre-
cludes the comparison of lateral continuity of the stylolites described here, but local
comparisons of the spacing and interconnectivity can be made. Published studies
of stylolites focus almost exclusively on chalks and marbles, so only stylolites from
the chalks within Unit IV are compared. Spacings between stylolites within clus-
ters in the chalks of Unit IV are generally < 20 c¢m, but with much larger spacing

between randomly-distributed clusters (Fig. 3.5d). Similar spacings between indi-
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vidual stylolites have been observed in field-studies over 10’s m perpendicular to
bedding (Laronne Ben-Itzhak et al., 2014; Toussaint et al., 2018), but few studies
have observations over 100’s m such as those presented here. Stylolites have often
been described as being evenly spaced (Merino et al., 1983; Simpson, 2009), as odds
with observations presented here. This difference may a result of more complete
lithification of limestones studied in the field, or merely more time for the stylo-
lite population to develop, as characteristic factors associated with stylolites can
change through time (Peacock and Azzam, 2006). Field-based stylolite studies have
found a clear association of stylolites and fractures (Laronne Ben-Itzhak et al., 2014;
Peacock and Sanderson, 1995), likely due to the concentration of stress at stylolite
tips and surfaces (Zhou and Aydin, 2012). The lateral tips of stylolites were not
observed in this study due to the narrow sampling width of the drill core used, but
the co-occurrence of fault and stylolite clusters suggests an association of stylolites
and faults (discussed in more detail in Section 3.6.2).

At the grain scale the stylolites observed here are much lower amplitude, and
therefore likely lower strain (Heald, 1955) than those often presented in field studies
(Laronne Ben-Itzhak et al., 2012). The width of insoluble residue within stylolites
observed here varies but is generally < 1 mm in core image scans and < 250 um
in individual seams (Fig. 3.2). In more well-developed stylolites observed elsewhere
the thickness of insoluble material has been recorded as up to 2 mm in individual
seams and 1 cm for the stylolite as a whole (Peacock and Azzam, 2006; Railsback,
1993). Stylolites observed in the field also appear to show more variety in their am-
plitude and grain-related morphology (Toussaint et al., 2018) than the anastomosing
seams observed in oceanic carbonate sediments (Fig. 3.2; Lind, 1993). The greater
variety of rock types, longer development time, and greater overburden associated
with stylolites observed within calcareous lithologies in the field likely led to higher

amplitude, more complex stylolites with more varied morphologies.

3.6.2 Interactions between stylolites and faults

Micro-scale observations of faulting within Unit IV were limited, but faults appear

to coincide with clay-rich weak layers prior to later alteration of their damage zone
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(Fig. 3.4). Thick (< 3 mm) clay-rich seams, concentrated by pressure solution,
are present either side of normal faults. These seams likely formed prior to fault
formation, based on good preservation of the fault surface and the low strain rates
at which pressure solution occurs relative to brittle fault formation by fracturing
(Fig. 3.4, Gratier et al., 2013; Paterson and Wong, 2005). The brittle faulting
therefore probably localised within pre-existing clay-rich seams, exploiting thin zones
of relative weakness from previous viscous deformation (Viti et al., 2014). Both fault
textural and distribution data, therefore, suggest stylolites are at least partially
responsible for fault localisation in Unit IV.

Where brittle fault surfaces are localised on strain-weakened low-angle surfaces,
slip would result in cm-scale damage zones comprising both tensile and shear frac-
tures adjacent to the slip surfaces (Fig. 3.4). These fractures represent new fluid
pathways, rapidly increasing the surface area (sensu. Gratier et al., 1999) on which

pressure solution can occur.

3.7 Modelling uniaxial strain accommodation by
pressure solution

The age, depth, and chemical constraints on the stylolite population described in
this study provide an opportunity to compare strain accommodation from published
constitutive models of pressure solution (Rutter, 1976; Spiers et al., 2004, 1990;
Zhang et al., 2010) to strains calculated from direct observations of core from Site
U1520 (Section 3.5.2). Strain rates on individual stylolite seams studied here (of
strain 0.7; Fig. 3.7a & b) range from 3.7 x 10716 to 2.2 x 1071 s7! for ages of
60 Ma and 1 Ma (Fig. 3.1d), respectively. Although these are at the slow end of
typical average geological strain rates in deforming zones (Fagereng and Biggs, 2019;
Pfiffner and Ramsay, 1982). Calculations of strain from stylolite frequency likely
underestimates strain as they do not account for dissolution outside stylolite seams.
The population of stylolites described here has been well characterised under well-
defined P-T conditions, providing a directly comparable natural analogue for the

pressure solution described in the aforementioned models. I therefore use data from
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Site U1520 to construct a history of physical conditions and strain from intergranular

pressure solution for the ~ 60 Myr history of Unit IV.

As pressure solution is rate-limited by the slowest of the serial processes of dis-
solution, diffusion, or precipitation, it is important to select the most appropriate
model. The presence of partially-dissolved fossils suggests dissolution is not the
rate-limiting factor for pressure solution on stylolites (Fig. 3.2), but as transitional
diffusion or precipitation-limited behaviour has been reported for calcite under con-
ditions analogous to those studied here (Zhang et al., 2010), discerning the dominant
rate-limiting factor from diffusion and precipitation is less clear. Based upon the
observed lack of overgrowths adjacent to stylolites, I earlier inferred fluid flow and so-
lute removal away from sites of dissolution in a system that is at least partially open
(Section 3.6.1), limiting local re-precipitation. If solute was rapidly removed from
sites of dissolution, geochemical gradients would have been high at sites of dissolu-
tion and diffusion-limited pressure solution would have been faster than modelled in
a closed system. I therefore use equations for diffusion-limited pressure solution as
a lower bound on strain rate. As the number of assumptions within the modelling
is large, I limit discussion of absolute strain magnitudes, instead focusing on the
location of pressure solution localisation onto stylolites and which factors within the

modelling could be better constrained.

I use the age model described earlier and reported in Wallace et al. (2019) to
calculate past sediment depth at each depth and time step before calculating tem-
perature and vertical stress using density data and a modern geotherm derived from
measurements collected at the site (Fig. 3.1). I calculate stress conditions for pore
fluid factors of 0.4 and 0.95 for comparison of the effect of elevated pore fluid factor.
Solubility (Plummer and Busenberg, 1982) and diffusivity (Nakashima, 1995) are
calculated from estimated temperatures (20-33 °C, Fig. 3.2.2) and are used with a
relatively thin grain boundary fluid film thickness of 1 x 107 m (Renard et al., 1997)
and an equation accounting for measured porosity at each depth (Pluymakers and
Spiers, 2015) to calculate strain rate using published equations for diffusion-limited
pressure solution (Rutter, 1976; Spiers et al., 2004, 1990; Zhang et al., 2010). I scale

this modelled strain rate by the calcite content at that depth, both linearly and fol-
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lowing the scaling relation of (Zubtsov et al., 2004) (see Section 3.7.2). Full details
of the modelling methodology are available in the supplementary information (Text

S1 to S2).
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Figure 3.8: Pressure solution model inputs and outputs with time.
Plots show (a) sediment depth, (b) temperature and solubility cal-
culated from Plummer and Busenberg (1982), (c) lithostatic and hy-
drostatic stress, (d) effective normal stress, (e) strain rate from dif-
fusion controlled dissolution of calcite according to published models
for pressure solution (Rutter, 1976, 1983), and (f) cumulative strain
from diffusion controlled dissolution of calcite at the top and bottom
of Unit IV with time. Inset in (f) is zoomed area showing cumula-
tive strain at top of Unit IV. Most plots show results for the bottom
(848.45 mbsf) and top (510.96 mbsf) of Unit IV. Plots of are for a
grain size of 100 um. As this chapter deals solely with shortening

strains, they are presented as positive.

Several assumptions are made within the history of physical conditions. Not
least that data collected at a point during IODP Exp. 375 are representative for
density, composition, porosity, and temperature gradient in the incoming sequence.

I extrapolate these values back in time using an age model based upon macrofossils,
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microfossils, and palaeomagnetic reversal ages, all of which have varying degrees of
dating error (Fig. 3.1d). The only assumed constant condition throughout the his-
tory of the sediment is the modern temperature gradient from the seafloor downward,
applied at each time step during the history of deposition. The main consequence of
the temperature gradient is variability in the solubility of calcite, which is inversely
correlated with temperature (Plummer and Busenberg, 1982). A higher temper-
ature gradient, possibly due to higher heat flow from younger underlying oceanic
crust (Villinger et al., 2002), would therefore reduce calcite solubility early in the
sediment history. The model therefore probably overestimate calcite solubility in
the early history of the sediment. Further to this, no attempt is made to quantify

calcite solubility with increasing stress due to the lack of empirical published data.

Following constituitive equations for diffusion-limited pressure solution, grain
scale diffusivity effects within the model are captured within the diffusion coef-
ficient and mass transfer width terms (Rutter, 1976, 1983). A simple Arrhenius
temperature dependency (Nakashima, 1995) is unlikely to capture the complex-
ity of electrochemical and grain boundary effects on the diffusion coefficient (D),
while a single value for the mass transfer path width (.S) ignores the complexity of
sub-grainsize fluid pathways throughout grain boundaries between like and unlike
minerals (Renard et al., 1997; Zubtsov et al., 2004). Furthermore, these values are
likely to evolve with time and strain as well as the physical background conditions
modelled here, possibly explaining the difference between modelled and observed
strains (Fig. 3.10). I note that I have used a low-end value for the grain boundary
fluid film thickness, and current rather than initial porosities - these assumptions
will tend to underestimate strain rates. Porosity within the sediments is present
within and without spherical fossils (Fig. 3.3), meaning porosity estimates from the
core are likely greater than what is realistically available for precipitation of solute,
if such precipitation does not occur within shells. The intra-fossil porosity is not
accounted for in the model, and the resulting strains are therefore likely to be over-
estimated. I consider this to be of relatively minor importance given the number of
assumptions in the modelling, and choose to focus discussion on the distribution,

rather than magnitude, of strain from pressure solution.
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3.7.1 Modelling results and pressure solution controls

Modelled strain rates and cumulative strains are shown for the top and bottom of
Unit IV in Figs. 3.8e & f, and for the whole of Unit IV in Figs. 3.9¢ & d. Throughout
the history since sediment deposition the dominant control on the modelled strain
rate is the sediment depth (Fig. 3.9a), controlled by the age model for the site (Fig.
3.1d) and expressed by effective normal stress (Figs. 3.8d & 3.9a) and temperature
(Fig. 3.8b). After initial deposition, slow accumulation of sediment caused strain
rate to increase gradually in the deepest 125 m of Unit IV during the first 50 Myr
of the modelled history (from > 107165 to ~ 10716 s71; Figs. 3.1le, 3.8e, & 3.9c¢).
These strain rates are relatively slow by geological standards (Fagereng and Biggs,
2019; Pfiffner and Ramsay, 1982), but were sustained long enough (until 15 Myr
ago) to accommodate strains of up to ~0.08 before the upper ~ 215 m of Unit
IV were deposited (Figs. 3.8a, 3.8f, & 3.9¢). Around 15 Myr ago, the age model
dictates continuous sedimentation rate increases up to the present (Fig. 3.8a). This
manifests as fluctuating, relatively rapid increases in modelled strain rate (up to
~ 107155 s71) over ~ 14 Myr, until rapid loading of turbidites in Units I-III in the
last ~ 1 Myr increases strain rates further (up to ~ 107'° s7!; Figs. 3.8¢ & f, &
3.9¢c & d). This strain rate increase has the most marked effect in the deepest 100
m of Unit IV, where sediments are over 25 Myr old (Figs. 3.8f & 3.9d).

At a given time-step modelled strain rates generally increase with depth, fluctu-
ating locally because of local variations in porosity and calcite content (Fig. 3.9d).
Strain rates are highest between 825 and 850 mbsf, where calcite content is high, with
local maxima coinciding with large fluctuations in measured porosity (e.g. ~ 830
and ~ 840 mbsf in Fig. 3.9c). Unsurprisingly, this depth range of higher modelled
strain rates, and the local maxima within it, have the highest modelled strain within
Unit IV (Fig. 3.9d). Final strains at the local maxima are up to 0.05 above the
background within this depth range, even when the lower strain sediments are > 10
Myr older (~ 840 mbsf vs ~ 845 mbsf in Fig. 3.9d).

The constant geothermal gradient applied during the modelling means temperature-
dependent factors effectively become depth-dependent, and the variation of solubility

and diffusivity with temperature can be discussed alongside that of depth-dependent
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factors such as effective normal stress. During the first 50 Myr of the model, the
deepest calcareous sediments (> 700 mbsf) maintain low effective normal stresses
(< 2 MPa) and temperatures (< 10°C), corresponding to high solubilities (> 1075¢
m?/m3; Figs. 3.8b-d & 3.9a & b). The strain accumulated over this period (up
to 0.08) is not negligible compared to final totals in the model (up to 0.15), but
rapid loading in the more recent history of the model increases strain rates from
~ 1071 57! to around 107 !% s7!, adding an extra strain of 0.07 over the final 15
Myt of Unit IV at average strain rates of approximately 107156 s=1. This is similar
to the accumulated strain over the previous ~ 50 Myr and, while not surprising,
illustrates how a non-linear history of sedimentation or stress loading may affect
rates of pressure solution during the history of deformation. Changes in effective
normal stress, reflected in the modelled strain rate (Fig. 3.9¢), are even more ap-
parent when pore fluid pressure is increased to near-lithostatic levels, reducing the
stress driving dissolution and the modelled strain rate, and limiting the resultant

strain (Fig. S1).

3.7.2 Comparing modelled and calculated strains from pres-

sure solution in Unit IV

Calculation of stylolite-hosted strain within Unit IV is based on stylolite frequency
and strain on each individual stylolite seam (Fig. 3.7), meaning total calculated
strain reflects stylolite frequency in core image logs (Figs. 3.5 & 3.9). This stylolite-
hosted strain is likely a minimum value for strain within the whole of Unit IV, as
pressure solution is likely to act upon much of the depositional layering as a dia-
genetic process (Gratier et al., 2015) and I have not quantified strains caused by
granular flow or faulting. Modelled strains, however, are calculated using equations
derived from experiments of distributed dissolution and bulk shortening rather than
that localised on stylolites (Rutter, 1976, 1983; Zhang et al., 2002, 2010). Strains
are therefore comparable within the depth range of stylolite clusters or over length
scales encompassing several clusters (> 1 m). Modelled strain from pressure solu-

tion at hydrostatic fluid pressure is almost always higher than observed strain, each
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Figure 3.9: Calculated conditions for the full depth of Site U1520
with time. Coloured plots show (a) effective normal stress, (b) calcite
solubility, (c) strain rate, and (d) cumulative strain with depth and
time. Grey lines on colour plots show contacts between simplified
lithological units within Unit IV, model results are for a grain size

of 100 pm. As this chapter deals solely with shortening strains, they

with peaks which rarely coincide (Fig. 3.10a). When studied at the length-scales of

lithological units (10s to 100s m) or core sections (~ 10 m), calculated and modelled

strains rarely agree, with modelled strains almost always exceeding the measured

magnitude of strain (Figs. 3.10b & c¢). At near-lithostatic pore fluid pressures, the

model reproduces the average strain magnitude when compared over larger length

scales (Figs. 3.10e & f), but does not reproduce observed stylolite clustering, giving

lower than measured strain within stylolite clusters and higher than measured strain

between clusters (Fig. 3.10d). As modelled strain uses bulk properties throughout

the core and stylolites host highly localised dissolution, it seems that stylolite for-

mation is controlled by local perturbations not accounted for in the models. This is
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not surprising as I cannot model unknown initial heterogeneities in the sediment col-
umn, and the models are therefore averages over multiple clusters. Despite attempts
to integrate the evolution of some of the parameters controlling stylolite evolution,
the use of the constitutive equations of pressure solution (Gratier et al., 2013; Rut-
ter, 1976, 1983; Spiers et al., 2004, 1990) conceived and calibrated with constant or
controlled parameter values do not accurately predict the location or magnitude of
cumulative strain of intensive dissolution on stylolites. Beside the possible uncer-
tainty on the values of the various parameters of the equations, the evolution of the
parameter values with stylolite evolution is not yet enough constrained within the

model, particularly the effects of self-organized processes.

Porosity is variable both within Unit IV and locally around stylolites (Section
3.6.1 & Fig. 3.3). The coincidence of observed stylolite clusters and localised
porosity peaks (e.g. at ~ 760 and ~ 805 mbsf) is consistent with observations
of greater volume loss and increased resultant shortening strain in higher-porosity
zones (19R1W in Fig. 3.3). Modelled strains have local high-frequency variations
with depth due to variable porosity and calcite content measured throughout Unit
IV (Figs. 3.5¢ & d). With depth, some peaks in cumulative modelled strain coin-
cide with peaks in stylolite-hosted strain (Figs. 3.10a & d). Previous studies that
show strain increases with increased contact stress over reduced grain contact area
(Niemeijer et al., 2002; Pluymakers and Spiers, 2015; vanadenaEnde et al., 2018;
Zhang et al., 2010), suggesting that applied variations in strain rate with porosity
may be, at least partially, representative of variations in pressure solution within

natural basins containing calcareous sediment.

Composition is another important difference between the sediments studied here
and the materials used to study the dissolution of pure calcite (Rutter, 1976, 1983;
Zhang et al., 2002, 2010). My attempt to account for the heterogeneous mineralogy
of Unit IV by limiting strain from dissolution to soluble grains does not account for:
(1) the accelerating effects of electrochemical potential on pressure solution across
mineralogically-heterogeneous grain boundaries; or (2) stylolite localisation associ-
ated with increased clay fraction at particular horizons (Aharonov and Katsman,

2009; Greene et al., 2009; Hickman and Evans, 1995). Furthermore, stylolites are
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typical of pressure solution in dominantly-calcareous sediments whereas pressure
solution within more clay-rich sediments would likely occur on depositional layer-
ing, accommodating vertical shortening without forming stylolites (Gratier et al.,
2015). Evidence for this pressure solution in more clay-rich lithologies would be
difficult to observe and has not been counted here as a straining feature, meaning
measurements of stylolite-hosted strain are likely a minimum value for the whole
of Unit IV. Previous experiments on pressure-solution in two-phase mixtures found
a linear scaling relationship exists between strain rate and soluble species content
up to 50%, where it plateaus until 70% soluble species, before decreasing linearly
at soluble species contents of 70-100% (Zubtsov et al., 2004). This was thought to
be because diffusion in a fluid phase trapped along grain contacts between different
minerals is faster than along grain contacts between the same mineral. The min-
eral assemblage varies significantly throughout Unit IV (Fig. 3.5), and variations
in grain-scale factors such as these could account for variations in observed strain
that have not been recreated in the model. T apply the scaling relation of Zubtsov
et al. (2004) but find it does not better recreate calculated stylolite-hosted strain
distribution or magnitude (Fig. S2). Better quantitative constraints to measure and
model the effect of grain-scale processes on macroscopic strain, by both distributed
and localised pressure solution, would aid the ability of models to recreate observed

trends in strain.

Cumulative strains modelled over the history of Unit IV vary significantly in
magnitude from those estimated from stylolite mass loss and frequency. Model
results for grain sizes of 10 and 100 um vary over three to four orders of magnitude,
and agreement of calculated and modelled strains is only achieved at hydrostatic
fluid pressures when the modelled grain size is > 100 um (Figs. 3.10b & c¢) and at
near-lithostatic fluid pressures when the modelled grain size is > 50 um (Figs. 3.10e
& f). The mean grain size measured in the chalks in Unit IV is < 40 pym, with larger
microfossils < 200 pm (Fig. 3.2), suggesting either (1) the model overestimates
strain rate from grain dissolution, (2) near-lithostatic pore fluid pressures have been
sustained for long periods of the sediment history, (3) not all pressure solution

forms stylolites, or (4) strain within Unit IV is controlled by the dissolution of
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grains larger than those comprising the matrix (Figs. 3.9 & 3.10). The dissolution
of microfossils seen in microstructural observations suggests the latter may be the
case, though matrix grains also appear to be dissolved, showing a shape-preferred
orientation adjacent to stylolites (Fig. 3.2). Alternatively, the fine-grained nature of
the sediment, and possible fluid compartmentalisation by overlying low permeability
mudstones (Fig. 2.2b), may locally lead to greater than hydrostatic pore fluid
pressures during the history of the sediment, reducing effective vertical stress and
subsequent dissolution. However, there is no other evidence, such as fractures, veins,
or fluid escape structures, indicative of sustained near-lithostatic fluid overpressures
at Site U1520 (Wallace et al., 2019). A further point for consideration is the diffusive
distance (d) is assumed to be equal to the grain size in the model. It may be that
in systems where lateral long-range solute transport may be operating (e.g. in an
open system with advective transport of calcite) diffusive distance can be larger than

grain size (Dewers and Ortoleva, 1990; Gundersen et al., 2002; Lehner, 1995).

3.7.3 Forward modelling pressure solution to the plate in-

terface

Having modelled pressure solution in Unit IV through the last ~ 60 Myr to the
present day, I also extend the dissolution model to show the final effect of pressure
solution when the sediments reach the toe of the Hikurangi plate interface. I use
the thickness of sediment overlying Unit IV from Site U1520 to the toe of the thrust
on seismic line 05CM-04 to calculate vertical stress into the future (Fig. 2.2; Barnes

et al., 2020). Strain rate from pressure solution is calculated as previously.

The thickness of sediment added is less than 500 m at the toe (Fig. 2.2), reflected
by a change in normal stress of ~ 4 MPa (Fig.S3). Similarly, a minor change in
calcite solubility results from higher temperature with increased depth. The distance
between Site U1520 and the toe of the megathrust is relatively short (~ 20 km),
occurring rapidly compared to the previous model and hosting shortening strain
increases of less than 0.025 throughout Unit IV (Fig. S3). The small difference in

strains indicates the majority of pre-subduction dissolution-hosted strain has already
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Figure 3.10: Comparison of modelled and calculated strains for com-

paction by stylolites at hydrostatic or near lithostatic fluid pressures
within Unit IV. Plots show (a & d) final strain with depth per metre,
(b & e) strain within each lithology and all of Unit IV (outlined in

black), and strain within each core section (¢ & f) for hydrostatic

(a-c) and near-lithostatic (d-f) pore fluid pressures. Error bars show

strain ranges for individual stylolite seams of strain 0.1 to 0.9 used

in calculation of bulk strain. As this chapter deals solely with short-

ening strains, they are presented as positive.

been accommodated within Unit IV over the last (~ 60 Myr), so that stylolites

observed at Site U1520 are likely very similar to those existing within Unit IV at

the toe of the megathrust.
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3.8 Future subduction of Unit IV and rheology of

the current plate interface

Modelled and observed strains from pressure solution in Unit IV at site U1520 are
comparable when averaged over tens of metres and using a diffusion length scale
comparable to the coarsest sediment fraction. Forward modelling to the toe of the
megathrust shows only a slight change in strain, suggesting the majority of pre-
subduction compaction had already been accommodated by the time the sediment
reached Site U1520 (Fig. S3). Depth-converted seismic profiles indicate the lower
part of Unit IV is likely the protolith for the localised plate interface, where it is

likely to accommodate shear strain during subduction (Barnes et al., 2020).

3.8.1 Rheological variation throughout Unit IV

Unit IV is highly variable with regards to mineralogy, porosity, and lithological
texture (Fig. 3.5). These factors, along with partial lithification and abundant
pore water, are likely to influence slip and deformation style and contribute to a
heterogeneous plate interface (Barnes et al., 2020; Delle Piane et al., 2017; Mit-
tempergher et al., 2018; Sample, 1990; Skarbek and Rempel, 2017; Wallace et al.,
2019). Compounding this, the calcareous-pelagics in Unit IV overlie a sequence
of volcanic conglomerates, completely rheologically distinct and even more locally
variable (Barnes et al., 2020; Wallace et al., 2019). The rheology of intact lithologies
comprising Unit IV at the plate interface would therefore already be locally vari-
able, but pre-subduction strain on faults and stylolites will cause local changes in
rheology from those predicted for the intact sediments of Unit IV.

Strains calculated from stylolites within Unit IV are not large. Uniaxial short-
ening strain for the entirety of Unit IV is ~0.004, but represent local accumulation
of insoluble clays within each discrete < 1 mm-thick stylolite (Fig. 3.2). Each sty-
lolite does not host enough insoluble clay to significantly alter the rheology of the
bulk rock, but where stylolites cluster the accumulation of clays within stylolites
may become locally-significant (Fig. 3.5). Stylolites cluster when less than 1 m
apart (Fig. 3.6), with clusters hosting up to 80 stylolites per metre (Fig. 3.5). Clay
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concentrated on stylolites in these clusters represents strain-weakened horizons from
early viscous deformation due to the weakness of clay relative to the encompassing
carbonate (Boulton et al., 2019; Rabinowitz et al., 2018), possibly significant enough
to locally alter bulk deformation style. Indeed, some faults in Unit IV are localised
along clay-rich seams of similar thickness to those within stylolites (Figs. 3.2 &
3.4). Clusters of stylolites increase in intensity with depth, increasingly altering
lithological texture and resultant deformation style on increasingly interconnected

anastomosing stylolite seams (Figs. 3.2, 3.5, & 3.11).

Faults within Unit IV are rheologically variable, with weak surfaces between
two moderately weak zones of damaged material (Figs. 3.4 & 3.11). Individual
fault and fracture zones are more commonly considered than stylolites as zones
of strain-weakening, likely to host later deformation (Ferraro et al., 2018; Leah
et al., 2018; Mitchell and Faulkner, 2009), but clustering of faults in Unit IV makes
contemporaneous reactivation of several faults within a centimetre to metre-thick
volume likely at the plate interface (Figs. 3.5, 3.6 & 3.11). In addition, pressure
solution has concentrated phyllosilicates on fractures in damage zones, concentrating

clays and further weakening areas hosting fault clusters (Figs. 3.4 & 3.11).

3.8.2 Future décollement location and deformation localisa-

tion

Within Unit IV, clusters of clay-rich stylolite seams or fracture-bound faults repre-
sent these low volume-fraction phases with lower shear strengths than the host rock,
likely to localise deformation at the plate interface. Rheological heterogeneity is an-
other key factor in deformation localisation during reactivation of pre-existing weak-
nesses (Imber et al., 2008; Leah et al., 2018; Lyakhovsky et al., 1997; Willemse et al.,
1997) and stylolite and fault clusters represent heterogeneous intervals throughout
Unit IV. One particular interval, near the base of Unit IV (835 to 845 mbsf; Fig.
3.5), hosts nearly 400 stylolites in two large clusters, increasing the volume fraction
of clay present by localised pressure solution (Fig. 3.5). This increased clay fraction

creates a shear strength contrast within the sediments, making strain more likely to
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Figure 3.11: Schematic overview of strain localisation and weakening
in Unit [V at Site U1520 and its possible future rheological behaviour
during subduction. Sketches with notes (above) show locally impor-
tant textures and rheological notes from Unit IV at various stages
during subduction (middle). Thermal gradient (below) is from An-
triasian et al. (2018), resultant calcite solubility is calculated using
the method of Plummer and Busenberg (1982).

localise there when subject to shear stress. Shallower in the sediment stack, mud-
stones within Unit IV (e.g. ~ 720 to 740 mbsf) may also be significantly weaker
layers likely to localise shear strain. The localisation of deformation likely to oc-
cur upon reaching the plate interface would manifest as incrementally greater shear
strain is accommodated in the weaker horizons rather than in the stronger intervals,
creating a thin cumulative volume hosting high shear strain, including a likely hori-
zon near the base of Unit IV (Fig. 3.11). This localisation of strain in the sediments
adjacent to the volcanic basement could be complicated by basement topography,
which has been shown to be highly variable at the Hikurangi margin (Barnes et al.,

2020).
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3.8. Future subduction of Unit IV and rheology of the current plate interface

3.8.3 Deformation mechanisms at the plate interface, impli-

cations for slow slip

Slip on faults and fractures within their damage zones will be frictional, with prop-
erties controlled by that of the material on the fault. Where faults have localised
upon pre-existing stylolites, therefore, slip character is likely to be controlled by
phyllosilicates localised in the stylolite seam (Fig. 3.4). Where faults have formed
away from stylolites, frictional slip is likely to reflect the bulk protolith, dominantly
calcite (Fig. 3.5). Calcite and clays are likely to mix during slip, possibly by weak
phase smearing (Rutter et al., 2013). Friction on these surfaces would likely be dom-
inated by phyllosilicate-hosted slip with a lesser component of calcite. This would
lead to a mixture of velocity strengthening and weakening conditions over varying
conditions and could provide appropriate conditions for unstable slow slip on the

plate interface (Boulton et al., 2019; Rabinowitz et al., 2018; Tesei et al., 2014).

Localised slip surfaces are also likely to form on weak, clay-rich stylolites, where
they could accommodate shear strain by a combined frictional-viscous flow mecha-
nism (Bos, 2002; Gratier et al., 2013; Willemse et al., 1997). This entails frictional
slip on an anastomosing phyllosilicate foliation with removal of material from grains
within the foliation by pressure solution, similar to deformation modelled for quartz-
bearing gouge by Den Hartog and Spiers (2014) or less phyllosilicate-rich halite or
quartz-bearing gouge by Bos (2002). As calcite solubility is high at low temperatures
(Plummer and Busenberg, 1982), abundant calcite within these deforming zones will
likely deform by pressure solution at the shallow plate interface. Intensive pressure
solution would cause volume loss from the volume accommodating shear between
clasts, possibly increasing relative clay volume fraction within the sliding portion
of the plate interface shear zone and altering the shape of clasts (Gratier et al.,
2015), thereby causing strain weakening. Alongside this, carbonates experience sig-
nificantly more variable deformation at relatively low temperatures than their silici-
clastic counterparts, including recrystallisation (Kennedy and White, 2001), crystal
plasticity (Verberne et al., 2013), and variable frictional properties (Verberne et al.,
2014).
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Chapter 3. Brittle and viscous strain localisation and weakening in pelagic
sediments seaward of the Hikurangi margin

Within a plate interface shear zone hosting grain size reduction of heterogeneous
materials over varying depths, pore fluid pressures, and temperatures (Barnes et al.,
2020), it is likely pressure solution will be locally variable on the sub-mm scale,
removing and re-depositing material locally around grains or clasts. At shallow
depths, the temperature gradient of the northern Hikurangi Margin is thought to
be relatively high (Antriasian et al., 2018), corresponding to a rapid reduction in
calcite solubility as materials are buried (Fig. 3.11). The ability of pressure so-
lution to cause removal of calcite, therefore, is greatly reduced outside regions of
low temperature, likely corresponding to less than ~ 150 °C or 10 to 15 km depth
(Fig. 3.11; Antriasian et al., 2018). This is a similar depth to the deeper end of
the slow-slipping zone, possibly indicating that pressure solution of calcite may de-
crease in relative importance as a mechanism accommodating deformation at the

plate interface outside the area recognised to host slow slip.

3.9 Conclusions

o Unit IV at Site U1520 hosts clustered faults and stylolites within muddy
pelagic carbonates with variable composition. The frequency of stylolites in-
creases with depth, whereas faults are more common within several shallower

horizons.

« Stylolite frequency increases approximately exponentially with CaCOg3 con-
tent. Stylolites comprise anastomosing individual seams, each hosting mass
losses of 11 to 45% within a horizon of lower porosity compared to the host
rock. Uniaxial shortening, accounting for porosity change, is high on individ-
ual stylolite seams (~ 0.5) but small over greater distances because localised
horizons host dissolution. Stylolites concentrate clays by dissolution, forming

localised clay-rich surfaces within a mostly intact host rock.

« Stylolite distribution reflects an interplay of grain-scale physical and larger
scale compositional factors, forming most commonly where calcite content is

high, clay is present to accelerate dissolution, or high initial porosities localise
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3.9. Conclusions

dissolution.

Faults in Unit IV are present in more lithified units, locally exploiting pre-
existing stylolites. Slip surfaces host adjacent cm-scale damage zones which
have themselves undergone pressure solution, showing that mixed brittle and

viscous deformation occurs at very shallow depths in calcareous sediments.

I model pressure solution using published models for intergranular pressure
solution of carbonates over the depositional history of Unit IV. To do this I
determine an absolute P-T-t history using porosity, density, age, and temper-

ature constraints from IODP Exp. 375.

Despite incorporating modern day composition and the temporal evolution of
stress and temperature into the pressure solution model, the locations and
magnitudes of strain within stylolite clusters observed within Unit IV are not
well reproduced at hydrostatic or near-lithostatic fluid pressures. At hydro-
static fluid pressures I find agreement at grain sizes corresponding to coarse
fossils within the sediment, possibly consistent with porosity loss inferred from
stylolite microstructure. At near-lithostatic fluid pressure, observed and mod-
elled strains agree at more common grain sizes in the sample, though this
requires sustained periods of high pore fluid during the ~ 60 Myr history of
Unit IV.

Strain from localised dissolution on stylolites is likely overestimated using a
bulk pressure solution model due to the complexity and evolution of sub-grain
scale fluid pathways and diffusivities not fully captured within the applied
model. I show that a linear scaling of calcite volume percent and strain rate is
overly simplistic, and that the relationship of grain-scale effects within pressure

solution models must be better constrained with composition, time, and strain.

I extend the model to the toe of the megathrust and show that dissolution
causes negligible change in strain between present day and initial subduction

of the sediment column at Site U1520.
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Chapter 3. Brittle and viscous strain localisation and weakening in pelagic
sediments seaward of the Hikurangi margin

o Shear within the carbonaceous Unit IV at the plate interface is likely to localise
in weak horizontal horizons including clay-rich stylolite clusters at the bottom
of Unit IV, slipping by frictional-viscous mechanisms with variable frictional

stability due to composition heterogeneity within stylolite clusters.

o Pressure solution of calcite is likely an important viscous mechanism acting
on the grain scale throughout the slow-slipping zone and at shallow depths
on the plate interface. Indeed, the down-dip end of slow slip events (15 — 20
km) roughly correlates with where carbonate solubility becomes negligible.
Throughout the slow-slipping zone and the shallow plate interface, other de-
formation mechanisms in the chalks and clay-rich muds are likely highly vari-

able.

o The role of carbonate in accommodating shear at the Hikurangi Margin is
emphasised, as this dramatically alters slip characteristics and deformation

style compared to siliciclastic sediment.
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Chapter 4

3D Imaging of the northern
Hikurangi margin using

high-resolution receiver functions

Whereas drilling provides very good near-surface data and active seismic surveys pro-
vide high-resolution data within ~10 km of the surface (e.g. Barnes et al., 2010; Bell
et al., 2010), deeper parts of subduction zones are more difficult to study. At depths
where wide-angle controlled-source reflected seismic waves are too weak to coherently
image (> 10 km depth), converted seismic waves from distant global earthquakes
can be imaged with the use of teleseismic receiver functions (e.g. Langston, 1979).
This chapter is concerned with imaging actively-deforming volumes of the northern
Hikurangi margin and tracking input sediments down-dip (Chapter 3) using the re-
ceiver function method applied to teleseismic data recorded by the NZ3D array. The
receiver function method is usually applied to image deeper horizons, such as the
Moho at > 25 km depth, due to its frequency content of < 1 Hz (Langston, 1979).
In this chapter I use a new method to deconvolve receiver functions with a frequency
content up to 4 Hz, allowing imaging of shallower horizons than has previously been

possible in a subduction zone setting.
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Chapter 4. 3D Imaging of the northern Hikurangi margin using high-resolution
receiver functions

4.1 The receiver function method

Consider a P wave arriving at a seismometer from a large magnitude (M6+) earth-
quake 30-90° epicentral distance away. The arrival time series recorded at the station
can be considered the result of a convolution of (1) the pure incident wave, (2) seis-
mic noise, (3) the response of the instrument, and (4) the Earth structure through
which the wave has travelled. As the wave travels through the Earth, and encoun-
ters velocity discontinuities (e.g. the Moho), P wave energy is converted into an S
wave that radiates from the discontinuity (Fig. 4.1). The direct P wave comprises
motion parallel to its path and is therefore dominant on the vertical component of a
3-component seismometer. P-to-S converted phases are recorded best on radial com-
ponent seismograms, but further analysis is required to isolate the arrivals within
the P-wave coda. To achieve this, teleseismic receiver functions are calculated by

deconvolving the vertical from radial component seismograms (e.g. Langston, 1979).

PpPs
b Ps p

— Swave
— P wave
(not to scale)

Ps piercing point P
PsSs
. . . PpISs + PsF;’s
-5 0 5 10 15 20 25
time after P arrival [s]

Figure 4.1: Schematic summary of earthquake arrival at a seismome-
ter showing (a) the approximate geometry of various converted and
reflected phases and the ZNE (vertical, north, east) and ZRT (verti-
cal, radial, transverse) coordinate systems and (b) the resultant radial

receiver function. Part (b) redrawn after Ammon et al. (1990).

A radial P-to-S receiver function begins at the P wave arrival time (¢ = 0) and
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4.2. The NZ3D seismic array

comprises a series of peaks and troughs representing arrivals and multiples from
conversion horizons in the subsurface (Fig. 4.1b). Conversions are strongest at
horizons of high velocity contrast; smooth velocity depth profiles with no strong
contrasts will produce receiver functions with no clearly-defined peaks (e.g. Ogden
et al., 2019). Where crustal structure is relatively simple, the direct Ps conversion
and several multiples (PpPs, PsPs, and PpSs) can be observed (Fig. 4.1). These
multiples arrive at different times, controlled by the velocity structure through which
they have passed.

Rays arrive at the station sub-vertically, at an angle between the arrival and
Earth’s surface () controlled by the velocity (v) structure. These parameters are
used to define the horizontal slowness (p = sin(#)/v) which can be used to calculate

the theoretical arrival time of a P to S conversion using

1 1 '
W—pQ—\/W_}ﬁ‘? (4'1)

where z is the thickness of the layer, V; is the S wave velocity of the layer, p is the

slowness of the ray, and V,, is the P wave velocity of the layer. The points where each
conversion occurs are known as piercing points (Fig. 4.1a). Additional complexity is
included when imaging anisotropic or dipping layers. Subduction zones host dipping
shear zones and folded lithologies, meaning they have much inherent heterogeneity

and imaging them with receiver functions is therefore non-trivial (e.g. Abers et al.,

2009).

4.2 The NZ3D seismic array

The NZ3D seismic experiment is a large project to elucidate slow slip observed at
the northern Hikurangi margin (see Chapter 2) using land-based and ocean-bottom
seismometer (OBS) arrays and offshore 3D active seismic surveys to collect wide
angle refraction and reflection data with broad ray coverage (Bell et al., 2018).
The land-based NZ3D array was situated so that wide-angle ray paths from the
NZ3D-FWTI offshore seismic survey would image a patch of repeated slow slip (Fig.
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Figure 4.2: Map of the NZ3D array and section locations. Panel
(a) shows elevation across the Hikurangi margin with the trench
(red flagged line), plate interface depth (black labelled contours),
cumulative slow slip (dark red labelled contours), section line for
later figures (thick black line), and approximate 05CM-04 transect
location (dotted black line). Plate interface depth is from Williams
et al. (2013), cumulative slow slip is from Wallace (2020a), labelled
white arrow shows Pacific/Australia relative plate motion from Bea-
van et al. (2002). Rectangle shows location of panel (b). Map in
(b) shows 6TD seismometer locations (inverted dark red triangles),
active faults (red lines; Litchfield et al., 2014), section line used in
CCP figures (solid black line), section lines used in Fig. 4.14 (black
dashed lines), and CCP volume area (transparent grey fill). GEFs is
the Gable End Fault south, ABF is the Ariel Bank Fault (Litchfield
et al., 2014; Mountjoy and Barnes, 2011).

4.2). The array was deployed in December 2017 and included a dense array (~ 2
km spacing) of 50 broadband Giiralp 6TD seismometers in shallow sand-filled holes
within fenced enclosures (Figs. 4.2b & 4.3; Bell et al., 2018).

4.3 Instrument noise

Most of the 50 6TD stations record relatively high seismic noise (Fig. 4.4; Peterson,

1993), median amplitudes for most stations are very close to the Peterson High Noise
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4.4. Applying the receiver function method

Figure 4.3: A field photo showing an example of 6TD station de-
ployment. Seismometers were deployed underneath a tarpaulin, with
batteries and cables in the adjacent box. Solar panels provided power

and a raised position for the GPS unit.

Model at frequencies above 0.9 Hz, and are sometimes above it at frequencies above
20 Hz (Fig. 4.4). Below 0.9 Hz, median amplitudes at all stations are between the
high and low noise model curves, but are generally closer to the high noise model
(Fig. 4.4). Bearing this in mind, signal to noise ratios of earthquake arrivals are

expected to be low.

4.4 Applying the receiver function method

Receiver functions are calculated from the seismograms of earthquakes in the tele-
seismic distance range 30-90° (Fig. 4.5). On initial inspection some arrivals showed
clear P wave onsets with minimal pre-arrival noise, but others showed significant
noise with minimal evidence for any clear arrival. The signal to noise ratio (SNR)
was calculated using frequency-amplitude curves generated using a Fourier trans-

form on 30 second time windows before (noise) and after the P wave arrival (signal)
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Figure 4.4: Frequency-amplitude curves of station noise during May
2018. Typical high and low noise curves are based on Peterson (1993).

Light blue area is frequencies of concern to receiver functions.

on the Z component. Signal and noise frequency-amplitude curves are similar across
much of the frequency range except between 0.03 and 4-5 Hz where the mean sig-
nal amplitude is greater than the mean noise amplitude (Fig. 4.6). This suggests,
despite major overlap in the signal and noise amplitude ranges, that the arriving
P waves generated usable signal in the 0.03 to 4-5 Hz frequency range. SNR was
calculated by dividing signal amplitudes by noise amplitudes at each frequency. The
mean SNR between 0.03 and 5 Hz was used as the SNR for each arrival (Fig. 4.6).
Following SNR analysis the three component station streams were rotated to the
ZRT coordinate system (Fig. 4.1a), demeaned, detrended, bandpass filtered between
0.03 Hz and 5 Hz, and downsampled from an original 100 Hz or 200 Hz recording
frequency to 20 Hz. To reduce computation time, traces were trimmed to 3 seconds

before and 60 seconds after the P wave arrival.
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4.5. Comparison of deconvolution methods

~
/4 H 100
/s
Wl 7
1l - 200
{ i / —
;,i; ", I'I g
7] V] 3005
i \ / .‘-' ODJ-
\ '—\'T /j Il
\ 3 oY 7 400
3 22 | 500
R ) = 7 =
¥ Stations

Figure 4.5: Map of all earthquakes used for deconvolution of receiver

functions in the study. Grey circles are 30 and 90° epicentral distance.

4.5 Comparison of deconvolution methods

Two methods which are thought to provide stable receiver functions from noisy
traces are iterative time-domain deconvolution (Ligorria and Ammon, 1999) and a
recently reported trans-dimensional Bayesian Green’s function estimation method
which uses a reversible-jump Markov Chain Monte Carlo (RJMCMC) algorithm
(github.com/akuhara/MC3deconv; Akuhara et al., 2019). Both methods insert
pulses in the resulting receiver function to reduce misfit between a function ap-
plied to radial and vertical seismograms, but the RIMCMC method can remove or
move pulses after insertion to explore the most probably noise level and fit using
Bayesian statistics. Despite some minor over-fitting to noise (Fig. B.3), the re-
ceiver functions obtained from the RJMCMC inversion appear consistent at each
station, have less apparent noise, and more consistent peaks than corresponding

receiver functions obtained by the iterative time-domain method (Fig. 4.7). Given
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Figure 4.6: Signal and noise frequency-amplitude ranges and mean
curves and signal-to-noise ratios range and curve calculated from 30

second windows before and after P wave arrival.

the greater reliability and lower error (Akuhara et al., 2019), the RIMCMC receiver
functions are used for the remaining analysis. For a detailed description of these

methods and their application see Appendix B.1.

4.6 Major P-to-S conversion times

Receiver functions at each station show coherent arrivals at many time intervals
throughout the first 30 s after the P wave arrival (Fig. 4.8). Many of these are

likely multiples of shallow conversions at depths of < 40 km; between 5 and 7 peaks
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Figure 4.7: A comparison between the same high quality (SNR> 3)
arrivals at station BS05 deconvolved to receiver functions using the
iterative time-domain method and a Gaussian width of 4 (parts a
& d; Ligorrfa and Ammon, 1999) and inverted as receiver functions
using the RIMCMC method (parts b,c,e & f; Akuhara et al., 2019).
Upper plots (a-c) show the backazimuth of each trace, lower plots (d-
f) show normalised trace amplitudes with time for each trace. Positive
amplitudes are coloured red and negative amplitudes are coloured
blue. The higher frequency content of the RFs inverted using the
RJMCMC method of Akuhara et al. (2019) is visible as thinner blue

and red horizons, representing the shorter wavelengths of each peak.
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Figure 4.8: Dense ray stacks sorted by slowness (a & d), back azimuth
(b & e), and inclination (c & f) for all arrivals at station BS05. Each

trace is normalised to its maxima, positive amplitudes are shown as

red and negative amplitudes are shown as blue.

occur in all receiver functions in the first 5-10 s (Fig. 4.8), these are likely direct

Ps arrivals due to their early arrival time (Fig. 4.1).

The relatively high number

of likely Ps conversions in the first 10 s indicates a complex crustal structure with

several major velocity contrasts in the top ~ 100 km.
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4.7. Volume and depth migration

4.7 Volume and depth migration

Further analysis and modelling requires a velocity profile with depth; there are
several global 1D velocity profiles, derived from long-term seismological datasets and
often employed in the study of receiver functions, such as iasp91 (Kennett, 1991)
or ak135 (Kennett et al., 1995). Subduction zones can exhibit local variation in the
shallow part of their velocity profiles, which significantly differs from velocities in
generic earth models for the crust such as iasp91 (Eberhart-Phillips and Bannister,
2015; Eberhart-Phillips et al., 2017, 2010). A three-dimensional velocity model
of New Zealand was established by Eberhart-Phillips et al. (2010), and has since
been updated to include more recent studies (Eberhart-Phillips and Bannister, 2015;
Eberhart-Phillips et al., 2017). The velocity model covering the study area was
produced by fitting frequency-amplitude velocity spectra from high quality events
across the margin (Eberhart-Phillips et al., 2017). The method allows for inversion
of V,, Vg, and seismic attenuation coefficients (Q, and Q,), but is sensitive to
raypath density and is relatively low resolution compared to this study (the model

is evaluated on a dr = 5 km, dy = 5 km, dz = 9 km grid).

Vertical depth-velocity profiles interpolated below the NZ3D stations show sig-
nificant variation in V,, and Vj in the upper 50 km (Fig. 4.9). Velocities to 10 km
depth are higher nearer the trench, and between 10 and 50 km depth velocities are
higher further from the trench (Bannister et al., 2007; Barker et al., 2009; Eberhart-
Phillips et al., 2017). To the east, a minor velocity decrease with depth around 50
km depth underlies a low V, depth interval between 40 and 15 km depth, leading
to high V,/V; ratios over this depth range. The velocity decrease with depth at
50 km depth is more pronounced beneath stations in the west, where V; is higher
throughout the upper 50 km, leading to lower V,/V; ratios throughout that depth
range (Fig. 4.9).

To capture the local V, and V, variation, ray paths and their correspond-
ing velocity profiles were interpolated from the regional three-dimensional model
(Eberhart-Phillips et al., 2010). The iasp91 model (Kennett, 1991) was used for an

initial estimate for the depth of each time sample and the piercing point at that
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Figure 4.9: Velocities interpolated from the regional velocity model
of Eberhart-Phillips et al. (2010) for 100 km depth below each station
in the NZ3D array. Note the very low values for V; near the surface,
possibly due to allochthonous sediments overlying the Whakoua Fault
(Mazengarb and Speden, 2000).

depth. The velocity-depth profile was then linearly interpolated at depths of < 100
km along that depth-piercing point ray path from the three-dimensional velocity
model of Eberhart-Phillips et al. (2010). Repeated piercing point calculation and
depth-velocity interpolation was then carried out until the change in the velocity
profile at each depth was < 0.01 km s~!. This was repeated for each ray using the

piercing points along the theoretical ray path of a Ps conversion for later imaging.
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4.8 3D CCP imaging

Common conversion point (CCP) stacking (e.g. Dueker and Sheehan, 1997) images
conversion amplitudes in a spatial format, and is therefore a good way of exploring
receiver function energy in space. The method involves correcting receiver functions
for move out, back-projecting each receiver function to latitude, longitude, and depth
along its P wave ray path at each time sample (see Section 4.7), and stacking the
average amplitudes which occur within gridded bins. These amplitudes are assumed
to sample the same volume of the subsurface and averaging them suppresses noise
in the final model. CCP stacking can be used to construct a volume of average
Ps and multiple amplitudes, but doesn’t differentiate between the two. It allows
the visual tracing of conversion horizons (which reflect structural discontinuities)
laterally beneath the array (Frassetto et al., 2011; Gilbert, 2004; Gilbert et al.,
2003). Though pioneered as a method to map the Moho beneath continental crust,
receiver function CCP imaging has been successfully applied to depths > 30 km
at several subduction zones (Abers et al., 2009; Audet and Kim, 2016; Audet and
Schaeffer, 2018; Bannister et al., 2007; Kim et al., 2012; Phillips and Clayton, 2014;
Shi et al., 2015). Imaging dipping or anisotropic structures, or linearly stacking
direct and multiple phases within a CCP can lead to incoherent patterns in the
stacked amplitudes. A commonly applied correction uses a Hilbert transform to
reduce spurious noise and suppress apparent arrivals from multiples, producing a
phase-weighted stack (Frassetto et al., 2010). The code to achieve CCP stacking
was adapted from the rfpy toolbox (Audet, 2020). For a detailed description of
CCP stacking methods see Appendix B.1.

To assess the effect of volume counts per CCP cell, a single two-dimensional
CCP section was constructed with a 250 m CCP cell width and height. This is a
smaller CCP cell dimension than that used in the 3D CCP volume and was selected
to determine the maximum resolution when using many counts per CCP volume
cell. This section encompasses the entire volume of arrivals projected onto a single
section plane. This section shows smooth, laterally continuous horizons throughout

the study area (Fig. 4.10). Counts throughout much of the section are in excess of
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Figure 4.10: Two-dimensional CCP cross-section showing the phase-
weighted stack of amplitudes (left) and the counts per bin (right).
Cross-section is constructed of 0.25 x 0.25 km cells on a bear-
ing of 121° and plotted against distance from the trench at
38.884°S/178.942°E, section line shown in Fig. 4.2b.

100 amplitudes per bin, suggesting the structure observed in Fig. 4.10 is reliable
and similar amplitudes in the 3D CCP volume represent the same conversions in

the subsurface.

4.9 Forward modelling of conversion horizons

Positive-amplitude conversion horizons imaged in the CCP volume result from stacked
peaks in the first 30 seconds of the receiver functions (Fig. 4.1). Direct Ps conversion
peak times, and their corresponding piercing points, can be used to create depth
maps of specific horizons, but care must be taken to avoid interpreting multiples
from shallower conversions. Simple forward modelling of conversion horizons in the
upper 50 km of the subsurface can test which peaks are likely direct conversions
(rather than multiples).

Each arrival’s particular parameters (e.g. slowness and back azimuth) were used
to forward model conversions using a simplified velocity model which averaged ve-
locities between specified conversion depths (Eberhart-Phillips et al., 2010). The
simplified velocity model was then used with the forward modelling method of Fred-

eriksen and Bostock (2000) to produce synthetic seismograms from which receiver
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functions were subsequently calculated. Conversion depths were adjusted to visually
match peaks for direct conversions and multiples in the observed receiver functions.
A detailed description of how the modelling methodology was implemented is set
out in Appendix B.3. Forward modelled horizons beneath Station BS05 at 6.25,
9.5, 13.5, 15.5, 33, and 44 km depth all result in peaks which show good agreement
with peaks observed in receiver functions at the station (A-F in Fig 4.11). Scatter in
peaks from direct and multiple conversions is also similar between real and synthetic
receiver functions (Fig. 4.11).

Forward modelled direct arrivals (red triangles alongside y axes in Fig. 4.11) are
around 1.5, 2.25, 2.9, 3.5, 5.5, and 7 seconds, suggesting peaks at similar times in the
real receiver functions result from P-to-S wave conversions at approximately similar
depths to those modelled (A-F in Fig 4.11). Forward modelled multiples of direct
arrivals (light red triangles for PpPs and blue triangles for PsPs and PpSs alongside
y axes in Fig. 4.11) also correspond well to peaks in the real receiver functions. A
clear positive peak in the real receiver functions around 4.5 s could be interpreted as
a direct conversion but modelling shows this approximately corresponds to a PpPs
multiple of the Ps arrival at ~ 1.5 s (Fig. 4.11). Reverberation amplitudes (PpPs,
PpSs, & PsPs) are lower than amplitudes at the corresponding direct conversion
(Ps) arrival times as energy is lost each time the ray is reflected (Langston, 1979).
This is shown in the forward modelling by horizon E, which produces the highest-
amplitude PpPs arrival as the velocity contrast at that horizon is the greatest (Fig.
4.11). Times of multiple arrivals are more sensitive to velocities in the input model,
the forward modelled arrival around 4.5 s is slightly later than that observed in the
real receiver functions, suggesting the average P velocity in the input model may be

slightly lower than reality.

4.10 Mapping conversion horizons using arrival
peak times

Having explored which arrivals in the data are most likely to result from direct

conversions, conversion times from the likely Ps arrival peaks can be used to map
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Figure 4.11: Example of forward modelling several conversion hori-
zons for every arrival at a station. Receiver function amplitudes at
each time are plotted (real on the left, synthetic in the middle) using
red for positive peaks and blue for negative peaks. The slowness of
each trace is plotted above. The velocities and densities (lower right)
are modelled with the back azimuth and slowness (upper right) of
each trace. Average velocities for each layer are the same over their
depth range (< 100 km depth) as interpolated along the ray path from
the 3D regional velocity model of Eberhart-Phillips et al. (2010).
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4.10. Mapping conversion horizons using arrival peak times

conversion horizons at depth. These horizons may correspond to structural discon-
tinuities in the subsurface. Mapping the surfaces involves: (1) peak time picking,
(2) back-projection of picked peak times to latitude, longitude, and depth, and (3)
surface fitting to the resulting scattered points. Manual peak picking was not used
given the large number of receiver functions (around 7000). Instead, automatic peak
picking was carried out. To filter out minor peaks, positive and negative peaks were
picked in order of descending amplitude if their amplitude was greater than 0.05
(assumed to correspond to noise) and they were more than 0.5 s apart in the same
arrival. Peaks were picked in the first 7.5 s after P wave arrival for each trace to
capture all the horizons forward modelled earlier (Section 4.9). An example of the
results of this procedure is shown for some arrivals at station BS05 in Fig. B.O.
When considering all time picks it appears the peaks identified from forward mod-
elling (Fig. 4.11) are representative of those across the entire NZ3D array (Fig.
4.12). Time pick piercing points were fitted with a surface using Gaussian process
regression (sensu. Rasmussen and Williams, 2006) which assumes noise follows a
Gaussian distribution with zero mean about the surface and a variance of o2, where
o is the standard deviation of the sample. Confidence limits (95%) presented here
are 2 standard deviations calculated using the dip, undulation, and noise kernels
specified in the fitting procedure (see Appendix B.1 for more detail). Forward mod-
elling (Fig 4.11) suggests the peak at around 4.5 s likely corresponds to a PpPs
multiple of the earlier PS arrival peak around 1.5 s, this peak was therefore not used
to map a new velocity discontinuity. Nine time ranges were used to define velocity
discontinuities, these will be referred to as horizons A through to I for the remainder

of this section (Fig. 4.12).

Inspection of the estimated horizons reveals a series of north-west dipping sur-
faces with local undulations varying in wavelength from about 10 km in shallower
surfaces to > 40 km (Fig. 4.13). Time ranges used for mapping of each horizon are
consistent across all stations (Figs. 4.8 & 4.12) so most of the surface dip and broad
undulations in horizons F-I are the result of interpolation through the regional ve-
locity model (Section 4.7). Error associated with the surfaces scales with the depth
of the surface (Fig. 4.13); horizons A-F have 95% confidence limits of ~2 km either
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blue to orange from west to east. Forward modelling suggests that
eight major peaks likely correspond to major horizons in the subsur-
face. Note that the peak at 4.5 seconds was not used due to it likely
corresponds to a multiple of peak A (Section 4.11).
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side of the surface throughout the mapped area, increasing to ~ 3 km for horizons
G-I. There is minor overlap in the 95% confidence limits of horizons C-D and E-F
(Fig. 4.13), suggesting conversion coordinates used to map these surfaces overlap.
Horizons G and H show substantial overlap in their error bars on their north-western

extents but are separate in the SE (Fig. 4.13).
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Figure 4.13: Cross-section through surfaces and errors estimated
with Gaussian process regression. Cross-section is constructed on
a bearing of 121° and plotted against distance from the trench at
38.884°5/178.942°E measured along line, section line shown in Fig.
4.2b. Each surface shows a distinct geometry about a generally north-

west dipping trend.
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4.11 Discussion

4.11.1 Comparing surfaces from pick mapping and CCP

stacking

Both mapping of depth-converted Ps arrivals and CCP stacking show several velocity
discontinuities occurring at depths of < 50 km below the NZ3D array (Figs. 4.10-
4.13). Most of the surfaces mapped from Ps picks do not agree with amplitudes
at those depths resulting from CCP stacking (Fig. 4.14). This is likely because
the surface fitting was carried out solely on positive-amplitude picks from time
series and did not take multiples into account. This could be attempted again
using negative-amplitude peaks and incorporating multiples. Surfaces delineated
by the CCP stacking are regarded as more reliable here as they are defined by
several coherent arrivals in the receiver functions. The coherence of these arrivals is,
however, a result of the velocity model used (Section 4.7). There was not sufficient
time during this project to test the effect of varying the velocity model, but this

could be a useful way of validating velocities beneath the array.

4.11.2 Signal and noise levels, and the limitations of the

data

Despite clear later arrivals from the Moho PpSs+PsPs peak (blue peak labelled E
in Fig. 4.11), peaks from intra-crustal arrivals in the first 10 s are only slightly
pronounced relative to the background noise amplitudes between peaks (Figs. 4.8 &
4.11). This is consistent with low SNRs due to high noise at the NZ3D sites (Sections
4.3 & 4.4), and suggests the data are too noisy to glean velocity information that
departs significantly from existing regional starting models. Interpretations of the
data are therefore limited to clear results offered by the CCP imaging and local

seismicity.
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4.11.3 Geometry and seismic properties of major conversion

horizons

Amplitudes in the CCP volume and local earthquake hypocentres delineate several
clear volumes to ~ 100 km depth (Fig. 4.15a). Local seismicity presented along-
side the CCP imaging is either from Yarce et al. (2019) or the GeoNet catalogue
(https://www.geonet.org.nz/). Earthquake hypocentres from GeoNet occurred since
1950 and had local magnitudes > 2. Hypocentres with default depths of 5 or 12 km
were assumed inaccurate and excluded. Hypocentres plotted on sections occurred
within 10 km of the section line. A simple seismic stratigraphy describing these
volumes is now presented, and summarised in Table 4.2.

The shallowest unit (Unit I) shows patchy, variable amplitudes to ~12 km depth
(Fig. 4.15a). The upper 4 km show little information, as expected from < 4 Hz
receiver functions. A high-amplitude positive conversion volume between 4 and
8 km depth within the upper plate dips to the NW in un-smoothed data (Fig.
B.14). The dip and location of this conversion volume approximately align with the
down-dip extension of the Gable End Fault south (GEFs). Between 8 and 12 km,
patchy negative-amplitude conversions are common, suggesting velocity reductions
immediately above Unit II. Seismicity is lacking in this layer, only a few earthquake

hypocentres are present at 7-12 km depth.
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Figure 4.14: Cross-sections through the north (a), centre (b), and
south (¢) of the CCP volume and NZ3D array. Sections show
phase-weighted stack amplitudes and surface depths determined us-
ing Gaussian regression (Section 4.10). Cross-section (b) is con-
structed of 0.5 x 2 x 0.5 km cells on a bearing of 121° and plotted
against distance from the trench at 38.884°S/178.942°E, section line
shown in Fig. 4.2b. a) and (c) are 4 km to the NE and SW of (b),

respectively.
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Figure 4.16: Time picks (a) used to map the depth (b) and error (c) of
the geometry of Unit II. Assuming Unit II represents the plate inter-
face, (a) shows selected time range used for plate interface mapping
in grey fill labelled PI. From fitted depth-converted time picks, (b)
shows stations (inverted grey-filled triangles), coastline (black line in
the SE), individual time picks coloured by depth, surface depth from
Gaussian regression on plotted time picks as colour, and contours ev-
ery 0.5 km (see colourbar). Also from the mapping, (c) shows error
of the surface and piercing points of time picks used to fit the surface
(black crosses). Note that error rapidly increases away from piercing
points, surfaces have been truncated at bounding polygon of points
because of this.
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Unit II is a single consistent positive-amplitude conversion at ~12 km depth
bounded by patchy negative-amplitudes (Fig. 4.15a). The conversion is also bounded
on its upper and lower sides by mapped surfaces C and D, which are 1-2.5 km apart,
but if both time windows are taken together and fitted, the resulting surface shows

a good fit to the positive amplitude horizon (Figs. 4.15-4.17). The fitted surface
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shows local depth variations about a general NW-dipping trend (Fig. 4.17). Though
the depth progressively changes from 11 km in the SE to 16 km in the NW, both
CCP images and the mapped surface show local horizontal areas, NNE-SSW ori-
ented ridges, and a general increase in dip and roughness towards the NW (Figs.
4.10-4.17). Much of the interface topography is within error estimated during the
Gaussian regression (20 ~ 1.3 km, Fig. 4.16) so the finer-scale (< 5 km wavelength)
features imaged may be artefacts. Nevertheless, the agreement of broad features
(> 5 km wavelength) between the CCP volume and the fitted surface suggests they
are likely reliable. Though there is a general NW-dipping trend, large areas of the
mapped surface show a generally westward dip (Fig. 4.17). Westward-dipping areas
generally form more steeply-dipping parts of the surface (Fig. 4.17). This gives
the surface a locally-stepped geometry, though this variation is within error for the
regression (Fig. 4.17). Longer wavelength depth variations are also present in the
fitted surface; the surface shows a broad bulge ~90 km from the trench in the NW
of the area (Figs. 4.16 & 4.17). The bulge appears to approximately bound a cluster
of local earthquake hypocentres (Fig. 4.15). In the NW, Unit II dips more steeply
on the down-dip side of the bulge (Fig. 4.17).

Unit III comprises a 5-7 km thick volume between ~15 and ~21 km depth show-
ing discontinuous negative-amplitude conversions and a scattering of earthquake
hypocentres in the north-west (Fig. 4.15a & b). The top of Unit III is defined by a
continuous negative-amplitude conversion but the base is less clearly defined. Unit
IV is ~10 km thick, comprising a volume of high amplitude positive conversions in
laterally-continuous horizons between 21 and 31 km depth (Fig. 4.15a). The volume
hosts nearly all of the local earthquake hypocentres and, though positive amplitude
conversions extend to greater depths, a clear lower bound on seismicity within Unit
IV is defined as its base (Fig. 4.15a). This lower bound sits approximately 18
km beneath Unit II. Unit V also has continuous positive-amplitude conversions but
earthquake hypocentres are sparse throughout its depth range of 31-40 km (Fig.
4.15a & b). Unit VI extends for 20 km between 40 and 60 km depth and comprises
patchy negative-amplitude conversions (Fig. 4.15a & b). Earthquake hypocentres

are moderately common in this volume, more so than in the overlying Unit V, and
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Figure 4.17: Dip and dip direction (top) of the mapped Unit II, which

shows a good agreement with the phase-weighted stack through the

centre of the 0.5 by 2 by 0.5 km CCP volume (bottom). Arrows

on top plot show dip direction. On the lower panel, the black line

shows mapped plate interface, the red transparent fill shows the error

associated with the regression, and the grey line is the plate interface
of Williams et al. (2013). Section line shown in Fig. 4.2b.
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increase in density towards the NW. Unit VII covers depths > 60 km and com-
prises patchy and low amplitude positive and negative amplitudes; there are few

carthquakes below the top 10 km of this interval (Fig. 4.15a & b).

4.11.4 Geological interpretation of the upper plate

CCP imaging of Unit I highlights two NW-dipping positive-amplitude volumes with
a low-amplitude volume between them (Fig. 4.15). The low-amplitude volume
bounds the lower side of a volume of moderately low resistivity (7-15 2 m) from
the magnetotelluric (MT) inversion of Heise et al. (2017). The moderately low-
resistivity volume extends to the surface from the low-amplitude volume at > 5 km
depth (Fig. 4.18). Away from the low-amplitude volume, resistivity values in the
area are lower, suggesting shallow fluid-saturated sediments dominate the shallow
upper plate (Heise et al., 2017, 2012). Several workers have postulated low-velocity
sediments overlie the plate interface at the northern Hikurangi margin (Mazengarb
and Speden, 2000; Wallace et al., 2017). Poorly-consolidated, fluid-saturated sed-
iments would be both low velocity and low resistivity, consistent with MT and
seismic data (Eberhart-Phillips and Bannister, 2015; Eberhart-Phillips et al., 2010;
Heise et al., 2017). High V,/V ratios in the upper plate have recently been imaged
by Yarce (2020), also suggesting fluids are present in the shallow sediments. MT
data show these sediments may extend to ~10 km depth, where positive-amplitude
conversions in the CCP volume may show their lower bound (Fig. 4.18). At 8-12
km depth, patchy negative-amplitude conversions suggest velocity reductions at the

base of Unit I (Fig 4.15a).
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The low-amplitude and moderately low resistivity volume align well with the sur-
face trace of the southern Gable End Fault (GEFs; Heise et al., 2017; Mountjoy and
Barnes, 2011). The GEFs is estimated to dip 30-40°, the volume highlighted in M'T
data likely corresponds to the hanging wall of the thrust fault (Fig. 4.18; Litchfield
et al., 2014). The reverse sense of shear on the thrust fault exhumes more consol-
idated material from depth, and this material is likely to be lower resistivity due
to lower porosity and resultant saturation (Heise et al., 2017). The low-amplitude
volume shows the GEFs may extend from > 10 km depth to the surface (Fig. 4.18).
Further offshore, MT data are bounded on their SE side by a surface that dips at a
similar angle to that estimated for the Ariel Bank Fault (ABF), though there are no
receiver function data to corroborate this (Fig. 4.18; Heise et al., 2017; Mountjoy

and Barnes, 2011).

4.11.5 Geological interpretation of the plate interface

Unit II likely represents the plate interface of the northern Hikurangi margin. The
conversion is 2-3 km shallower than the interface of Williams et al. (2013) and is
bounded on its top and base by patchy negative amplitude conversions. The interface
of Williams et al. (2013) is outside error for the regressed plate interface in the NW
side of the study area (Fig. 4.17), no error was given in the previous study. At 12 km
depth this unit coincides with the plate interface estimated by Bell et al. (2010), but
differs significantly from the estimate of ~18 km just offshore by Barker et al. (2009).
Depth estimates, both here and in the studies of Barker et al. (2009) and Bell et al.
(2010), are dependent on the velocity model. The agreement of the interface of Bell
et al. (2010) with the interpretation shown here suggests the regional velocity-model
of Eberhart-Phillips et al. (2010) captures velocities sufficiently to image this depth
range. The plate interface estimated by Barker et al. (2009) dips steeply (> 12°)
within the negative-amplitude zone beneath this interface and does not correspond
to any clear conversion horizon in the CCP volume (Fig. 4.17). The plate interface
estimated by Williams et al. (2013) has a roughly uniform dip over 10s of km, but
the interface imaged here shows significant local variation about its general dip.

The locally-stepped geometry described here bears similarity to that described by
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Henrys et al. (2006) further south, where it was attributed to reactivation of normal
faults in the lower plate. Steps imaged here trend NNE-SSW, but no orientation
constraints on normal faults in the lower plate are available for this part of the
margin for comparison. The source of the roughness is therefore unclear. It may be
that the geometric roughness is caused by topography on the down-going Hikurangi
Plateau, which is comprised of common seamounts topped with variable thicknesses
of sediment (Barnes et al., 2020; Davy et al., 2008). Up-dip, the plate interface has
been correlated to the top of a volcaniclastic unit using seismic and offshore drilling
data from IODP Expedition 375 (Fig. 4.19; Barnes et al., 2020; Wallace et al., 2019),

supporting this interpretation.

The margins of the plate interface, bounded by horizons C and D (Section 4.10),
are 1-2.5 km apart (Figs. 4.15 & 4.19). Studies of exhumed subduction-related faults
suggest it is unlikely the actively deforming plate interface is ~ 2 km thick at depths
of 12-15 km, though this may represent a volume containing several more localised
deforming zones or lenses of material imbricated during deformation (Fagereng,
2011b; Kimura et al., 2012; McKay et al., 2021; Rowe et al., 2013; Wakabayashi
and Rowe, 2015). The plate interface in other receiver function studies has been
imaged as a negative-amplitude horizon as velocities decrease into either a plate in-
terface shear zone or a low-velocity layer beneath over-consolidated material in the
upper plate (Audet and Kim, 2016; Bannister et al., 2007; Kato et al., 2010). Given
the interpreted location of the plate interface atop the volcaniclastics in the incom-
ing sequence (Fig. 4.19), the positive amplitude of the plate interface volume in this
study could result from Ps conversions at the boundary between the plate interface
and the underlying volcaniclastic unit. The volcaniclastics have highly variable P
and S wave velocities (Barnes et al., 2020; Wallace et al., 2019), but they are likely
higher velocity, on average, than a deformed zone hosting multiple fault strands
and elevated fluid pressure (Barker et al., 2018; Plaza-Faverola et al., 2016). The
resolution of the CCP volume is 0.5 km? and the wavelength of a 4 Hz wavelength
at 5 km s~! is 1.25 km. This means a < 1 km thick plate interface, typical for
plate boundary faults (McKay et al., 2021), is below what is resolvable using these

receiver functions. The volume highlighted as the plate interface is therefore a range
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based on the distribution of positive amplitude conversions and the upper surface

bounding earthquakes in the negative amplitude volume beneath (Fig. 4.15d).
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Figure 4.18: Comparing interpretation to M'T and seismic velocity
and attenuation data. Horizons beneath the NZ3D array stations
(inverted grey triangles) are those shown in Fig 4.15. Low resistivity
volumes from Heise et al. (2017) near the surface are interpreted be
bounded and cut by splay faults. GEFs and ABF are the Gable End
Fault south and the Ariel Bank Fault, respectively. These locations
were intersected from the active fault database of Litchfield et al.
(2014). Plotted seismicity is from the dataset of Yarce et al. (2019)
and occurred within 20 km of the section line. Green Q5/Q, volume
is faded where resolution is poor as the spread function is > 4, see
Eberhart-Phillips et al. (2017) for details. Section line shown in Fig.
4.2a.

4.11.6 Geological interpretation of the lower plate

Based on patchy negative-amplitude conversions and the correlation of active seismic
data up-dip with materials drilled seaward of the trench, Unit III likely corresponds

to a volume of volcaniclastics and variably-altered basalts at the top of the Hiku-
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rangi Plateau, directly beneath the plate interface (Unit II; Figs. 4.15 & 4.19).
Negative-amplitude conversions indicate a velocity reduction with depth, but their
patchy distribution suggests laterally-discontinuous conversion horizons. The re-
gional model of Eberhart-Phillips et al. (2017) shows elevated V,/V, and low S/P
wave attenuation ratios beneath the plate interface, which were interpreted as a
fluid-rich, ponded sediment pile. The northern Hikurangi margin does not appear
to have ~7 km of continuous sediments anywhere on the incoming plate (Davy
et al., 2008; Wallace et al., 2009), but recent correlation of boreholes drilled dur-
ing IODP expedition 375 with active seismic transect 05CM-04 has shown 3-4 km
thick units of volcaniclastic and volcanic basement material beneath < 1 km of sed-
iments seaward of the trench (Fig. 4.19; Barnes et al., 2020; Wallace et al., 2019).
These volcaniclastics are locally variable in texture, have highly variable porosities
(20 — 60 %), and are interbedded with thin clay beds (Barnes et al., 2020; Wal-
lace et al., 2019). Throughout the thickness of the volcaniclastics they exhibit high
amplitude reflections in active seismic surveys and logging-while-drilling data show
common velocity inversions with depth (Barnes et al., 2020; Wallace et al., 2019).
Full waveform inversion of the 05CM-04 active seismic transect offshore also shows
common velocity inversions occur with depth throughout the offshore volcanic units
away from Site U1520, though it is possible these are an artefact of the inversion
(Gray et al., 2019). If subducted, a thick unit of heterogeneous volcaniclastics could
host voluminous pore fluids and local seismic velocity inversions. Compression of the
unit during subduction could produce elevated V,/V ratios, low P/S wave attenua-
tion ratios (Eberhart-Phillips et al., 2017), and the patchy negative amplitude CCP
amplitudes observed here. The thickness of this unit is greater than that observed
offshore on the 05CM-04 transect (5-7 km vs 3-4 km), though this estimated thick-
ness of the volcaniclastics and variably-altered basalts is approximate and highly
dependent on velocity (Barnes et al., 2020). The 7 km thick sequence may represent
either a very thick volcanic sequence, including lava flows or other material below
the volcaniclastics and variably-altered basalts, or several km of sediments atop a

few km of volcaniclastics and variably-altered basalts (Figs. 4.15 & 4.19).

A high-amplitude reflectivity zone (HRZ) imaged up-dip in active seismic data
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(Bell et al., 2010) correlates well with Unit III (Fig. 4.19). High-amplitude reflec-
tions are consistent with fluid-rich material; the HRZ was initially interpreted to
represent fluid-rich sediments under-thrust below the plate interface by Bell et al.
(2010). Recently, it has been correlated with volcaniclastics and variably-altered
basalts cored seaward of the trench at Site U1520 (Barnes et al., 2020). The HRZ
lies immediately down-dip of a subducting seamount, imaged weakly in active seis-
mic data but coincident with a positive magnetic anomaly (Bell et al., 2010). Recent
estimates of P wave velocities from ocean-bottom seismometers suggest either the
seamount is further down-dip than previously thought or is it highly fractured (Arai
et al., 2020). P-wave velocities from the regional model in the upper part of Unit
I1I (5.5-7 km s7!, Fig. 4.15c¢) are slightly above those estimated for the volcaniclas-
tics and variably-altered basalts at the toe of the thrust (4-5.5 km s™!, Arai et al.,
2020). Velocities in Unit III are more consistent with either the Hikurangi Plateau
basement or volcaniclastics and variably-altered basalts down-dip of the seamount
where strong compaction has been hypothesised in the HRZ (Arai et al., 2020; Bell
et al., 2010).

Continuous positive amplitudes within Unit IV could correspond to the top of
the basaltic oceanic crust, distinguished from the underlying mantle comprising
Unit V by dense earthquakes throughout its 21-31 km depth range (Fig. 4.15a & d).
Conversions at the top of Unit IV are distributed over 4 km depth range (Fig. 4.15a),
consistent with a gradual change from altered basaltic material and lava flows in
Unit IIT to more coherent basaltic sequence. Positive amplitude conversions within
Unit IV may mark the top of gabbroic or doleritic volumes of the oceanic crust
(Fig. 4.15a). The oceanic crust hosts consistently-increasing velocities, whereas
velocities in Unit V, possibly the underlying mantle, are consistently high for both
P and S waves (Fig. 4.15c; Eberhart-Phillips et al., 2017). Average V, and V;
values in the inferred crust and mantle are V, ~ 7.4 and Vy >~ 4.1, and V,, >~ 8.5
and V, ~ 4.9, respectively (Fig. 4.9). Crustal velocities are high compared to
normal values and may represent a high-velocity zone normally found near the base
of oceanic plateaus (Herath et al., 2020; Hochmuth et al., 2019). The boundary

between units IV and V can therefore be considered the subducted oceanic Moho.
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This subducted Moho corresponds well with a crustal thickness of 18 km estimated
by Davy et al. (Fig. 4.15a; 2008). There is little direct evidence that the interpreted
depth range of the basaltic crust between 21 and 31 km depth is correct except
seismicity concentrated within its thickness (Fig. 4.18 Yarce et al., 2019). Seismicity
becomes more common away from the trench, where a low QQ;/Q,, volume was imaged
by Eberhart-Phillips et al. (2017). The increased prevalence of seismicity is similar
to that within the seamount up-dip (Fig. 4.19), suggesting the low Q,/Q, volume
may represent intense fracturing as the seamount is subducted (Wang and Bilek,

2014).

Continuous positive-amplitude conversions between 31 and 40 km depth and a
lack of earthquake hypocentres throughout Unit V coincide with high seismic ve-
locities (Fig. 4.15), suggesting it may be the oceanic mantle immediately beneath
the subducted Moho. The upper mantle corresponds well to a high Q,/Q, vol-
ume (Fig. 4.18; Eberhart-Phillips et al., 2017). Q,/Q, ratios in this volume are
> 1.5, consistent with relatively dry, dense material. Further south on the Hiku-
rangi margin, similar V, and vertically-slow S wave anisotropy were documented
by Stern et al. (2020). V, and V,/V, ratios both here and further south are con-
sistent with these velocities representing a mantle layer comprising an olivine ag-
gregate with a horizontally-isotropic, vertically-slow, AG fabric (Christensen, 1966;
Kobussen et al., 2006; Michibayashi et al., 2016). A horizontally-isotropic AG fab-
ric is consistent with forsterite-rich olivine subject to vertical uniaxial compression,
interpreted by Stern et al. (2020) to suggest the fabric records the collapse of a
spreading superplume responsible for the formation of the Ontong-Java-Manihiki-
Hikurangi Plateau. These high-velocity layers have been recorded beneath large
areas of the Hikurangi Plateau but appear to vary dramatically in thickness and

depth (Herath et al., 2020), making their origins unclear.

Between 40 and 60 km depth, patchy negative amplitude conversions in Unit VI
indicate local reductions in velocity with depth, consistent with the velocity model of
Eberhart-Phillips et al. (2010, & Fig. 4.15¢). The volume shows several continuous
horizons but velocities from the regional model are high throughout (V, ~ 8.4 km

s7t and V, ~ 4.75 km s7!; Fig. 4.15¢), suggesting the magnitude of the velocity
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Figure 4.19: A to-scale section through the fore-arc of the Hikurangi
margin. Volumes beneath the NZ3D array stations (inverted grey tri-
angles) are those shown in Fig 4.15. Seismic section crossing trench
is redrawn from Barnes et al. (2020) and horizons projected between
the two based on earthquake hypocentres from Yarce et al. (2019).
Seamount drawn beneath the wedge corresponds to the low velocity
seamount described by Arai et al. (2020). GEFs is the Gable End
Fault south, intersected from the active fault database of Litchfield
et al. (2014). HRZ indicates the area of high-amplitude reflectivity
described by Bell et al. (2010). Volumes are projected between sec-
tions with ray coverage (outlined in white). Section line shown in
Fig. 4.2a.

inversions are likely relatively small or the low-velocity volumes are very localised.
The high velocities throughout Unit VI indicates it is likely composed of an olivine
aggregate similar to that in the upper mantle (Unit V) above (Fig. 4.15c). The
discontinuous negative amplitudes from receiver functions within this layer could
result from V, reductions associated with localised patches of fluid from serpentine

dehydration on deep-reaching outer-rise faults (Fig. 4.15a; Herath et al., 2020).
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Indeed, temperatures between 40 and 60 km depth are thought to be 450-650 °C
(Antriasian et al., 2018), consistent with antigorite dehydration as the lower plate
is subducted (Fagereng and Ellis, 2009). The antigorite-bearing zones would be
localised around through-going faults, so the background velocity may still be high
due to the presence of an olivine aggregate (Stern et al., 2020), in agreement with
velocities from Eberhart-Phillips et al. (2017).

Below 60 km depth, velocities in Unit VII from the regional velocity model are
high (Fig. 4.15¢) though this is outside the area of good ray coverage (Eberhart-
Phillips et al., 2017). High velocities are consistent with olivine aggregates inferred
in the overlying layers (Stern et al., 2020; Tonegawa et al., 2019). In contrast to Unit
VI, this aggregate would be un-hydrated as serpentine is unstable at temperatures
> 600 °C modelled at these depths (Antriasian et al., 2018; Fagereng and Ellis,
2009). The oceanic lithosphere on the southern Hikurangi margin is thought to be
around 73 km thick (Stern et al., 2015), this would occur close to 90 km depth in
the study area due to the subduction of the oceanic plateau (Fig. 4.15a). Several
discontinuous positive and negative amplitude conversions are visible around 90 km
depth, but it is unclear if any of these represent a transition to the mantle or a

lithosphere-asthenosphere boundary (Fig. 4.15a).

4.11.7 Insights into deformation mechanics

The CCP amplitude characteristics and earthquake hypocentre distribution through-
out the forearc indicate varied mechanics are active throughout the depth range im-
aged below the NZ3D array. Marine terraces near the NZ3D array show several slip
events on the GEFs have caused uplift in the last 1800 years (Litchfield et al., 2016),
though no earthquake hypocentres have been observed near the estimated fault sur-
face (Figs. 4.18). Further offshore, the ABF is actively accommodating compression
and is deforming at vertical slip rates of 3-5 mm yr—! (Mountjoy and Barnes, 2011).
The presence of large active splay faults branching off the plate interface has been
associated with regions of high intraplate shear stress, inter-seismic coupling (Moun-
tjoy and Barnes, 2011), and complex plate interface geometry (Plaza-Faverola et al.,

2016). The splay fault geometries estimated here would intersect the plate interface
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down-dip of most slow slip recorded in the study area (Fig. 4.19), suggesting there
may be a link between splay fault occurrence and plate coupling (Mountjoy and
Barnes, 2011). Better constraints on splay fault geometries near the plate interface

would clarify their role here.

Earthquakes in the northern Hikurangi margin are more common in the basaltic
lower plate (Wallace et al., 2009; Yarce et al., 2019) and a bulge in the inferred plate
interface bounds the upper side of a cluster below the NZ3D array (Fig. 4.15d). To
the NW of the bulge the plate interface becomes rougher and dips more steeply, at
a similar angle to that of Williams et al. (2013). Around 15 km depth, there is a
cluster of small earthquakes around the plate interface, possibly due to its increased
roughness causing stress build up and seismic slip as surface asperities move past one
another (Fig. 4.17; Wang and Bilek, 2014). The times of events in this cluster do
not show a simple spatial progression, suggesting the pattern of seismicity associated

with deforming asperities is complex.

Within low-magnitude earthquake clusters related to seamount fracturing and
deformation (Wang and Bilek, 2014; Yarce et al., 2019), bursts of earthquakes have
been associated with fluid migration from below the plate interface during slow slip
events (Shaddox and Schwartz, 2019). Though previously regarded as sediments
(Bell et al., 2010; Shaddox and Schwartz, 2019), data presented here and compared to
IODP drill core and regional seismic reflection studies (Barnes et al., 2020), indicate
a thick unit of volcaniclastics underlie the plate interface. The extent to which the
volcaniclastics and variably-altered basalts cored at Site U1520 would be dewatered
by higher pressures during subduction is unclear; volcaniclastic units seaward of the
margin are clay-rich and irregularly interbedded with low-permeability clay units
and these may channelise fluids during dewatering (Barnes et al., 2020). The plate
interface overlying these volcaniclastics is likely to limit vertical low and channelise
fluids up-dip (Ellis et al., 2015), meaning a large quantity of fluid is likely to be
migrating seaward within Unit I1I. Though some fluid may be lost through upper
plate faulting, the majority is likely to be concentrated immediately down-dip of the
subducting seamount (Fig. 4.19). This fluid in this volume (HRZ-2 in Bell et al.,

2010) may be at pressures greater than hydrostatic beneath the plate interface,
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escaping by fracturing during slow slip events and causing seismicity in the upper

plate (Shaddox and Schwartz, 2019).

The down-dip end of maximum cumulative slow slip coincides with a seismic-
ity gap described by Yarce et al. (2019). There is no clear change in geometry or
amplitude of the receiver functions in the seismicity gap (Fig. 4.15a), suggesting a
localised or mechanistic rather than compositional reason for its prevalence. Yarce
et al. (2019) suggest inter-seismic locking between plates, which is high at the loca-
tion of the gap (Dimitrova et al., 2016; Wallace et al., 2009), could cause a plate-wide
gap in seismicity. The interpreted intersection of the ABF with the plate interface
is around the location of the seismicity gap (Fig. 4.19). This suggests the higher
locking in this area may manifest as low-rate aseismic slip on the ABF rather than
seismic slip, supporting the hypothesis of Mountjoy and Barnes (2011) that plate
interface properties may influence the distribution of compressional structures in
the upper plate. Slow slip on the shallow interface immediately seaward of the ABF
branch may result from a stress build up in the locked patch down-dip, propagating
up the plate interface and slipping there between the fluid-rich volcaniclastics with
variably-altered basalts and the overlying plate sediments (Fig. 4.19). Seismicity in
the upper plate coincident with slow slip events, interpreted to result from fluid mi-
gration, shows the plate interface deforms and opens up pathways during the event
to release fluids from the under-thrust volcaniclastics and variably-altered basalts
(Shaddox and Schwartz, 2019). The correlation of units with similar seismic prop-
erties, interpreted to be volcaniclastics (Plaza-Faverola et al., 2016), and slow slip
further south on the margin also suggests the heterogeneous composition and fluid
content of volcaniclastics and variably-altered basalts may be a dominant control on

shallow slow slip at the Hikurangi margin.

In the Pacific Plate, pressures at 40-60 km depth are likely very high (> 1 GPa),
meaning that earthquakes observed within Unit VI would require fluids to cause
dehydration-embrittlement or dehydration driven stress transfer (Ferrand et al.,
2017). The dehydration reaction responsible for the earthquakes is unclear, but
it has been suggested further south on the Hikurangi margin that outer-rise faults

may provide fluid pathways to depths of 25-30 km below the upper side of the crust
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into the upper mantle and the seismicity may result from dehydration of the ser-
pentinised mantle there (Herath et al., 2020). This could account for the double
Wadati-Benioff zone associated with the subducting slab further south in the Hiku-
rangi and at other margins (Audet and Kim, 2016; Bannister et al., 2007; McCrory
et al., 2012).

4.12 Conclusions

e The northern Hikurangi margin hosts complex slip patterns and heterogeneous
lithologies and was investigated using receiver functions from stations in the

NZ3D array.

o A three-dimensional CCP volume shows a continuous positive conversion hori-
zon between 12 and 15 km depth, interpreted to be the plate interface. The
plate interface has much local variation about a dip towards the NW. The
average estimated dip of the plate interface is lower than previous estimates

within the study area.

o The plate interface is interpreted to bound the upper surface of a unit of het-
erogeneous volcaniclastic material drilled seaward of the trench during IODP
Exp. 375 at Site U1520. This unit is imaged to be ~ 7 km thick and in-
terpreted to be variably altered and cemented, becoming less altered towards
a gradual lower contact with more coherent basalt. Up-dip, fluids in these
volcaniclastics may represent high-amplitude reflectivity zones described in
previous studies (Bell et al., 2010), possibly being released during slow slip
events up-dip of the study area (Shaddox and Schwartz, 2019).

o In the upper plate, un-smoothed data highlighted a moderately-dipping hori-
zon which aligns well with the offshore trace of the Gable End Fault. This
is corroborated by a dipping volume in magnetotelluric data from a previous
study, which highlights the hanging wall of the fault. Tracing the fault through
the volume shows it extends to at least 8 km depth and may sole onto the

plate interface.
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« Below the volcaniclastics, positive conversions mark the top of a high velocity
basaltic crust which overlies extremely high velocities in the mantle (> 8.5 km
s71). The high velocity mantle hosts patchy negative-amplitude conversions,
which could indicate locally-serpentinised volumes where outer-rise faulting
has allowed ingress of water. As it subducts, depths corresponding to tem-
peratures of 500-600 °C show negative amplitudes and increased earthquake
density consistent with dehydration of the serpentine causing embrittlement

and seismic slip.
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Chapter 5

The Gwna Complex

The Gwna Complex (commonly referred to as the Gwna Mélange or Gwna Group) is
an Ediacaran to Cambrian-age collection of mixed-grade metasediments and meta-
igneous lithologies found throughout much of Anglesey (Fig. 5.1; Greenly, 1919).
The Gwna Complex comprises the stratigraphically-highest Group of three within
the Monian Supergroup, the others being the New Harbour (intermediate) and South
Stack (lowest) Groups (Gibbons and Ball, 1991). Of the three Groups, the Gwna
is the most widespread across Anglesey and comprises several chaotic assemblages
of heterogeneous lithologies; the term ‘mélange’, French for mixture, was coined to
describe this Group (Greenly, 1919). The lithologies are commonly deformed and
imbricated (Chapter 6 & Maruyama et al., 2010) with no clear preserved stratig-
raphy. Units comprising the Gwna are therefore referred to as the Gwna Complex
for the remainder of this thesis. Since its initial description by Greenly (1919), the
Gwna Complex has been reinterpreted as the product of ancient subduction (Kawai
et al., 2007; Maruyama et al., 2010; Schofield et al., 2021). This section outlines the
geological history and tectonic setting of the Gwna Complex and reviews previous
work on the origin and deformation of rocks exposed at Llanddwyn Island, in the

SW of Anglesey, where Chapters 6 and 7 are focused (Fig. 5.1).
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Figure 5.1: Simplified geological map of Anglesey, adapted from
Maruyama et al. (2010), Schofield et al. (2021), Wood (2012), and
Greenly (1919). Note that many units and faults have been omitted

for simplicity.
5.1 Geological history and tectonic setting

The Gwna Complex is thought to represent the earliest preserved material accreted
to the upper plate during south-eastward subduction beneath Avalonia between
488 and 448 Ma (Figure 5.2; Kawai et al., 2007). Sediment in the Monian Super-
group was deposited between ~500 and 475 Ma (Collins and Buchan, 2004). The
preserved sequence is overall downward-younging, inferred to be caused by teconic

underplating (Kawai et al., 2007). Rocks on Anglesey accreted after the Monian
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Supergroup are (in order of decreasing age) the New Harbour Group and South
Stack Group, whereas olistostrome-type units are present on the Llyn Peninsula to
the SW (Kawai et al., 2007). All of these units were subject to low-grade (zeo-
lite or prehnite-pumpellyite facies) metamorphic conditions except a blueschist unit
in the central southern part of Anglesey (Figure 5.1; Kawai et al., 2007). The
blueschist unit represents exhumed high-pressure metamorphic rocks derived from
MORB-chemistry pillow lavas (Thorpe, 1972). These distinct units are thought to
have been emplaced along NE-SW trending strike-slip faults (Fig. 5.1) with sinis-
tral senses of shear (Gibbons and Horédk, 1990), possibly consistent with significant
lateral translation during subduction (Schofield et al., 2021).

Recently, a reinterpretation of lithologies across Anglesey has resulted in the
Gwna Complex at Llanddwyn Island being reclassified as the Llanddwyn Island
Volcanic Member, part of a mega-conglomerate called the Bodorgan Formation
(Schofield et al., 2021). The Bodorgan Formation is thought to record NW-vergent
folding and thrusting associated with Early Devonian subduction; the Llanddwyn
Island Volcanic Member is said to lie in strands of the strike-slip Berw Fault Zone
which extends across Anglesey (Fig. 5.1 Schofield et al., 2021). The Gwna Complex
comprises a varied sequence of rocks resulting from a complicated deformation se-
quence with many events, and Anglesey as a whole is even more complex (Asanuma
et al., 2017; Maruyama et al., 2010; Saito et al., 2014). This thesis focuses on pro-
cesses of subduction deformation so the research presented in Chapters 6 and 7 is
based on work conducted on Llanddwyn Island (Fig. 5.1), where subduction-related
structures are clearly preserved (Kawai et al., 2008; Maruyama et al., 2010). On
Llanddwyn Island, I have avoided outcrops where later strike-slip faulting has clearly
overprinted the earlier, subduction-related structures with thrust-sense kinematics.
Parts of the geological history of Anglesey not related to subduction or structures

observed at Llanddwyn Island are therefore not discussed in detail here.
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Tremadoc-Caradoc, ¢. 488-448 Ma
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(passive margin sediments)
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Coedana granite

(accretionary complex)

Figure 5.2: Schematic cross section of the tectonic environment of
the Monian Supergroup, with progressively younger units occurring
stratigraphically lower due to accretion after under-thrusting. From
Kawai et al. (2007).

5.2 Origins and deformation of the Gwna Com-

plex at Llanddwyn Island

The Gwna Group at Llanddwyn Island is lithologically consistent with ocean plate
stratigraphy (OPS), including lavas and volcaniclastics, jaspers, limestones, mud-
stones, and more coarse foliated siliciclastic sedimentary rocks (Greenly, 1919; Maruyama
et al., 2010). Pillow lavas at Llanddwyn Island have both MORB and OIB chemistries
(Saito et al., 2014; Thorpe, 1993) and are thought to be the basal unit of repeated
OPS imbricated in a duplex configuration between floor and roof thrusts (Maruyama
et al., 2010). Pillow-tops are convex to the SE, consistent with SE-ward subduction
and accretion beneath a wedge in that direction. Cherts on Llanddwyn Island are
folded and faulted parallel to, and locally across, bedding, with shear senses con-
sistent with SE-ward subduction (Maruyama et al., 2010). Massive carbonates are
found throughout the island, commonly associated with altered basalts (Maruyama
et al., 2010). Constraints on the depositional and deformational ages of these litholo-
gies are poor; Neoproterozoic carbonates from the north of Anglesey likely formed
880-750 Ma (Horak and Evans, 2011) and Cambrian siliciclastic sediments on Lland-
dwyn Island were deposited after 550 £+ 24 Ma (Asanuma et al., 2017). Subduction
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Chapter 5. The Gwna Complex

of the Gwna Group likely began before 600 Ma, accreting the Gwna Complex at
Llanddwyn Island after the deposition of the coarsest siliciclastic lithologies around
550 Ma (Asanuma et al., 2017) and continuing until the Ordovician (448 — 488 Ma;
Kawai et al., 2007).
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Figure 5.3: Map of structures and lithologies in the Gwna Mélange
on Llanddwyn Island, Anglesey. From Maruyama et al. (2010).

Exhumation of the Gwna Group is associated with an antiformal stack of variable-
grade up to blueschist facies (Kawai et al., 2007; Schofield et al., 2021). Though dif-
ficult to discern due to several later high-angle strike-slip faults, the Gwna Complex
at Llanddwyn Island has been interpreted to sit structurally above this blueschist
unit (Kawai et al., 2007). High angle normal faults found throughout Anglesey
are thought to have accommodated much of the exhumation-related deformation
throughout the Gwna Complex, but generally cross-cut the Precambrian to Ordovi-

cian sequence and juxtapose subunits of the Monian Supergroup on a much larger
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5.2. Origins and deformation of the Gwna Complex at Llanddwyn Island

scale than is considered in Chapters 6 or 7. Finally, north-south trending dolerite
dykes found throughout Anglesey are associated with the opening of the Atlantic
Ocean and intruded around 55 + 1.7 Ma (Allott and Lomax, 1988; Hailwood et al.,
1992; Kirton and Donato, 1985). Similar to strike-slip structures on the island these
later dykes were avoided in the field, where possible. The next two chapters pro-
vide more details of subduction-related structures on Llanddwyn Island, but do not

discuss any earlier or later structures on Anglesey described in this chapter.
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Chapter 6

Heterogeneous subgreenschist
deformation in an exhumed

sediment-poor mélange

6.1 Introduction

Many descriptions of subduction complexes (or mélanges) exhumed from seismo-
genic depths describe thick, turbidite-dominated sequences with deforming zones
containing clasts of more competent boudinaged sandstone or basalt (e.g. the Crys-
talls Beach, Kodiak, Sestola-Vidiciatico, and Shimanto complexes; Fagereng, 2011b;
Fisher and Byrne, 1987; Kimura and Mukai, 1991; Meneghini et al., 2009; Remitti
et al., 2011; Rowe et al., 2011; Ujiie, 2002; Vannucchi et al., 2008). In contrast, many
active subduction zones have a relatively small thickness of sedimentary inputs (< 2
km; Heuret et al., 2012), and the degree to which pelagic sediments and basalt are
incorporated into the deforming zone near the plate interface is poorly understood.
Input sequences containing volcaniclastic and calcareous sediments have been sam-
pled by drilling and characterised seaward of the Costa Rica and Hikurangi subduc-
tion zones (Harris et al., 2013; McKiernan and Saffer, 2006; Wallace et al., 2019),
where it has been suggested they may become entrained within the décollement
(Chapter 4 & Barnes et al., 2020) and deform in distinct lithologically-controlled

styles at depth (Ikari et al., 2013). Heterogeneity within the incoming sequence
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and the plate interface is also thought to contribute to complex slip behaviours,
such as slow slip and tremor, often in concert with high pore fluid pressures (Agard
et al., 2018; Barnes et al., 2020; Beall et al., 2019; Boulton et al., 2019; Fagereng,
2011b; French and Condit, 2019). A further contributor to this heterogeneity may
be seamounts (and other geometrical irregularities), which are present seaward of
many subduction zones and have also been associated with complex slip styles (Bell
et al., 2010; Bonnet et al., 2019; Shaddox and Schwartz, 2019; Sun et al., 2020; Todd
et al., 2018; Wang and Bilek, 2011).

Seamounts are exposed at margins with less siliciclastic turbidites in thinner in-
coming sediment sequences, where deformation of more heterogeneous basalts and
pelagic sediments is relatively more important. Insights on how these more hetero-
geneous rocks influence deformation style and slip partitioning on the plate interface
of modern subduction zone seismogenic zones may be gleaned from characterising
the texture, heterogeneity, and geometry of ancient plate interface shear zones from
the rock record. Here I present data from the Gwna Complex at Llanddwyn Is-
land, Anglesey (see Chapter 5), a subgreenschist subduction complex containing
narrow imbricated deforming zones with < 100 m thick sedimentary rock packages.
I characterise the role of heterogeneous volcanic and dominantly pelagic sedimentary
material in plate interface deformation and show that altered volcaniclastic materi-
als can be of similar strength to under-thrust siliciclastic sediments when subject to

plate interface deformation and veining at temperatures < 300°C.

6.2 Methods

Lithological mapping, sampling, and orientation data collection was carried out
across Llanddwyn Island and the adjacent Newborough Forest. Orientation data
dominantly comprise bedding within lenticular slices and foliation measurements
within thin (< 20 m) zones of more intense macroscopically-ductile deformation as
few to no discrete slip surfaces were recognised. Pillow basalt way-up indicators were
also measured, along with the length and orientation of the longest axes of a subset of

pillows. Samples were cut perpendicular to foliation or bedding to produce polished
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thin sections, most often on a subvertical plane oriented NW-SE encompassing the
long axes of basalt pillows measured in the study area. Optical microscopy of thin

sections was used to identify sample texture and areas for further study.

Thin sections were coated with 5-8 nm of carbon to prevent charging before
backscatter electron (BSE) imaging and energy dispersive spectroscopy (EDS) map-
ping were carried out at the School of Earth and Ocean Sciences in Cardiff University
with a Zeiss Sigma HD Field Emission Gun Analytical scanning electron microscope
(SEM) fitted with two Oxford Instruments 150 mm? energy dispersive X-ray spec-
trometers and a Nordlys EBSD system with Oxford Instruments Aztec software.
EDS mapping was carried out at 15 or 20 keV accelerating voltage, a beam current
of 4.3nA, an aperture of 120 pum, a working distance of 8.9 mm, and stepsizes of 1.2
or 5 um. Recrystallised calcite veins were mapped with electron backscatter diffrac-
tion (EBSD) on thin sections polished with colloidal silica and tilted at 70° to the
electron beam at a stepsize of 2 um, a working distance of 13 um, an accelerating
voltage of 20 keV, a beam current of 8.5 nA, and a 120 um aperture. Raw EBSD
backscatter patterns were processes using Oxford Instruments Aztec software with a
gain of 5 and 2x2 binning. EBSD data were then processed using the MTEX toolbox
for Matlab (Bachmann et al., 2010) and the grain orientation spread thresholding

method of Cross et al. (2017) to determine recrystallised grain size.

Hybrid shear failure criteria were calculated following Cox (2011) and Sibson
(1998) using typical cohesion values of 10 or 20 MPa for accretionary prism-forming
mudstones (Schumann et al., 2014). The cohesion of mudstones in accretionary
prisms varies up to ~ 30 MPa with depth (Schumann et al., 2014), so these values
are taken as representative estimates. Chlorite geothermometry used SEM EDS
map data from 214 analyses of chlorite-dominated areas quantified using Oxford In-
struments Aztec Software. The chlorite geothermometers of Cathelineau and Nieva
(1985) and Zang and Fyfe (1995) were used as they were calibrated over the same
Fe/Mg ratios as those found within the analysed chlorite.
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Figure 6.1: Map and section of Gwna Complex lithologies and struc-
ture at Llanddwyn Island, Anglesey, Wales, UK. Parts show (a)
lithology distribution throughout the complex, inset shows location of
Llanddwyn Island in north Wales, (b) bedding and foliation measure-
ments from throughout the area covered in (a), (c) stratigraphic units
and locations of imbricate thrusts, (d) cross-section across Llanddwyn
island showing thrust positions and large-scale lithological texture
(highlighted area shows position of Fig. 6.2), (e) approximate ocean
plate stratigraphy reconstructed from the area, variably-sampled in
lenses between imbricate thrusts.
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Exposures across Llanddwyn Island are dominantly coastal, with irregular 5 to
200 m thick lenticular slices of dismembered ocean plate stratigraphy (OPS) crop-
ping out parallel to the NE-SW trend of the island (Fig. 6.1a). Bedding, foliation,
and mélange units dominantly strike NE-SW and dip sub-vertically, consistent with
a dip-slip shear sense (Fig. 6.1b). Pillow basalts throughout the island have subver-
tical layering and pillows convex toward the SE, suggesting younging in this direction
consistent with previous work (Maruyama et al., 2010). Deformation is localised on
< 20 m thick imbricated mélange-bearing thrusts, which anastomose throughout
the study area at the margins of lenticular slices of OPS (Fig. 6.1). Pillow basalts
adjacent to mélange-bearing thrusts are commonly deformed, appearing elongated
with a subvertical long axis subparallel to bedding and foliation, corroborating a

dip-slip shear sense (Fig. 6.1b).

6.3.1 Ocean plate stratigraphy within lenses

Lenticular slices of OPS record a variably-sampled upward succession from pillow
basalts, hyaloclastites, and peperites to dismembered layers of carbonate, chert,
mudstone, and fine-grained sandstone (Fig. 6.1). Where outcrop of mélange units
between lenticular slices is limited, they have been traced along-strike between adja-
cent lithologies in the neighbouring lenticular slices (Fig. 6.1c). The origin, history,
and emplacement of this OPS is discussed in more detail by Maruyama et al. (2010)
and in Chapter 5, whereas this chapter focuses on the composition, properties, and

rheology of the deformed zones between lenticular slices of relatively intact OPS.

6.3.2 Lithologies forming imbricated mélange shear zones

Within the Gwna Complex at Llanddwyn Island, mélange shear zones occur as non-
planar tabular zones of locally-variable thickness (5-20 m) and increased apparent
shear strain. Throughout the study area, mélange shear zones form an anastomosing
array of imbricated deformed zones that strike approximately NE-SW and separate
internally-coherent, lenticular slices of OPS. The composition of each mélange shear

zone is variable, but most commonly comprises mud- or sandstone in the footwall,
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and altered basaltic material (hyaloclastite or peperite) in the hanging wall (Fig.
6.2). This repetition of OPS astride subparallel mélange shear zones of consistent
shear sense defines an irregular imbricated structure (Fig. 6.1d), similar to what
has been observed in other subduction-related mélanges (Fisher and Byrne, 1992;
Kimura et al., 2012; Onishi et al., 2001; Regalla et al., 2018; Shibata et al., 2008;
Wakabayashi, 2015).

Imbricated mélange shear zones most commonly occur on the contact between
foliated illite-rich sediments in the footwall and foliated and fractured chloritic vol-
canics in the hanging wall, incorporating material from both lithologies to form
fault zones up to 10 m wide with block-in-matrix textures (Fig. 6.2). Boudinaged
elongate blocks within the matrix are generally massive and derived from more
phyllosilicate-poor areas of the adjacent lithologies (e.g. sandstone clasts from the
footwall and basaltic clasts from the hanging wall; Figs. 6.2b-d & 6.3). Mixing of
the two mélanges, evidenced by the presence of basalt clasts in the illitic mélange, is
limited to a thin volume (< 50 cm wide) encompassing the contact between the two
units (Fig. 6.3a). Similar limited mixing has recently been recognised in the core of
the Highland Boundary fault (McKay et al., 2020), another ancient plate boundary
fault with juxtaposed discrete fault core units. Matrix material in the mélange units
forms a foliation wrapping around boudinaged blocks and is dominated by phyllosil-
icates; namely illite and chlorite, derived from the footwall sediments or hanging
wall volcanics, respectively. Adjacent to mélange units, the thickness (including the
damage zone) of footwall sediments (10 — 100 m) is commonly greater than that of
hanging wall volcanics (< 50 m; Fig. 6.1a,c & d); the change from block-in-matrix
texture to sedimentary sequence is also more gradational (2 — 10 m) than that to

relatively undeformed volcanics (< 5 m; Fig. 6.2).
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Figure 6.3: Schematic sketch of an idealised imbricated mélange shear
zone. Across the shear zone, parts show (a) schematic sketch of lithol-
ogy and texture, (b) approximate interpreted shear strain distribution
(sensu. Fagereng and Sibson, 2010), (c) field photo of illitic mélange
texture (lens cap is approx. 6 cm across), (d) field photo of chloritic

mélange texture (penknife is approx (9 cm long).

6.3.3 Post-subduction deformation

The most recent deformation of the Gwna Complex at Llanddwyn Island (see Chap-
ter 5) is apparent from N-S trending high-angle strike-slip faults and dolerite dykes
found throughout the study area (Fig. 6.1a & c). Strike-slip faults are poorly ex-
posed but where visible host little distributed deformation, tending to be localised to
< 20 cm thick fault zones. Both strike-slip faults and dolerite dykes are associated

with braided, coarse-grained quartz veins that trend N-S, cross-cutting mélange
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shear zones and bedding throughout the island. Dolerite dykes in Anglesey have
been dated to 55 £ 1.7 Ma and been associated with the opening of the Atlantic
ocean (Allott and Lomax, 1988; Hailwood et al., 1992; Kirton and Donato, 1985).
Because early, mélange-forming deformation is characterised by a distinct structural
style of distributed dip-slip deformation on a NE-SW trending foliation, it is readily
separated from highly localised N-S trending faulting, dyking, and veining across the
aforementioned foliation characterising later brittle features. The later brittle defor-
mation is therefore not considered any further here, instead the focus remains on the
distributed deformation which bounds repeating OPS, consistent with subduction

zone deformation.

6.4 Deformation texture and composition of im-
bricated mélange shear zones

To simplify descriptions and interpretation, the two volumetrically-dominant ma-
trix types within mélange-bearing shear zones are referred to as chloritic mélange
and illitic mélange for the remainder of this chapter (Fig. 6.3), after their major
phyllosilicate components (chlorite as the pale green mineral in Fig. 6.4 and illite
as the K-rich species in Fig. 6.5). Within mélange shear zones, microstructures are
dominated by clast-in-matrix textures with variable clast content and composition
(Figs. 6.3-6.5). Phyllosilicates (either chlorite or illite) between clasts are fine-
grained (< 20 pm), forming a sub-planar foliation that wraps around less deformed
clasts (Figs. 6.4 & 6.5).

Chloritic mélange typically comprises variably-altered sigmoidal basalt clasts
within a strongly foliated chlorite matrix (Fig. 6.4a-c). Approaching the contact
between chloritic and illitic mélange within a mélange shear zone, continuous calcite
veins up to 1.5 mm wide are oriented ~ 15° from the bulk subvertical foliation,
in places bisecting basalt clasts (Fig. 6.4a-c). Calcite veins contain minor quartz
and are nearly completely recrystallised to 10-15 pm where they form continuous
through-going volumes (Fig. 6.4d-f). Calcite away from these veins is coarse-grained,

with visible curved twins and subgrains of similar size to adjacent recrystallised
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Figure 6.4: Deformation microstructures of chloritic mélange. Thin
section photo mosaic (a) and associated sketch (b) show through-
going calcite veins cross-cutting the dominantly foliated chlorite ma-
trix which encompasses clasts of altered basalt. Recrystallised calcite
veins have smeared out altered basalt during deformation to shear
strains of ~ 4.5 in part (c). Away from through-going veins, calcite
is not as fully recrystallised (d) as minor quartz-bearing veins (e) but

contains subgrains of similar size to adjacent recrystallised grains (f).

grains (Fig. 6.4a, b, d & f).

[llitic mélange contains clasts of massive carbonate, variably-altered basalt, and
fine-grained sandstone containing quartz, chlorite and albite, within a foliated illite-
rich matrix (Fig. 6.5). The illite matrix contains very fine-grained hematite, giving
illitic mélange a distinctive red appearance and making the matrix opaque in trans-
mitted light (Fig. 6.5a & g). Clasts within illitic mélange typically form phacoids,
commonly strung out into elongate, sub-rounded boudins along a horizon within
the phyllosilicate foliation (Fig. 6.5a, d, e & f). Throughout the matrix of illitic
mélange, multiple generations of variably folded, boudinaged, and fractured chlorite-
quartz-calcite veins are present at varying angles to foliation (Fig. 6.5a-g). Opening
vectors of veins generally plunge NW, 20-30° from bulk foliation orientation. This
means foliation-parallel veins have a hybrid extensional-shear opening sense, consis-
tent with the bulk SE-upward shear sense, and veins at higher angles to foliation

have a more extensional opening sense in places bifurcating from foliation-parallel
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Figure 6.5: Deformation microstructures of ilitic mélange. Hand
specimen cut face (a) and associated sketches show (b) hybrid shear
vein localisation adjacent to clasts, (c) foliation-parallel veins cut by
localised shear bands, (d) foliation-parallel veins cutting deformed
foliation-oblique veins adjacent to boudinaged clasts, (e) shear band
localisation adjacent to a boudinaged clast infilled with vein mate-
rial. SEM-EDS maps and photomicrographs show (f) hybrid shear
quartz-calcite-chlorite veins cross-cutting an illitic matrix, (g) hy-
brid shear veins bordered by greenish chlorite adjacent to the matrix,
(h) clasts within the matrix derived from fragmented quartz-calcite-

chlorite veins.
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veins (Fig. 6.5a & e). Multiple generations of veins are present, with dismembered
foliation-oblique veins cross-cut by more continuous foliation-parallel veins of sim-
ilar composition (Fig. 6.5a, d, & e). More continuous veins are irregularly cut by
localised slip surfaces, particularly adjacent to phacoids in the matrix, which lo-
calise slip at their margins on Y’ shear surfaces oriented parallel to the margins
of the mélange-bearing shear zone (Fig. 6.5a, ¢, & e; Logan et al., 1992). Where
some clasts have been boudinaged, veins fill in voids between boudin segments (Fig.
6.5e), and are locally cut by localised slip surfaces at the margin of the clast. Veins

contain mixed calcite and quartz with Mg-rich chlorite along their contact with wall

rock (Fig. 6.5f-h).

6.5 Deformation sequence and kinematics (forma-
tion of the imbricated plate interface)

Throughout Llanddwyn Island, repeated lenticular slices of OPS containing SE-
younging pillow basalts are bounded by mélange shear zones with a SE-upward
shear sense, both consistent with SE-directed subduction (Figs. 6.1-6.5). To im-
bricate multiple slices, OPS must therefore have been repeatedly delaminated and
accreted during subduction by thrusting hyaloclastite and pillow basalt (from the
lower part of the OPS) over siliciclastic sediments (from the upper part of the OPS)
on each mélange shear zone (Figs. 6.1 & 6.6). Mudstone and hyaloclastite are
therefore interpreted to be the protoliths to illitic and chloritic mélange, respec-
tively. Imbricated lenticular slices of variably-sampled OPS at Llanddwyn Island
are therefore interpreted to have been delaminated and accreted from the lower
plate by sequential downstepping of the plate interface during subduction-related
deformation (Fig. 6.6c & d). Mélange bearing shear zones between lenticular slices
are therefore interpreted to represent the plate interface during that episode of down-
stepping.

Within each shear zone chloritic mélange typically comprises the shear zone
boundary on the up-thrown side, bounding the structurally-lower NW side of each
lens (Figs. 6.1 & 6.2), and its protolith hyaloclastite is therefore interpreted to be
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the lithology along which slices of OPS were delaminated from the lower plate during
subduction. As pillow basalts are sampled within OPS slices at Llanddwyn Island
(Fig. 6.1), hyaloclastite must have underlain or intermingled with pillow basalts on
the incoming plate prior to subduction. The foliated chlorite matrix within chloritic
mélange is likely the reason for its ease of deformation relative to the basalt, though
not insignificant shear strains are visible on some through-going calcite veins within
the chloritic mélange (Fig. 6.4a-c). The origin of the matrix chlorite is unclear,
though its foliated texture suggests it formed either before or during deformation of
the mélange shear zone (Fig. 6.4a, ¢, & d). If not primary, the chlorite likely formed
by interaction of basaltic glass with fluids, either on the sea floor or near the plate
interface (Humphris and Thompson, 1978; Kameda et al., 2017; Seyfried and Mottl,
1982).

The presence of basalt clasts within the illitic mélange and the absence of sand-
stone clasts within the chloritic mélange (Fig. 6.5 & 6.4) suggests a preferential
mixing effect occurred within the illitic mélange during deformation. The relative
timing of deformation on thrusts in the Gwna Complex is unclear so the temporal
evolution of mixing is unknown. Mixing of exotic blocks (i.e. basalt in the illitic
mélange) has been associated with large shear strains during shear of mélanges
(Festa et al., 2012). The presence of basalt in the illitic mélange but not sandstone
in the chloritic mélange therefore suggests higher shear strains were achieved in the
illitic mélange, possibly due to strain localisation during deformation. Localisation
of shear during deformation is a response to the rheology of the deforming material,
possibly indicating that the illitic mélange deformed at higher strain rates during

deformation than the chloritic mélange.

Most previously-studied tectonic mélanges associated with subduction are volu-
metrically dominated by siliciclastic sequences (Fagereng, 2011b; Fisher and Byrne,
1987; Kimura and Mukai, 1991; Meneghini et al., 2009; Remitti et al., 2011; Rowe
et al., 2011; Ujiie, 2002; Vannucchi et al., 2008), suggesting increased sediment thick-
ness aids in accretion and eventual exhumation. The smaller volumetric component
of siliciclastic sediments at Llanddwyn Island shows less sediment was incorporated

into the mélange during accretion, either due to lower sedimentary input thickness
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or preferential incorporation of less siliciclastic material at the plate interface. Re-
peated delamination of OPS slices along hyaloclastite horizons suggests the structure
of the incoming oceanic volcanic sequence may play a role in dictating the geometry

of the plate interface (Fig. 6.1 & 6.6).

d D Melange ;f;l::r . lower plate

legend for (b-d)

Mudstone Peperite
Sandstone Hyaloclastite

Carbonates ! Basalt

Figure 6.6: Schematic sketch of the suggested mode of exhumation
and rotation of the tectonic mélange from the plate interface to the

outcrop observed at Llanddwyn Island.

6.6 Heterogeneous deformation within imbricated

plate interface shear zones

Deformation of mélange shear zones across Llanddwyn Island is heterogeneous due to
the variable rheology, composition, thickness (i.e. strain rate) and physical proper-
ties (including fluid content and pressure) of each part of the deforming volume. The
bulk rheology of mélange shear zones, likely sources of heterogeneity from mélange
texture, and effects of local heterogeneity on deformation of the plate interface are

now characterised.
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6.6.1 Qualitative bulk rheology from grain-scale observa-

tions

Temporarily disregarding veins, the phyllosilicate matrix of both chloritic and illitic
mélanges host the most visible deformation around and between less deformed clasts
of more rigid lithologies (e.g. basalt, sandstone, carbonate; Figs. 6.4 & 6.5). Phyl-
losilicates within mélange units are fine-grained (< 20 ym) and dominantly foliated,
commonly forming interconnected anastomosing networks capable of hosting sim-
ple shear deformation by basal or frictional sliding (sensu Kronenberg et al., 1990;
Okamoto et al., 2019). Clasts within the illitic mélange are commonly sub-rounded,
asymmetrical, and elongate parallel to foliation (Fig. 6.5), consistent with material
removal by pressure solution during simple shear (Bos and Spiers, 2001). As ma-
terial is moved from high to low stress sites along clasts and they elongate parallel
to foliation orientation, phyllosilicate foliations become less curved and translation
of clasts relative to one another requires lower shear stresses. Mélange shear zones
therefore weaken with increased strain by pressure solution (Bos and Spiers, 2001).
The incorporation of new material into the shear zone (e.g. at the intersection of
anastomosing shear zones within the plate interface), would likely alter grain-scale
stress distribution and allow the influx of fluids with different chemistry, possibly

leading to accelerated dissolution or precipitation in the short term (Yasuhara, 2003).

The highly locally variable clast proportion within both illitic and chloritic
mélange likely controls the bulk rheology of mélange shear zones to a first order by
inhibiting sliding on the matrix where clasts become ‘locked up’ (Beall et al., 2019).
Where stress is below that required for brittle shear failure of the clast-forming
material, frictional-viscous mechanisms combining pressure solution of clasts and
frictional or basal slip on phyllosilicates likely dominate the rheology (Bos, 2002;
Niemeijer and Spiers, 2005). In contrast, it is likely that the rheology of clast-
poor areas more resembles that of basal sliding on the matrix-forming phyllosilicate
(Kronenberg et al., 1990), especially where through-going shears are present without
interrupting clasts (Handy, 1990).
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6.6.2 The role of veins: strain hardening, and variable P

Veins up to several mm across are common within both illitic and chloritic mélange
(Figs. 6.4 & 6.5). Chlorite-quartz-calcite veins within the illitic mélange are com-
monly boudinaged, cut, or otherwise sheared, forming clasts of vein-derived quartz
and calcite within the illitic matrix. Formation of these veins likely occurred during
foliation-parallel extension during deformation (Schmalholz and Maeder, 2012), with
mineral precipitation cementing fractures as the vein formed. The role of these veins,
therefore, was to strain-harden a through-going horizon before gradually weakening
as the vein was disaggregated. The bulk strength of the vein-hosting mélange after
veining must have been higher than before, even after disaggregation, as veining
of dominantly quartz and calcite increased the volume percent of material stronger
than the matrix-forming illite.

The foliation-parallel veins found throughout mélange shear zones accommo-
dated opening and shear (Figs. 6.4a & 6.5a), requiring supra-lithostatic pore fluid
pressures at the instant of formation (Fig. 6.7c & e; Cox, 2011). The source of the
solute is not clear, but local pressure solution occurring on clasts or longer-range
fluid flow within the mélange are both reasonable candidates. Several generations
of variably-deformed veins are present within illitic mélange, suggesting pore fluid
pressures were cyclically elevated to supra-lithostatic levels during deformation (Fig.
6.5a & d). An alternative model invokes the mechanical creation of space during a
slip event driving an influx of fluid into a fracture (e.g. Giilyiiz et al., 2018). This
model would produce a similar texture in the resulting vein but lacks a clear mech-
anism for weakening of the host rock to form a fracture and create the void volume,
especially through pre-existing veins of cohesive quartz and calcite.

Regardless of the degree of involvement of fluids in fracture formation, the illitic
mélange therefore episodically strengthened with each pore fluid pressure cycle as
vein material precipitated, exploiting and hardening deforming horizons with the
lowest cohesion and tensional strength (Fig. 6.7e). Previous work in granitic rocks
has suggested the the evolution of a fault may be related to the hydrological proper-
ties of the fault, where more permeable faults develop weak cores and less permeable

faults remain stronger (Lawther et al., 2016). While the permeability structure of
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a subduction-related mélange shear zone is very different to that of a granitic shear
zone, the strength of the shear zones studied here is clearly linked to the hydrological
structure and fluid chemistry at the instant of vein formation. Quartz and calcite
have opposite solubility relationships with temperature (Plummer and Busenberg,
1982; Rimstidt and Barnes, 1980), meaning veins formed by pressure drops rather
than precipitation with cooling (sensu. Meneghini and Moore, 2007). Mineral pre-
cipitation due to pressure drop is consistent with short-lived fluid pressure pulses
forming veins by hydrofractures that rapidly fill with quartz and calcite as pore
fluid pressure reverts toward hydrostatic. Whether veins partially or totally fill
during each hydrofracture event is unclear, but the lack of crack-seal textures sug-
gests veins were not systematically re-fractured and filled further. Magnesium-rich
marginal chlorite within the veins could have formed by either precipitation or re-
action with the mélange matrix (Fig. 6.5f-h), though the lack of magnesium-rich

species within the matrix suggests the former.

Chloritic mélange also hosts quartz-calcite veins, though calcite volumetrically
dominates these (Figs. 6.4 & 6.7a). Unlike veins in the illitic mélange, veins in the
chloritic mélange are not boudinaged or disaggregated, suggesting they deformed at
similar strain rates to the mélange matrix (Fig. 6.4a). Basalt clasts are bisected by,
and smeared along, foliation-parallel calcite veins (Figs. 6.4a & c). It is unclear if
these veins have an extensional or shear opening sense but basalt clasts are smeared
along the calcite veins with offsets consistent with strains < 4.5 (maximum ~ 4.5
mm offset across a 1 mm vein; Figs. 6.4a & c). Calcite within the veins is almost
completely recrystallised to ~ 12 um (Figs. 6.4d-f & 6.7a & b), recrystallisation
to fine grain sizes may have facilitated deformation by a combination of grain-size
sensitive (sensu Herwegh et al., 2003) and dislocation creep (Renner et al., 2002).
Creep of calcite in these veins would have been inhibited (i.e. required greater
stresses to achieve the same strain) by greater amounts of quartz pinning calcite
grains, such as within veins throughout illitic mélange. Composition of the vein
filling, resulting from fluid chemistry at the instant of fracture formation, therefore
exhibits a demonstrable effect on the bulk strength of the mélange where veining is

common. This is exemplified by the deformation of calcite-rich veins in the chloritic
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mélange to high strains and the dismemberment of less deformed quartz-rich veins

in the illitic mélange (Figs. 6.4 & 6.5).

6.7 Quantifying rheology from observations

Observations of chloritic and illitic mélange units show that both experienced dis-
tinct modes of shear deformation within localised shear zones. Both calcite veins
and the chlorite matrix have been deformed to moderate-high shear strains within
the chloritic mélange. Shear deformation in the illitic mélange appears to have dom-
inantly occurred by slip on illite in the matrix, aided by foliation-normal pressure
solution of clasts, and was cyclically punctuated by transient hybrid extensional-
shear veining. Several methods are now used to calculate the differential stress and
temperature during deformation, which are then used to model the relative con-
tributions of matrix and clast deformation within each mélange unit to the overall

strain rate and velocity of the shear zone.

6.7.1 Differential stress and temperature estimates on Gwna

Complex Deformation

Different methods were used to estimate differential stresses (o4) and temperature
(T) for illitic and chloritic mélanges. Calcite veins throughout the chloritic mélange
were analysed with EBSD and recrystallised grains were segregated from relict grains
based upon the spread of orientations within a grain around a threshold value of 1.88°
(Cross et al., 2017). The mean size of recrystallised calcite grains from the nominally
monomineralic veins was then used to determine the differential stress during steady
state vein deformation using the paleopiezometer of Platt and De Bresser (2017).
Recrystallised grains had a mean grain size of 11.4 um, corresponding to a differential
stress of 88 MPa. Ranges in exponent values in the method of Platt and De Bresser
(2017) cause broad 95% confidence limits, between 30 and 255 MPa (Fig. 6.7a & b).
Assuming these veins recrystallised before or during deformation, this measurement
reflects the background differential stress during recrystallisation of calcite, and

from optical microscopy the grain size appears consistent between veins within the
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Figure 6.7: Differential stress-T constraints from both mélanges from
analysis of hybrid extensional vein failure under estimated conditions,
recrystallised calcite piezometry from Platt and De Bresser (2017),

and chlorite geothermometry.

mélange.

Foliation-parallel calcite-quartz-chlorite veins within illitic mélange have opened
oblique to foliation, hosting both extensional and shear offset (Figs. 6.5d & e).
Foliation-oblique veins locally merge with those oriented parallel to foliation with the
same opening sense, suggesting local variations in cohesion and tensional strength af-
fected vein style (Fig. 6.7c). Assuming typical values for cohesion (C') and tensional
strength (7") from accretionary complex sediments (C' = 10 — 20 MPa, T'=5 — 10
MPa; Schumann et al., 2014), a pore fluid factor-differential stress (A vs. o7 — 03)
plot is constructed (sensu. Cox, 2011) to assess the differential stress range over
which these hybrid extensional shear veins might have occurred (Fig. 6.7e). Hy-
brid extensional-shear veins should occur at supra-lithostatic pore fluid pressures
and differential stresses in the range between 47 and 5.667 (Secor, 1965), the as-
sumed cohesion and tensional strength values therefore constrain the differential
stress range at the instant of hybrid vein formation to between 20 and 57 MPa (Fig.
6.7¢). As we do not know the actual values for C' or T', we take this range (38 £ 18

MPa) as the estimated differential stress at the instant of hybrid fracture formation.
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Chlorite is also present in many variably-deformed veins within the illitic mélange,
allowing us to use geothermometry to discern syn-kinematic temperatures of chlo-
rite crystallisation. In this case chlorite crystallisation is likely coincident with vein
formation due to chlorite almost exclusively lining the margins of almost all veins
within the illitic mélange (Fig. 6.5f-h). Analyses used here are quantified from
SEM-EDS maps and have Fe/M g ratios of 0.42 to 0.52 (Fig. 6.7d). The chlorite
geothermometers of Cathelineau and Nieva (1985) and Zang and Fyfe (1995) are
used as they were calibrated over similar F'e/M g ratios. Analysis of 214 vein-hosted
chlorite areas (50 — 100 pm?) yields two distributions with means of 261 and 258
°C for the geothermometers of Zang and Fyfe (1995) and Cathelineau and Nieva
(1985), respectively, and standard deviations of 11 °C for both (Fig. 6.7d). These
temperatures are consistent with both (1) the preservation of original lithological
texture visible across the island and (2) the onset of recrystallisation and crystal-
plastic deformation of calcite (Fig. 6.4). We therefore take ~ 260 4+ 10°C as the

approximate temperature of deformation.

Differential stress estimates from recrystallised calcite grain size and the hy-
brid failure criterion yield very different values (~ 88 and 38 MPa, respectively;
Fig 6.8). Errors for the two values (30-255 and 10-57 MPa, respectively) overlap
between 30 and 57 MPa due to poorly constrained exponents in the recrystallised
calcite piezometer of Platt and De Bresser (2017). Differing stress estimates may
be expected as recrystallised calcite grain size is used to estimate a steady state
differential stress during recrystallisation and the hybrid failure criterion estimates
differential stress at the instant of failure. Previously, variable differential stress
estimates within a shear zone have been interpreted to represent the stress within
that phase (Stenvall et al., 2019). Similarly, it may be that differential stress in
a through-going calcite vein that is deforming slowly and providing a barrier to
more rapid deformation of the surrounding matrix records a higher stress than fail-
ure within the more rapidly-deforming matrix (Beall et al., 2019). The differential
stress estimate from recrystallised calcite grain size with the piezometer of Platt
and De Bresser (2017) is therefore used to interpolate velocities in the following

modelling. To account for the large uncertainty of the differential stress estimate,
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models are shown with variable stress and strain rate or velocity.
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Figure 6.8: Differential stress (o4)-T constraints from analysis of
hybrid extensional vein failure under estimated conditions, recrys-
tallised calcite piezometry from Platt and De Bresser (2017), and
chlorite geothermometry plotted together.

6.7.2 Modelling stress and strain rate in chloritic and illitic
mélange

Given the evidence for various deformation mechanisms operating in each mélange
unit under variable fluid pressure (sections 6.4 & 6.6.2), I now attempt to quan-
tify a bulk shear stress (7)/strain rate(y) or velocity (V')/pore fluid pressure (Py)-
dependent rheology using the field-scale outcrop and mineralogy of each mélange
unit and following the approach outlined by French and Condit (2019). This model
assumes an idealised plate interface shear zone (Fig. 6.3a) dipping at 10° (§) and
deforming at a temperature (1) of 260°C (based on chlorite geothermometry; Figs.
6.7d & 6.8). I assume an interface depth of 17 km, consistent with the estimate
of T from chlorite geothermometry on a ~15 °C km™! geotherm, and a density of
the upper crust of 2750 kg m™2 to calculate a vertical stress (o,) of ~ 458 MPa.

The maximum differential stress (o;) was assumed to have negligible impact on the
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vertical stress and plunge 35° antithetic to the plate interface (1), the minimum
differential stress (o3) plunges 90° from this, synthetic to the plate interface (See
French and Condit, 2019, Figure 2 for summary).

I followed both Bletery et al. (2017) and French and Condit (2019) in modelling

the layer-parallel 7 required for frictional slip at a given V' as

_ w(T, V) (o, — Pr)sin(26 + 2¢)
sin(20 + 2¢) + p(T, V) (cos(26 + 2¢) — cos(24)))

(6.1)

where u(7,V) is the frictional coefficient of the material at temperature 7' and

velocity V. This was calculated using

V
w(T, V) = po + (duss/dan)Tln% (6.2)

where pg is the friction coefficient at temperature 7" and pre-step slip velocity Vj.
The rate-and-state parameter ((duss/dinV)r) determines the response of u(7,V)
with a change from Vj to V' (Chester, 1994); if (duss/dInV )z is less than 0 then
(T, V') reduces with increased velocity and the material velocity-weakens, if (duss/dinV )
is greater than 0 then p(7,V) increases with increased velocity and the material
velocity-strengthens. This velocity-dependent behaviour has been considered by
many to be a measure of the propensity for seismic slip in a material, as velocity-
weakening materials will further weaken with increased velocity and therefore host
“runaway”, or seismic, slip. Friction was modelled at constant 7' and variable
V', meaning values for u(7,V) were controlled by initial inputs of Vi, o, and
(duss/dinV')r. To retain comparability from experimental data, values for p and
(dpss/dInV ) were selected if they were measured at velocity steps originating with
a Vy of 1 ym s™1. Values of py and (duss/dinV ) for calcite and chlorite were not
measured at the modelling T" so, following den Hartog et al. (2012), values were
linearly interpolated between data measured at temperatures above and below 260
°C.

For the chloritic mélange (Fig. 6.9a), 7-% curves were modelled for pressure so-
lution (Bos, 2002), diffusion creep (Herwegh et al., 2003), dislocation creep (Renner
et al., 2002; Rutter, 1974), grain size insensitive cross slip (De Bresser, 2002), and
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friction of calcite for veins (Verberne et al., 2015) and friction for chlorite in the ma-
trix (Okamoto et al., 2019). Following French and Condit (2019), dislocation creep
of calcite was modelled using the flow law of Renner et al. (2002) at lower values of 7
and the flow law of Rutter (1974) at higher values of 7, this transition occurs at ~ 35
MPa at 260 °C. Verberne et al. (2015) measured calcite friction values at velocity
steps of 1-3 um s!, temperatures of 20 to 600 °C, and effective normal stresses
(o¢;) of 30, 50, 80, and 100 MPa. At A = 0.8, o}, on the modelled plate interface
were ~97 MPa, making a o7y, value of 100 MPa the most appropriate here. Values
of o and (dpuss/dInV)r are 0.52 and -0.003 at 199 °C and 0.43 and -0.014 at 398
°C, respectively. Both of these values were linearly interpolated at 260 °C to yield
values of 0.49 for po and -0.00637 for (dpuss/dIinV)r. This suggests calcite at this
temperature would be relatively strongly velocity weakening but have a relatively
high initial strength. For chlorite, Okamoto et al. (2019) measured friction values at
velocity steps of 1-3 yum s—!. Values at A = 0.4 were interpolated between measure-
ments of pg = 0.258 and (dpss/dinV ) = 0.00193 of at 200 °C and po = 0.299 and
(dpiss/dInV )y = 0.00081 at 300 °C. This yielded a pg of 0.28 and a (duss/dinV )7
of 0.001258 at 260 °C. This suggests chlorite at this temperature would be velocity

strengthening, but have a lower initial strength than calcite.

Though the illitic mélange has clasts of varied composition including basalt, car-
bonate, and foliated sandstone containing quartz, albite, and chlorite (Fig. 6.5f
& h), T assumed a quartz-dominated sandstone clast lithology due to the limited
availability of data for albite solubility and its low temperature deformation mech-
anisms. Under the interpreted conditions albite would be expected to be stronger
than quartz and calcite (Borg and Heard, 1970; Lu and Jiang, 2019; Renner et al.,
2002), so the assumption of a quartz aggregate increases the amount of deformation
modelled to occur in the clasts. In the resulting model most of the deformation
occurs in the albite-free matrix so the impact of this assumption appears minimal
given the number of others. Quartz deformation was modelled using pressure so-
lution creep (Rutter, 1976) and dislocation creep (Lu and Jiang, 2019), combined
with a flow law for the frictional-viscous flow of a quartz-phyllosilicate aggregate

(Bos, 2002; Niemeijer and Spiers, 2005) to represent sandstone within the clasts and
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encompass the transition between viscous and frictional behaviour at low and high
4 or V. The frictional behaviour of illite was modelled using experimental data from
den Hartog et al. (2012) measured at a velocity step of 1-10 um s™! and a T of 250
°C. Values of pg were not fully modelled for these data, but are instead pre-velocity
step measurements of i+, corrected for background slip-hardening trends. In lieu
of fully modelled data, this value of pgq- = 0.52 was treated as g along with the
associated value of (dpuss/dInV )y of 0.00484. These values were used without any
interpolation as they were measured at 250 °C, within error of the estimates of T’
from chlorite geothermometry. This suggests illite at this temperature would be

both velocity strengthening and relatively strong for a phyllosilicate.

Curves for 7-7 from different mechanisms were combined by assuming additive
shear strain rate deformation at a given shear stress (Fig. 6.9). For a summary of all
deformation mechanism modelled for each mélange, see Table 6.2. I have, through-
out, assumed that deformation occurs by the mechanism requiring the smallest 7.
Where appropriate, V' was converted to 7 by dividing by the unit thickness and
converting 7 to V' was achieved by performing the inverse. Thicknesses used in the
modelling are based on an idealised mélange shear zone (Fig. 6.3a) and are: calcite

veins= 1 mm, chlorite matrix= 2 m, illite matrix= 1.2 m, quartz clasts= 1 m.

6.7.3 Shear stress, strain rate, and velocity of modelled

chloritic and illitic mélange

Shear stress-shear strain rate (7-9) curves for sandstone clasts and calcite veins fol-
low similar trajectories of increasing 7 from low to high 4 (Fig. 6.9a-b). In all curves
the low 7, low ¥ region is dominated by pressure solution of calcite or quartz, becom-
ing frictional-viscous (sensu Bos, 2002) in sandstone with increasing 7 and ¥ (Fig.
6.9b). At ¥ >1x 107° s71, the strength of sandstone becomes dominated by phyl-
losilicate friction. Within the low 4 regime, calcite deforms by rate-strengthening
pressure solution (Bos, 2002) until ¥ > 1 x 107'% s7! and 7 > 20 MPa where dif-
fusion creep accommodates deformation at higher 4 (Fig. 6.9b). Dislocation creep

(sensu Rutter, 1974) becomes less -strengthening with increased 7 until grain size-
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insensitive cross-slip (sensu. De Bresser, 2002) becomes dominant at 7 ~ 90 MPa.
Cross-slip dominates at high stresses, and is modelled to control deformation at
4 > 1x 10719 s71 by allowing deformation at lower stresses than velocity-weakening
calcite friction at hydrostatic pore-fluid factors (Fig. 6.4). Calcite friction becomes
dominant at very high strain rates (¥ > 1 x 107! s7!), suggesting it would control
seismic slip.

Frictional sliding on chlorite and illite foliations in represented by 7-7 curves just
below and above 100 MPa, respectively (Fig. 6.9c-d). Chlorite is only marginally
velocity strengthening, meaning little change in 7 with increased V. Chlorite fric-
tional sliding requires lower shear stresses than viscous deformation of calcite at
V =1x10"" m s7! and 7 ~ 80 MPa (before cross-slip becomes rate-controlling),
where it dominates at increased velocities well into seismic slip rates of 1 m s=%. At
aseismic creep velocities consistent with plate convergence (10-100 mm yr—!) and
geodetically-modelled slow slip events (300-1500 mm yr~!; Biirgmann, 2018), chlo-
ritic mélange deforms dominantly by frictional sliding on chlorite at shear stresses
of 83 and 85 MPa, respectively (blue and red shaded areas on Fig. 6.9¢), with very
little contribution from viscous or frictional deformation of calcite. Illite is more
velocity strengthening than chlorite and its 7 therefore doubles with increasing V'
between 1 x 107! and 1 m s~!. Illitic frictional sliding requires lower shear stresses

L and

than frictional-viscous deformation of sandstone clasts at V' =5 x 107% m s~
7 =~ 180 MPa and continues to be dominant at greater V. Unlike chloritic mélange,
illitic mélange deforms by mixed frictional-viscous deformation at both plate con-
vergence and slow slip velocities (Fig. 6.9d). Plate convergence-rate slip requires
shear stresses of 44-50 MPa and slow slip velocities require higher shear stresses of

53-58 MPa due to the relatively greater contribution of friction required at higher

velocities.

6.7.4 Modelled effects of pore fluid pressure

Cross-cutting and deformed hybrid extensional-shear veins indicate that elevated
pore fluid pressures (Py) were cyclically reached during shear deformation within

the illitic mélange (Figs. 6.5 & 6.7). Based on this evidence of variable P; within
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6.7. Quantifying rheology from observations

mélange shear zones at Llanddwyn, the effect of variable Py on the strength, ve-
locity, and mechanisms of modelled deformation within the mélange units is now
investigated. Pore fluid factor (\) is calculated as the ratio of Py to o, (A = %),
meaning at hydrostatic Py, A = 0.4 and at lithostatic Py, A = 1. Increases in
Py, therefore reduce the shear stress required to activate deformation mechanisms
sensitive to effective normal stress (o7;,). Viscous mechanisms, which according to
modelled deformation occur at low strain rates and velocities, are not sensitive to
o¢s s, meaning the 7-y curve for each mélange unit is unaffected at low strain rates
by increases in Py (Fig. 6.9e-f). Frictional sliding, as outlined in Equation 6.1, is
sensitive to both o, and interface dip (4). In the models frictional sliding requires
lower 7 to activate with increasing A, requiring lower shear stresses to deform than
viscous or frictional-viscous mechanisms at incrementally lower values of 7. Within
the chloritic mélange, chlorite weakens with increased A to truncate the deforma-
tion of calcite and become the dominant mechanism at almost all modelled velocities
(Fig. 6.9¢). Plate rate and slow slip velocities require reduced shear stresses to oc-
cur within the chlorite matrix, down to a minimum of 5 and 9 MPa, respectively,
at A = 0.95. Within the illitic mélange both frictional-viscous and frictional de-
formation weaken with increasing \; plate rate convergence velocities require shear
stresses of 10-11 MPa and slow slip velocities require shear stresses of 11-12 MPa at

A =0.95.

An example of how variable composition within heterogeneous deforming zones
may control slip is well illustrated by the model results; the weakening effect of higher
P; on frictional sliding is greater in chloritic mélange than in illitic mélange (Fig.
6.9e-f). Shear stresses required for chloritic mélange shearing at plate convergence
rates reduce from 83 MPa at (hydrostatic) A = 0.4 to 5 MPa at (near-lithostatic)
A = 0.95. Shear stresses for illitic mélange shearing at plate convergence rates
reduce from 44-50 MPa at (hydrostatic) A = 0.4 to 10-11 MPa at (near-lithostatic)
A = 0.95. The same is true for slow slip velocities (Fig. 6.9e-f). The rheology of the
imbricated mélange shear zones observed on Llanddwyn island, therefore, is highly

dependent on both the composition of the material and the Py it is deforming at.

When considering the entire deforming zone (Fig. 6.10), the 774 curve is con-
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Figure 6.10: Shear stress-shear velocity curves for combined chloritic
and illitic mélange under variable pore fluid factor (A). Modelling
follows the methodology of French and Condit (2019) on an interface
dipping 10° at 260 °C and 17 km depth.

trolled by various mechanisms throughout all lithologies at a range of A. The lowest
velocities and shear stresses can be achieved by viscous deformation of clasts within
the illitic mélange by pressure solution. With increased velocity and shear stress
frictional sliding begins to also occur, leading to frictional-viscous slip at rates en-
compassing the plate convergence and slow slip velocity range at hydrostatic Py
(Fig. 6.10). At V' >1x107% m s~* and hydrostatic Py, frictional sliding of chlorite
becomes dominant at shear stresses~ 100 MPa. With increased A, it is the frictional
sliding of chlorite that weakens the most, becoming the dominant mechanism at in-
crementally lower shear stresses (Fig. 6.10). Slip partitioning (i.e. the distribution
of slip between units) within mélange shear zones is dependent on A (Fig. 6.11), with

chloritic mélange accommodating increasing proportions of the total slip budget at
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greater pore fluid pressures (Fig. 6.11). At plate-rate and slow slip velocities, slip
occurs in both mélanges at 0.6 < A < 0.7 (Fig. 6.11).
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Figure 6.11: Modelled slip partitioning between illitic and chloritc
mélanges within the idealised shear zone.

6.7.5 Comparing differential stress and pore fluid factor es-

timates with modelled velocities

Constraints from hybrid extensional-shear veins and recrystallised calcite within
mélange shear zones on Llanddywn Island yielded differential stresses of 88 MPa with
an uncertainty range of 30-255 MPa. Using 7 = o/v/3 (Nye, 1953), this corresponds
to a shear stress of 51 MPa with an uncertainty range of 17-147 MPa. This shear
stress is used to estimate shear strain rates and velocities under stress constraints
from shear zones on Llanddywn Island. At hydrostatic pore fluid pressures (A = 0.4),
frictional-viscous slip in foliated sandstone clasts within the illitic mélange occurs
at velocities consistent with plate boundary deformation (V' < 1 x 107 mm yr—';

Fig. 6.12). Calcite in the chloritic mélange deforms by dislocation creep at very
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low slip rates (¥ &~ 1 x 107" s7!; Fig. 6.12) under similar conditions, and shear
stresses are not high enough to cause frictional slip in the chlorite matrix. At
shear stresses estimated from the hybrid failure criterion in the illite matrix (~ 24
MPa) the illitic mélange deforms by pressure solution at rates below plate-rate (Fig.
6.9f), highlighting the stress sensitivity of deformation within shear zones of varied
composition. At near-lithostatic pore fluid pressures (A = 0.9), frictional slip at
shear stresses of 51 MPa in chlorite and calcite causes modelled slip rates to exceed

!in the chloritic mélange (Fig. 6.9e-f). No clear evidence of seismic slip is

1 ms™
present within the subduction complex, suggesting this is unrealistic. Slip in the
illitic mélange under the same conditions occurs by frictional sliding at rates between

those consistent with slow slip and seismic slip (Fig. 6.12).

For stress constraints from the subduction complex and velocity constraints from
modern margins to agree, sub-lithostatic pore fluid factors (between 0.7 and 0.8; Fig.
6.12) or strain-rate dependent deforming thicknesses are required. Elevated pore
fluid factors are evidenced at Llanddwyn by abundant veining throughout deforming
zones (Figs. 6.3-6.5), and this does not rule out localised rapid slip at elevated P,
as abundant localised slip surfaces adjacent to clasts are present throughout the
illitic mélange (Fig. 6.5). Nevertheless, differential weakening at pore fluid factors
between hydrostatic and lithostatic suggests slip on the plate interface will variably

partition with increased P; and frictional or compositional heterogeneity.

The dependence of rheology on a block in matrix structure, apparent from mod-
elling a shear zone from Llanddwyn Island and from other modelling studies (Beall
et al., 2019; Fagereng and Beall, 2021), suggests that other, larger scale structures,
may also impact rheology. In subduction zones one major structure which controls
deformation on the plate interface is the geometry of lithologies over 10’s to 100’s
of km (Heuret et al., 2012). Similar to the block in matrix textures modelled here,
where the distribution materials coming in to the plate interface is complex, plate

interface deformation is likely to reflect that with highly non-linear rheology.
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Figure 6.12: Shear strain rates (left) and velocities (right) for different
lithologies at variable pore fluid factors (\). Modelling follows the
methodology of French and Condit (2019) on an interface dipping 10°

at 260 °C and 17 km depth. Yellow arrows for the chloritic mélange

and calcite veins at A = 0.9 represent rapid slip rates > 1 m s~ 1.

6.7.6 Slip instabilities during frictional sliding at elevated
Py

For slip to transiently accelerate from plate-rate to slow slip velocities, it has been
widely suggested that instabilities during slip must alter the rheology of the plate in-
terface (Biirgmann, 2018). These instabilities are as yet poorly understood, but are
likely dominantly controlled by the deforming geometry and composition within the
plate interface shear zone leading to conditionally-dependent values of the rate-and-
state parameter ((duss/dInV)r; Eq. 6.2). One such example of a conditionally-
sensitive instability is Pj-dependent variability in the critical nucleation length
recorded at depths near the up-dip limit of the seismogenic zone by Phillips et al.
(2020). This variability would mean that as Py increases, the propensity for chlorite
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bordering basalt clasts to produce unstable seismic slip is replaced by an increased
propensity for slow slip. This increased propensity for slow slip requires mixing of
velocity strengthening illite and velocity weakening altered basalt at the appropriate
conditions (Phillips et al., 2020). At the estimated temperature of 260 + 10 °C both
chlorite and illite are velocity strengthening (Den Hartog and Spiers, 2014; Okamoto
et al., 2019). Some chlorite-bearing gouges have been determined as velocity weak-
ening at 7' > 200 °C (Boulton et al., 2014), but these gouges had major components
of quartz and feldspars, and no through-going discrete slip surfaces are recognised
within the chloritic mélange described here. At a larger scale, the adjacent shearing
of chloritic and illitic mélange along shear zones at the base of delaminated oceanic
crust may allow for mixing of velocity-strengthening and velocity-weakening materi-
als. This suggests greater involvement of altered oceanic material in plate interface
deformation could increase the propensity for slow slip, though this is dependent
on the degree of mixing. Limited mixing was observed in mélange-bearing shear
zones at Llanddwyn Island (Fig. 6.2a), meaning this effect would be confined to the

narrow mixed volume near the middle of each shear zone.

A more mechanistic approach based on the recent modelling work of van den
Ende et al. (2020) may yield insights into how unstable slip may nucleate in the
clast-bearing illitic mélange (Fig. 6.5a). Modelling suggests that at estimated dif-
ferential stresses of ~ 88 MPa and Py < 0.8 the illitic mélange should be creeping
by frictional-viscous pressure solution-mediated creep (Fig. 6.9f). Slow creep of
phyllosilicates between clasts would reduce pore volume there, locally increasing
Py (Ikari et al., 2009; van den Ende et al., 2020). Locally increased Py would re-
duce frictional resistance, increasing the likelihood of granular flow of clasts within
the illitic mélange (Bos et al., 2000). Then, following van den Ende et al. (2020),
shear stresses would increase until they approach the onset of granular flow. Gran-
ular flow increases the porosity between clasts, rapidly reducing shear strength and
weakening the mélange. If the melange has a sufficiently low stiffness a frictional
instability would be generated and fault slip would accelerate, transiently increas-
ing porosity along the sliding surface (van den Ende et al., 2020). Observations of

foliation-parallel veins consistent with cyclical formation at transiently elevated Py
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within the illitic mélange (Figs 6.5-6.7) suggest that this porosity increase would be
associated with fluid propagation along the slip surface, and the resultant pressure
drop would lead to precipitation of quartz-calcite-chlorite veins (e.g. Fig. 6.5{-h).
Precipitation of the vein along the slip surface would harden it and reduce porosity,
arresting slip. This could be repeated numerous times with slow creep deforming
veins between slip events to produce the variably-deformed veins throughout the
mélange (Fig. 6.5f-h). Hybrid extensional-shear veins observed within the mélange
are consistent with this hypothesis, suggesting instabilities within the illitic mélange
could be generated by deformation of a block-in-matrix texture rather than by fric-
tional processes. As shown by the combined field and modelling approach taken
here, the generation of instabilities within a heterogeneous creeping shear zone could
occur by various material and texture-dependent mechanisms, and discerning how
these processes operate within natural shear zones to generate slip transients is an

exciting new challenge.

6.8 Conclusions

o The plate interface represented at Llanddwyn Island is locally-variable and
heterogeneous, forming < 15 m wide shear zones imbricated of over tens to
hundreds of metres. Imbricated shear zones host tectonic mélange units de-
rived from the deformation of both silicalastic sediments and altered volcani-

clastics.

o [llitic mélange, likely derived from siliciclastic material, has a block-in-matrix
texture with albite, quartz, and calcite clasts within an illite matrix, all cut by
variably-deformed cross-cutting quartz-chlorite-calcite veins. Transient supra-
lithostatic pore fluid factors must have occurred cyclically during deformation
to form multiple generations of variably-boudinaged veins, strain hardening

the illitic mélange.

o Chloritic mélange, likely derived from altered volcanic material, has a chlorite

matrix and altered basalt clasts, with recrystallised through-going calcite veins
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deforming to strains of 4-5.

o Both mélange units have deformed by slip on phyllosilicates in the matrix, but
the rheology of each have been altered by syn-kinematic veining of different

compositions.

o A hybrid extensional-shear failure criterion suggests the differential stress at
the instant of failure for the illitic mélange was 20-57 MPa, and recrystallised
calcite grains within calcite veins viscous creep occurred at differential stresses
of ~ 88 MPa in the chloritic mélange. Geothermometry on synkinematic
chlorite within veins in the illitic mélange yields a temperature of 260+ 10 °C,

meaning deformation occurred under subgreenschist conditions.

o To model shear stress-strain rate/velocity curves for each component of the
illitic and chloritic mélanges, published flow laws were used for viscous mech-
anisms and parameters measured under in-situ conditions were used for rate-

and-state friction.

o At hydrostatic pore fluid pressures (A = 0.4), viscous deformation mecha-
nisms (crystal plasticity, pressure solution) dominate and modelled slip rates
only agree with those required for plate boundary deformation in metre-thick
siliciclastic quartz under the highest stress estimate from the shear zone. Slip
rates in mm-thick calcite-dominated domains are below those required for

plate boundary-rate slip.

At near-lithostatic pore fluid pressures (A = 0.95), frictional slip distributed
throughout matrix-forming chlorite and vein-bound calcite causes modelled

slip rates to exceed 1 m s™!.

o For stress constraints from the subduction complex and velocity constraints
from modern margins to agree, sub-lithostatic pore fluid pressures or strain-
rate dependent deforming thicknesses are required. Modelling of variable de-
formation mechanisms at depth shows heterogeneous material within a plate
interface shear zone likely undergo differential weakening at elevated Py, sug-

gesting variable slip partitioning with the presence of fluids.
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« Slip transients such as slow slip events require instabilities to develop during
slow velocity creep. Compositional or textural constraints observed within
shear zones on Llanddwyn Island indicate these instabilities may develop by
local Py variations induced by pore compaction during creep. Foliation-parallel
quartz-calcite-chlorite veins cross-cutting similar but earlier deformed veins
within the illitic mélange are consistent with pressure drops caused by repeated

instability-driven slip transients at elevated Pr.
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Chapter 7

Subduction zone deformation of

carbonates at seismogenic depths

Aseismic slip in subduction zones is common at temperatures < 350 °C (Biirgmann,
2018; Wallace, 2020a), even though this is colder than both the frictional-viscous
transition in calcite and the base of the subduction thrust seismogenic zone in many
conceptual models (Hyndman and Wang, 1993; Scholz, 1998; Sibson, 1986). The
role of silicates has frequently been considered in relation to frictional-viscous and
intracrystalline creep on the subduction thrust (Fagereng and Den Hartog, 2017;
French and Condit, 2019), but carbonates are also an important component of
lithological inputs at many subduction zones (Plank and Manning, 2019). Car-
bonate deformation defines a different rheology to silicates with a frictional-viscous
transition occurring at a different, poorly defined, temperature (100-300°C Bauer
et al., 2018; Chen et al., 2020; Fredrich et al., 1989; Kim et al., 2018). To deter-
mine how aseismic deformation of carbonates could occur at strain rates relevant
to actively-deforming zones (> 107! s=! Fagereng and Biggs, 2019) around the
frictional-viscous transition, I investigated microstructures in carbonates deformed
during ancient subduction at temperatures of 260+£10 °C from the Gwna Complex
(Chapter 6). This chapter is primarily concerned with linking microscale textures
and interpreted slip mechanisms to the evolution of volumes viscously deforming at

or near the plate interface during subduction.
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7.1 Carbonates in subduction zones

Carbonates are subducted at all margins, although the mass of carbonate in the
down-going plates varies greatly (Plank and Manning, 2019). The majority of
carbonate enters subduction zones as sediments, though these have the greatest
thicknesses at low latitudes and are commonly irregularly distributed along single
margins (Fig. 7.1a). Carbonates present within veins throughout volcanic base-
ment are a volumetrically less important, but more spatially uniform, source of
carbonates to subduction zones (Plank and Manning, 2019). Though other carbon-
ate minerals with distinct rheologies do occur in the inputs to subduction zones,
calcite volumetrically dominates (Plank and Manning, 2019; Underwood, 2007). To
investigate calcite rheology spanning the frictional-viscous transition, I consider cal-
cite deformation up to temperatures equivalent to those found at the mantle wedge
corner (=~ 500 °C). Calcite deformation at temperatures above this occurs at rel-
atively high strain rates (> 1 x 107'% s7!) by dislocation and diffusion creep (Fig
7.1d; Herwegh et al., 2003; Renner et al., 2002), and can therefore be considered
purely viscous. At micrometre to millimetre grain sizes and long-term geological
strain rates (10714-1071° s71; Fagereng and Biggs, 2019) calcite typically deforms
viscously at both low (<150 °C) and high (>350 °C) temperatures, by fluid-assisted
dissolution-precipitation creep (pressure solution) and solid-state diffusion (Coble
and/or Nebarro-Herring) or dislocation creep, respectively (Herwegh et al., 2003;
Renner et al., 2002; Rutter, 1976). Between these temperatures some combination
of frictional deformation and the aforementioned viscous deformation mechanisms
likely occurs, but is not well understood. Classically, the seismogenic portion of
a subduction zone also lies between these temperatures (Oleskevich et al., 1999).
To understand deformation of carbonates in the seismogenic zone it is important
to understand their path from their origin as sediments or veins to their possible
arrangements within the plate interface shear zone. I briefly review carbonate defor-
mation at temperatures from the seafloor to the mantle wedge corner, and use sam-
ples from the Gwna Complex subduction mélange (Anglesey, Wales, UK, Chapter

6) to analyse calcite microstructures resulting from deformation to shear strains ~ 5
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by dislocation and grain size-sensitive creep at ~ 260 °C. These examples of creep-
dominated microstructures are significantly affected by grain-scale heterogeneities
such as local chemical variations or secondary phase composition and distribution.
Two small scale shear zones are described in detail, both are localised within calcite

veins formed during earlier brittle deformation.

7.2 Laboratory constraints on carbonate defor-

mation

7.2.1 Diffusion/pressure solution

Calcareous sediments deform by pressure solution and cataclasis under uniaxial com-
paction prior to, and during, subduction (Chapter 3) and during shear on the plate
interface (Fagereng and Den Hartog, 2017; Kawabata et al., 2007; Rowe et al., 2011;
Schwarz and Stockhert, 1996). Bos et al. (2000) showed that pressure solution
during constant volume shear deformation of gouge primarily accommodates com-
paction to allow grain boundary sliding (GBS, sensu. Paterson, 1995). In pure
calcite aggregates with negligible porosity (such as those expected within carbon-
ate veins, Fig. 7.1b), equations for pure pressure solution creep closely resemble
those for solid state grain boundary diffusion (i.e. Coble) creep (Bos et al., 2000;
Poirier, 1985; Raj, 1982). This creep requires shear stresses far beyond the frictional
strength of calcite at low temperatures (< 150°C), so simple shear deformation of
calcite at shallow depths occurs by some locally-variable combination of frictional
sliding and pressure solution (Bos et al., 2000; Bos and Spiers, 2001). Pressure so-
lution is limited by either: (1) the rate of dissolution at the source, (2) the rate
of solute diffusion between source and sink, or (3) the rate of precipitation at the
sink (Rutter, 1976). In the case of calcite, pressure solution has been shown to be
diffusion-limited at low strains, becoming precipitation-limited at high strains as
precipitation is slowed by increased pore fluid impurity content (Zhang et al., 2010).
In the case of diffusion-limited pressure solution with no fluid advection, strain rate

is controlled by (1) diffusion pathway width, (2) diffusivity, (3) solubility, and (4)
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Figure 7.1: Summary of carbonates in subduction zones. Map (a)
shows carbonate sediment thicknesses sampled by DSDP, ODP, or
IODP expeditions seaward of subduction zone trenches (dark red).
Images show the nature of calcite in volcanics (white veins in b) and
calcareous sediments (throughout ¢) from IODP Expedition 375 Site
U1520. Plot (d) shows shear stress (7) at which pressure solution
(Bos, 2002), diffusion creep (Herwegh et al., 2003), and dislocation
creep (Renner et al., 2002) deform aggregates of 10 and 200 pm size

1

grains of calcite at 1072 s™!. Note that shear stresses for pressure

solution of 100 um size grains are > 200 MPa, so are not plotted
here.

diffusive distance (Zhang et al., 2010). Diffusive pathway width is not thought to
change with increased temperature, though evolves with strain (van den Ende et al.,

2019), and increases by an order of magnitude when calcite grains are adjacent to
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phyllosilicate grains (Aharonov and Katsman, 2009; Gratier et al., 2015; Macente
et al., 2018). Whereas diffusivity increases with increasing temperature (Nakashima,
1995), calcite solubility decreases by larger magnitudes over the temperature inter-
vals considered here (0-350 °C Plummer and Busenberg, 1982). Reducing solubility
means pressure solution (at constant diffusive distance and stress) becomes less ef-
ficient with increased temperature until dissolution and strain rates are below those
relevant to deforming zones at 200-300°C (< 1 x 1071¢ s71; Fig 7.1d). Pressure
solution is highly sensitive to the diffusive distance (usually assumed to be on the
order of grain size; Gratier et al., 2013); diffusion-limited strain rates are inversely
proportional to grain size to the power of 3 (Fig. 7.1d; Bos, 2002; Zhang et al.,
2010).

Similar to pressure solution, solid state diffusion creep is also highly sensitive to
grain size. Herwegh et al. (2003) performed triaxial creep tests on synthetic marbles
with varying amounts of dissolved magnesium at 700-850 °C and determined a grain
size exponent of 3.26 in the resulting fitted flow law, consistent with Coble creep
(Coble, 1963). Similar creep tests on pure calcite aggregates at 400-700 °C by
Walker et al. (1990) showed that grain size sensitive deformation occurred by two
distinct stress-related regimes; intracrystalline plasticity was thought to operate
at high stresses, but deformation at low stresses (o0 < 25 MPa) occurred by GBS
accommodated by dislocation activity and intragranular solid-state volume diffusion.
The low-stress flow law of Walker et al. (1990) is similar to that determined for
calcite superplasticity by Schmid et al. (1977), though neither Coble nor Nebarro-
Herring creep could be ascribed to deformation there. Superplastic behaviour (i.e.
deformation to large strain without localisation or fracture, Ashby and Verrall, 1973;
Karato, 2008) has been reported for GBS in limestones during both steady creep
(Casey et al., 1998; Kushnir et al., 2015; Rutter et al., 1994; Schmid et al., 1977) and
seismogenic slip in nanometric grains (De Paola et al., 2015; Verberne et al., 2014).
The exact mechanism of grain size sensitive slip by solid-state diffusion therefore
remains elusive, but grain boundary diffusion has lower activation energies than
volume diffusion at crustal temperature ranges (Herwegh et al., 2003; Schmid et al.,

1977) so is considered more probable here.
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7.2.2 Frictional-viscous flow and microphysical models

Experiments on granular gouge at various conditions and slip velocities over the last
~ 20 years have lead to development of the Chen-Niemeijer-Spiers (CNS) microphys-
ical model (Chen and Niemeijer, 2017; Chen et al., 2017, 2021; Chen and Spiers,
2016; Den Hartog and Spiers, 2014; Niemeijer and Spiers, 2007; van den Ende et al.,
2018). The CNS model is based on the interplay between rate-insensitive frictional
GBS and rate-sensitive pressure solution, and incorporates comminution to reduce
grain sizes and shear heating to thermally activate plastic grain-scale deformation
mechanisms at elevated slip velocities (Chen et al., 2021). The model is appropri-
ate for the frictional behaviour of spherically-grained calcite gouge at temperatures
below the onset of significant crystal plasticity and under nominally dry conditions
(Chen et al., 2021). Several regimes are outlined by the model at various velocities;
low velocity solution-dominated viscous creep, higher-velocity dilatant granular flow
and, finally, dynamically-weak plastic flow at seismic slip rates enabled by frictional
heating (Chen et al., 2021). Modelled frictional behaviours are consistent with ex-
perimental tests on carbonate gouge and those described by rate-and-state friction
(Chen and Niemeijer, 2017; Chen et al., 2017; Chen and Spiers, 2016).

When applied to shallow carbonate-bearing faults (such as those in the Apen-
nines, Italy) the model predicts marked transient velocity-strengthening immediately
prior to dynamic weakening and resultant seismic slip, likely to delay or inhibit that
dynamic weakening (Chen et al., 2021). The predicted transient strengthening be-
comes less effective at higher normal stresses (i.e. greater depths; Chen et al., 2021),
suggesting dynamic rupture propagation would be more likely. Transient strength-
ening at low sliding velocities is predicted to be very effective, requiring very large
displacements at elevated slip rate to activate dynamic weakening and resultant seis-
mic clip (Chen et al., 2021). This prediction suggests carbonate aggregates sliding
at low velocities are unlikely to suddenly dynamically weaken and host seismic slip,
and larger afterslip displacements may be observed instead. This may be analogous
to velocity-dependent rate-and-state friction parameters (a — b and D,.) hypothe-
sised to cause slow slip events by reducing peak slip velocities (Im et al., 2020).

The idealised granular calcite gouge assumed in the CNS model is likely similar
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to nearly-pure chalks found seaward of several subduction zones (see Table C.1).
The model may therefore be of use to understand deformation within geometrically-
constrained units at temperatures < 150 °C, but as it describes deformation under
dry conditions its applicability to fluid-saturated subduction interface shear zones

is limited.

7.2.3 Dislocation creep

Natural intracrystalline deformation of calcite by dislocation creep has been reported
at temperatures below 150 °C (Bauer et al., 2018), but is more common at tempera-
tures > 300 °C (Bestmann and Prior, 2003; Ratschbacher et al., 1991; Schmid et al.,
1981). Single crystal deformation in calcite is recognised to occur by several slip
systems. Expressed as {plane} < direction >, the most important slip systems in
increasing order of temperature are e {1018} < 4041 >, r* {1014} < 2021 >, f~
{1012} < 2201 >, f* {1012} < 1011 >, and basal ¢ < a > (De Bresser and Spiers,
1997; Griggs et al., 1960; Pieri et al., 2001; Turner et al., 1954; Weiss and Turner,
2013). These slip systems can be subdivided into those active at lower temperatures
(the e*, r*, and f~ systems) and those thought to be more important at higher
temperatures (c and f*; De Bresser and Spiers, 1997; Pieri et al., 2001; Turner et al.,
1954). For laboratory strain rates on the order of 107 s™! this transition is around
400 °C, but how well this extrapolates to natural conditions has been the subject of
debate (De Bresser et al., 2002; Renner and Evans, 2002).

The strength of calcite undergoing dislocation creep has been well characterised
at a range of stresses and temperatures, and is inversely related to grain size (Renner
et al., 2002). This phenomenon is commonly recognised in deformed metals as the
Hall-Petch relationship (Hall, 1951), and is thought to be due to dislocation pile-up
at grain boundaries due to recovery rates too low to relieve internal stresses (Li
and Chou, 1970). Because of this, there is no truly grain size-insensitive viscous
creep mechanism of calcite and classic power-law equations are not appropriate to
fit experimental data (Renner and Evans, 2002). Renner et al. (2002) accounted
for this using a grain size-dependent Pierls stress term, resulting in a similar flow

law to that derived by De Bresser (2002) for pressure-sensitive cross-slip controlled
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by dislocation dissociation. Both models accurately predict calcite experimental
strain rates at high temperature and coarse grain sizes. Their application to natural

deformation of calcite in subduction zones will be explored in Section 7.3.3.

7.2.4 Cataclasis

Initiating frictional sliding in carbonates requires high stresses or pore fluid pres-
sures due to its relatively high coefficient of friction (Verberne et al., 2015), whereas
viscous creep occurs at variable rates over a greater range of stresses. At tempera-
tures > 75 °C this frictional slip is velocity weakening in carbonates (Verberne et al.,
2015) and may reach fast slip rates. High slip rates in discrete slip zones are often
associated with localised grain size reduction by cataclasis (Sammis et al., 1987).
Grain size reduction by comminution is thought to be slip rate-dependent, with
finer grains forming at higher slip rates (Sammis and Ben-Zion, 2008). When the
resulting grains are very fine (< 1 um), shear heating can activate grain-size sensi-
tive slip at rates approaching seismic (~ 1 m s™!; De Paola et al., 2015; Demurtas
et al., 2019; Smith et al., 2015), though this can lead to rapid grain growth and fault
‘healing’ during post-seismic slip (Pozzi et al., 2018). At temperatures > 600 °C,
calcite decomposition can result in the formation of nanometric calcia (CaO) grains
(Singh et al., 2002). Han et al. (2010) showed that seismic slip rates in dry calcite
marble resulted in localised flash heating within the slip zone to temperatures 600-
830 °C, forming a decomposition layer of high-porosity nanometric CaO grains and
releasing CO2 during slip. Nanoparticles can lubricate fault slip surfaces and main-
tain very low frictional coefficients (> 0.1) at seismic slip rates (Han et al., 2011),
suggesting shear heating during seismic slip may provide a strong weakening mech-
anism. MgCOj3 has an even lower dissociation temperature (~ 200 °C lower; L"Vov,
2002), meaning coseismic decomposition from shear heating may be more effective in
dolomites. During decomposition, fluids in the slip zone are likely to undergo rapid
changes in chemistry which could cause mineral precipitation or enhanced dissolu-
tion and grain rounding (Rowe et al., 2012). At lower slip rates comminution can
still reduce grain sizes towards a lower ‘grinding limit’, below which grains will tend

to deform plastically (~ 1 gm, Sammis and Ben-Zion, 2008). Cataclasis can there-
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fore reduce grain sizes dramatically where frictional sliding within discrete volumes

occurs, strongly affecting the strength of faults and the resulting microstructure.

7.2.5 Depth/temperature dependence of governing mecha-

nisms

Similar to other minerals, experimental calcite deformation has shown that, al-
though several mechanisms may be operating simultaneously, the dominant creep
form varies with stress, grain size, and temperature. At low temperatures (< 150
°C), high stresses lead to cataclasis and frictional sliding, whereas at low stresses
pressure solution in calcite dominates (Rutter, 1976; Zhang et al., 2010). Frictional
sliding can result in cataclasis and reduced grain size, decreasing the diffusive dis-

tance and increasing the efficiency of pressure solution (see Chapter 3).

With increasing temperature, calcite deforms by viscous mechanisms at decreas-
ing stresses until, at temperatures > 350 °C, both grain size sensitive and intracrys-
talline creep occur at strain rates of 107!2 s7! under a few ~ 10 MPa differential
stress (Fig. 7.1d; Herwegh et al., 2003; Renner et al., 2002; Rutter, 1974; Schmid
et al., 1987; Walker et al., 1990). Experiments have show a progressive increase
in the strain rates of calcite deformed at constant experimental temperatures with
increasing differential stress (Renner and Evans, 2002). This was defined into three
regimes by Schmid et al. (1977): (1) a high stress regime where stress-strain rate re-
lations follow an exponential law, also thought to dominate experiments performed
at < 400 °C (Rutter, 1974), (2) an intermediate stress regime where a high stress
exponent (4-5) power law describes stress-strain rate relations, sometimes altered
to account for Hall-Petch behaviour (Renner et al., 2002), (3) a low stress regime
where stress-strain rate relations can be fit by a power law with a much lower stress
exponent consistent with grain size-sensitive creep (1-2, Herwegh et al., 2003; Walker
et al., 1990) and superplastic flow has been reported (Schmid et al., 1977). Regimes
1-3 are therefore also controlled by grain size. Calcite deforming at 7" > 350 °C
is dominated by dislocation creep at high stresses and large grain sizes (Renner

et al., 2002), giving way to grain-size sensitive creep at lower stresses and smaller
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grain sizes (Herwegh et al., 2003; Walker et al., 1990). The interaction between
these mechanisms is complex and influenced by local variations in the deforming
aggregate.

Deformation between the low temperature pressure-solution and high temper-
ature intracrystalline deformation regimes (150 < 7' < 350 °C) is commonly at-
tributed to an interplay of mechanisms. Dislocation creep has been observed to
have occurred due to stress concentrations at the boundaries of pinched microlithons
deformed at temperatures below 150 °C, leading to the expectation that low tem-
perature crystal plasticity may occur only locally (Bauer et al., 2018). A more
commonly-described process is recrystallisation resulting in grain-size reduction and
rheological weakening (Bestmann and Prior, 2003; De Bresser et al., 2001). This
weakening is thought to compete against grain growth by dislocation creep to cause
grain size and strain rate to converge around the boundary between dislocation
and diffusion creep, an idea called the field boundary hypothesis (De Bresser et al.,
2001; Etheridge and Wilkie, 1979). This hypothesis requires both dislocation and
diffusion creep to be active. Temperatures high enough to activate dislocation and
diffusion creep (~ 200 °C, Fig 7.1a) are likely at > 15 km depth along subduction
plate boundary interfaces (Syracuse et al., 2010). Time-averaged normal stresses
in shear zones at these depths are likely too high for frictional shear deformation
of carbonates to continuously occur. Episodic elevated fluid pressure pulses may
cause brief but repeated episodes of brittle failure and cataclasis, reducing grain size
(Sammis and Ben-Zion, 2008) and activating grain size-sensitive mechanisms during
rapid slip (De Paola et al., 2015; Demurtas et al., 2019). Long-term calcite rheology
within this transitional temperature range is likely a combination of these rapid slip

episodes during slower creep mechanisms by one or more mechanisms.

7.3 Examples of carbonate deformation in the
frictional-viscous transition temperature range

As described in Chapter 6, imbricated shear zones with mélange textures make

up much of Llanddwyn Island (Fig. 5.3). Carbonate-rich block-in-matrix textures
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are relatively rare on Llanddwyn Island when compared to the volume of massive
carbonates. Carbonate deformation is also relevant to volcaniclastic rocks, where
calcite veins are deformed to high shear strains. To discuss the deformation of calcite
within the frictional-viscous transition, two examples of localised shear deformation
from contrasting lithologies will now be considered. The selected samples were
chosen to be representative of processes observed in carbonates within the shear zone,
though natural variability is clearly expected in deforming volumes with complex
compositions and geometries. The focus in this work is on the general application
of processes interpreted from each sample, rather than the specific sample itself.
Both examples were deformed at temperatures of 260+10 °C (Fig. 6.7), below those
traditionally considered relevant for geological deformation by viscous mechanisms
at strain rates relevant to shear zones (10714-10719 s=! Fagereng and Biggs, 2019).
The first example is a shear zone in a clast; this clast is a carbonate block in a
phyllosilicate matrix, representative of calcareous sediments likely to be subducted
at many margins (Fig. 7.1a & c¢). The second is a shear zone localised in a calcite vein
within volcaniclastic hyaloclastites, representative of carbonate veins in subducting
volcanics (Fig. 7.1a & b). For simplicity these two example will be referred to as

the clast shear zone and volcaniclastic shear zone, respectively.

Both samples were investigated using optical microscopy, secondary electron
(SE), backscattered electron (BSE), energy dispersive spectroscopy (EDS), and elec-
tron backscatter diffraction (EBSD). SE, BSE, EDS, and EBSD mapping was carried
out at the School of Earth and Environmental Sciences at Cardiff University with a
Zeiss Sigma HD Field Emission Gun Analytical scanning electron microscope (SEM)
fitted with two Oxford Instruments 150 mm? energy dispersive X-ray spectrometers
and a Nordlys EBSD system with Oxford Instruments Aztec software. EDS map-
ping was carried out at 15 or 20 keV accelerating voltage, a beam current of 4.3 nA,
an aperture of 120 pym, a working distance of 8.9 mm, and stepsizes of 1 ym in the
carbonate clast and 2 ym in the volcaniclastic shear zone. EBSD was carried out on
thin sections polished with colloidal silica and tilted at 70° to the electron beam at a
stepsize of 1 um in the clast shear zone and 0.7 ym in the volcaniclastic shear zone,

a working distance of 13 um, an accelerating voltage of 20 keV, a beam current of
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Figure 7.2: Map of Llanddwyn Island and outcrop-scale images with
sketches of sampling locations used in the study of calcite deforma-
tion in this chapter. For further information on the imbricated shear
zones see Chapter 6. Panels show (a) outcrop-scale image of the im-
bricated shear zone where the volcaniclastic shear zone was sampled,
(b) a simple sketch of (a), (c¢) a sample-scale image of the sampled
lithology. Map (d) shows imbricated thrust shear zones and lithologi-
cal distribution, map (e) shows location of the study area Llanddwyn
Island on Anglesey, Wales. Panel (f) shows outcrop-scale photo of
shear zone where clast shear zone was sampled, (g) shows hand-scale
photo of the sampled carbonate clast in a foliated matrix.

8.5 nA, and the same 120 um aperture. Raw EBSD backscatter patterns were pro-
cessed using Oxford Instruments Aztec software with a gain of 5 and 2x2 binning.
EBSD data were then processed using the MTEX toolbox for Matlab (Bachmann
et al., 2010). Phyllosilicate grains were isolated in ImageJ (Schindelin et al., 2012;
Schneider et al., 2012) using Mg ka EDS map data exported from Oxford Instru-
ments Aztec software. The data were cropped to the vein area and a threshold was

applied using the algorithm of Li and Tam (1998) and Li and Lee (1993), resulting
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in a minimum value of 132 (from a range of 0-1778 counts). Grain shapes, areas,
and best fit ellipse dimensions and orientations were then exported from ImageJ to

Matlab. Grain size was calculated as the diameter of a circle (d) with the equivalent

area to the grain, d = 2 x @/%.

7.3.1 Deformation microstructures in the clast shear zone

On the SW end of Llanddwyn Island a series of closely-spaced imbricate shear zones
encompass several repeated units of massive carbonates, pillow basalt, and hyalo-
clastites (Fig. 7.2). Within one of these imbricates a block-in-matrix texture com-
prises lenses of massive carbonate in a chlorite matrix. Carbonate lenses are up to
30 cm long and 20 cm wide and are elongate parallel to the sub-vertical bulk shear
direction. A dolerite dyke associated with later NW-SE oriented extension and
strike-slip deformation (Kirton and Donato, 1985) cuts across this unit immediately
adjacent to the sampling locality. As the dyke is undeformed (Fig. 7.2g), it is not
considered part of the Gwna subduction complex at Llanddwyn Island. There is no
evidence of deformation associated with dyke emplacement, and the shear sense of
deformation microstructures in the sample is consistent with the bulk sense within
the shear zone, so it is therefore not discussed further here.

In thin section, a sample from a lenticular clast of massive carbonate shows it
dominantly comprises calcite with a mottled greyish appearance and high relief (Fig.
7.3a). The shear zone considered here dips to the SE and is partially localised within
a low relief calcite vein. The shear zone continues up-dip from the deformed vein,
where it hosts en-echelon extensional fractures, < 50 pum chlorite grains, < 5 pum
clays, and another, smaller calcite vein 20-30 pym thick. A NW-dipping calcite vein
is offset by ~ 400 um with a reverse sense across a 90 £ 10 ym wide shear zone,
consistent with a shear strain of 4 to 5 (Fig. 7.3a).

Where the shear zone has localised in the offset vein, grains form distinct areas of
fine equant and elongate grains (Fig. 7.3d). 30 — 300 pm calcite grains with aspect
ratios < 8 are elongate parallel to the apparent slip vector between continuous
horizons of fine calcite grains (< 20 pm, Fig. 7.3d). The orientations and shapes

of some elongate grains match across horizons of finer grains, suggesting they were
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Figure 7.3: Microstructures in the clast shear zone. All panels show a
vertical plane striking NW-SE (left-right) perpendicular to the strike
of the shear zone. Panels show (a) annotated plane-polarised image
of structures near the margin of the clast, location of (b) shown by
green rectangle, (b) cross-polarised image of the calcite shear zone,
blue rectangle indicates location of panel (c). Panel (c¢) shows the
distribution of Mg, Mn, and Si in and around the shear zone, note
the lack of impurities in the shear zone itself, (d) shows EBSD map
coloured by pixel orientation aligned with slip vector, key in top right
indicates colouring, (e) shows EDS data for Mg and Si which highlight
yellow chorite and blue quartz strung out along the shear zone in a
fine-grained band. Bar chart (f) shows the relative concentrations of

Mg and Ca in calcite inside and outside the shear zone.
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offset by deformation there (Fig. 7.3d). Finer grains are most commonly 5-15 pm
in size, equant, and have relatively straight grain boundaries with common triple
junctions. Subgrains of similar size and shape are common within larger elongate
grains (Fig. 7.3d). In the upper third of the shear zone, grain sizes are much smaller
where a series of quartz and chlorite grains form a through-going horizon (Fig. 7.3e).
EDS maps show high-relief mottled calcite in the rest of the clast contains around
20 wt% magnesium, whereas calcite inside the shear zone has little to no magnesium
(Fig. 7.3¢).

EBSD mapping shows considerable scatter in average grain orientations outside
the shear zone. A few grains align the slip directions of known slip systems (f,
r, and ¢) in calcite with the shear zone slip vector (De Bresser and Spiers, 1997)
but most do not (Fig. 7.4a). Towards the margins of the shear zone, orientations
within several grains progressively rotate to align basal ¢ slip in the < a > direction
with the slip vector (Fig. 7.4b-e). Within the shear zone basal ¢ slip in the < a >
direction is most commonly aligned with the slip vector, followed by orientations
consistent with e™ slip in the < 4041 > direction. Orientations consistent with slip

on the f and r systems within the shear zone are rare (Fig. 7.4a).

7.3.2 Deformation microstructures in the volcaniclastic shear

zone

A shear zone on the north side of Llanddwyn Island separates a volcaniclastic hang-
ing wall to the SE from a siliciclastic footwall to the NW (Fig. 7.2). The volcaniclas-
tic hanging wall contains steeply SE-dipping foliation-parallel shear zones localised
in veins containing fine-grained recrystallised calcite (Fig. 7.5a, b, & e-g). These
vein-localised shear zones cross-cut the chlorite-rich matrix and offset altered basalt
clasts with a reverse shear sense (SE-up; Fig. 7.5a-c). Non-recrystallised calcite is
also present within and between altered basalt clasts outside of shear zones in the
sample (Fig. 7.5f). Altered basalt within the volcaniclastics dominantly comprises
albite and fine-grained clays in lenticular laths, surrounded by a foliated Mg-rich

chlorite matrix (Fig. 7.5a-c). Fine grains (<20 pm) of albite, clay, and chlorite are
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Figure 7.4: Crystallographic orientations and slip system alignment
Panel (a)
shows a vertical plane striking NW-SE (left-right) perpendicular to

in grains within and adjacent to the clast shear zone.

the strike of the shear zone. EBSD map (a) is coloured by slip vector
alignment with slip system, key and major slip systems are shown in
upper right. The remaining panels (b-e) are coloured by xy coordi-
nate, panel (b) and (d) show the grain geometries and panels (¢) and

(e) show pixel orientations on the corresponding inverse pole figures.

smeared along horizons between offset altered basalt clasts bordering the fine-grained
calcite shear zones. Clear shear-offset of clasts across shear zones with continuous
marker horizons between them show they have been deformed to shear strains of
> 5 (Fig. 7.5c-e). Aside from the albite, clay, and chlorite inclusions, shear zones

are comprised of fine-grained recrystallised calcite (<20 pm) with minor quartz.
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Figure 7.5: Microstructural summary of the volcaniclastic shear zone.
All panels show a vertical plane striking NW-SE (left-right) perpen-
dicular to the strike of the shear zone. Panels show (a) plane polarised
image of foliation-parallel calcite veins throughout the hyaloclastite,
(b) summary sketch of (a), (¢) EDS map showing the distribution of
Na, Mg, and Ca, (d) detailed EDS map showing chemistries consis-
tent with quartz, chlorite, and albite grains within the calcite vein, (e)
grain-scale EDS map showing a nearly pure calcite lath bounded by
fine-grained quartz, chlorite, and albite inclusions in horizons (dashed
lines), (f) plane polarised image (location shown in (a)) showing fine
recrystallised grains in the vein adjacent to coarse relict grains out-
side of through-going volume, (g) EBSD orientation map (location
approx. that of (d)) coloured by parallelism between the slip vector

and known slip systems (see key in lower left).
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Within the shear zone, recrystallised calcite varies in shape and orientation de-
pending on its proximity to horizons of albite and chlorite inclusions (Fig. 7.6a-c);
calcite bordering albite and chlorite is more commonly fine-grained (<20 pm) and
has aspect ratios < 2.5 (Fig. 7.6a-d) whereas calcite grains between these horizons
are coarser (long axis > 20 pum) and commonly have aspect ratios up to 6 (Fig.
7.6). The long axes of larger grains dip steeply towards the NW, at a low angle to
both the shear zone boundary (~ 25° clockwise when facing NE, Fig. 7.6d & e),
and the bulk chlorite foliation outside the vein (5-15° counter-clockwise when facing
NE, Fig. 7.6a-f). Finer grains have a wider distribution of orientations, though the
majority also have steeply NW-plunging long axes, subparallel to the coarser grains
(Fig. 7.6d & e).

Phyllosilicate grains within the shear zone are chemically and optically consistent
with the surrounding chlorite matrix (Fig. 7.5a-f). Fine chlorite grains (< 7 um)
are most common but some large chlorite laths up to ~ 500 um long are also present
(Fig. 7.7a). Chlorite grains < 7 um generally have aspect ratios < 2. Larger chlorite
grains have greater aspect ratios, reaching > 6 where grains are > 10 um in size (Fig.
7.7b). Fine chlorite grains also have a wider distribution of best-fit ellipse long axis
orientations, £75° from the foliation trace orientation (Fig. 7.7c¢). With increasing
grain size the spread of long axis orientations decreases (Fig. 7.7c). Coarse grains
(> 20 pm) are almost exclusively sub-vertical, within an arc extending from the bulk
foliation to < 30° counter-clockwise from the bulk foliation (facing NE, Fig. 7.7c).
Coarse chlorite grains with aspect ratios > 2 occur throughout most of the vein and
form a continuous foliation consistent with the strain field determined from offset
clast fragments (Figs. 7.5a-e & 7.7a). Adjacent to coarse calcite grains, chlorite

grains are generally fine (< 10 pm) and have low aspect ratios (< 2, Fig. 7.7a).

7.3.3 Grain-scale mechanisms of viscous calcite deformation

The microstructures presented here are exposed ~ 500 m apart in imbricated shear
zones either side of several lenticular slices of ocean plate stratigraphy totalling
approximately 100 m thickness (Fig. 7.2). Both examples show deformation to

~ > 5 but microstructures in each sample are consistent with contrasting deforma-
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Figure 7.6: Summary of calcite grain shape and orientations in the
volcaniclastic shear zone. Panels (a, d, & e) show a vertical plane
striking NW-SE (left-right) perpendicular to the strike of the shear
zone. Panels show (a) EBSD map showing reconstructed calcite
grains coloured by the long axis angle of a best-fit ellipse, location of
(d) and (e) shown as black rectangle, (b) ellipse aspect ratio plotted
against grain angle and coloured by grain size (see colour bar) for
grains (> 2 pm), (c) angular histogram of grain long axis orienta-
tions thresholded at incrementally greater grain size (2, 4, 6, 8, & 10
pm), colours of bars correspond to colour bar on left, (d) BSE image
showing elongate secondary phases present along horizons (dashed
lines), (e) detailed view of (a) showing larger, elongate foliation-
parallel grains within the nearly-pure calcite lath and smaller, more
equant, grains associated with secondary phases on the margins of
the lath.
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Figure 7.7: Included chlorite grain shapes and orientations in the
volcaniclastic shear zone. Panel (a) shows a vertical plane striking
NW-SE (left-right) perpendicular to the strike of the shear zone. Pan-
els show (a) reconstructed chlorite grains coloured by best-fit ellipse
long axis angle clockwise from horizontal in degrees, map area is
same as Fig. 7.6a, (b) ellipse aspect ratio plotted against grain an-
gle and coloured by grain size (see colour bar) for grains (> 4 um),
(c) angular histogram of grain long axis orientations thresholded at
incrementally greater grain size (4, 8, 12, 16, & 20 um), colours of

histograms correspond to colour bar.

tion mechanisms. The variety in microstructures shows how variable deformation

mechanisms can occur in calcite aggregates due to inherited local heterogeneity.

Both the volcaniclastic shear zone and clast shear zone localised within earlier-
formed calcite veins. Both veins formed along surfaces of pre-existing weakness
consistent with deformation at shallow depths (a fracture and the chlorite foliation;
Figs. 7.3a & 7.5a). Calcite solubility is inversely related to temperature (Plummer

and Busenberg, 1982), meaning calcite veins are more likely to form during, or prior
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Chapter 7. Subduction zone deformation of carbonates at seismogenic depths

to, subduction at shallow levels where solubility is rapidly reducing with increasing
temperature and fractures can form at lower confining pressures (Sibson, 1998). Indi-
vidual veins containing mixed mineralogies such as calcite and quartz likely form by
precipitation after supersaturation driven by a pressure drop (Meneghini and Moore,
2007; Raimbourg et al., 2021), the degree of supersaturation and the concentration
of solute sourced from the nearby dissolution of calcite would be controlled by cal-
cite solubility. The exact temperature at which calcite solubility becomes negligible
is difficult to estimate, but it is likely that calcite becomes effectively insoluble at
elevated temperatures, possibly near the up-dip end of the seismogenic zone around
150 °C (Chapter 3). The inheritance of structures formed during earlier, shallower,
deformation is therefore shown by these examples to exhibit a strong control on

deformation mechanism and rheology.

Both shear zones show microstructures consistent with simple shear deformation
localised within pre-existing veins (Figs. 7.3 & 7.5). Similarly, coarse relict grains
in both shear zones contain subgrains with similar size and low internal orienta-
tion spread to adjacent recrystallised grains (Figs. 7.3d & 7.5f-g), consistent with
subgrain rotation recrystallisation (Rutter, 1995). Whereas elongate relict calcite
grains are present within the clast shear zone (Fig. 7.3d), grains within the volcani-
clastic shear zone are entirely recrystallised where the calcite vein forms a through-
going volume (Fig. 7.5a,b, & f). Some coarse relict grains within the clast shear
zone match in crystallographic orientation and shape across grain-width strings of
recrystallised grains (Fig. 7.3d), resembling twins of an original parent grain. Ex-
clusive recrystallisation of twins suggests there may be an orientation control on
recrystallisation. Like the mobility of slip systems in single crystals (De Bresser
and Spiers, 1997), this orientation control is likely dependent on crystallographic
orientation relative to the applied stress. The distribution of recrystallised grains
within partially-recrystallised calcite aggregates may therefore be a function of the

parent grain orientation.

Within the clast shear zone, patchy internal orientation variations within coarse
relict grains (> 20 pum) suggest they deformed by intracrystalline deformation. Ori-

entations within these grains align the < a > axis with the slip vector (Fig. 7.4),
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suggesting intracrystalline slip occurred by basal glide in that direction within the
shear zone. This alignment is more common in coarse grains suggesting they de-
form more easily by this mechanism than fine grains, consistent with the Hall-Petch
relationship proposed for dislocation creep of calcite by Renner et al. (2002). The
rotation of crystallographic orientations at the shear zone margin, within coarse
grains marginal to the shear zone towards those consistent with basal glide, shows
this deformation is spatially associated with deformation within the shear zone (Fig.
7.4b-e). Similar results were described for intracrystalline deformation of calcite at
< 150 °C by Bauer et al. (2018), who inferred basal glide with recovery by cross-slip.
These data suggest basal glide may not be solely a high temperature mechanism as
previously reported (De Bresser and Spiers, 1997), but could also occur to low strains

at low temperature.

Dislocation migration is required to form subgrains, recrystallisation by subgrain
rotation is consequently limited by the onset of dislocation creep (Rutter, 1995).
Within the clast shear zone, dislocation creep appears active within coarser grains
(Fig. 7.4a). Deformation is localised within the shear zone, suggesting the Mg-rich
chemistry outside the shear zone may limit deformation there (Fig. 7.3c & f). Mg
content has been experimentally observed to increase the strength of carbonates
undergoing dislocation creep (Xu et al., 2009). The higher Mg content outside the
shear zone therefore inhibited dislocation creep, recrystallisation, and consequent

rheological weakening and grain size-sensitive creep.

No evidence of intracrystalline deformation is observed in the volcaniclastic shear
zone, attested to by the lack of clear alignment of known slip systems with the slip
vector (Fig. 7.5g). This could be because fine grains inhibit dislocation creep, via the
Hall-Petch relation, and are inhibited from growth by secondary chlorite through-
out the vein. Herwegh and Jenni (2001) and Herwegh and Berger (2004) described
phyllosilicate-bearing carbonate mylonites from the Doldenhorn nappe, which were
deformed at temperatures of 340-400 °C. The calcite matrix there was thought to
simultaneously deform by GBS, intracrystalline plasticity and stress-driven solution
transfer, forming prismatic grains 18-50 pum long. Rather than simple rotation of

pre-existing phyllosilicate grains, Herwegh and Jenni (2001) interpreted the phyl-
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Chapter 7. Subduction zone deformation of carbonates at seismogenic depths

losilicate grains to have nucleated by diffusive mass transfer into voids formed by
GBS in the calcite aggregate before rotating and growing to become subparallel
to foliation. Deformation of the volcaniclastic shear zone presented here likely oc-
curred by a process similar to that described by Herwegh and Jenni (2001) but
those aggregates are coarser grained, have a higher average aspect ratio, and have
a thicker deformed volume than the volcaniclastic shear zone described here. The
higher temperatures associated with deformation of those aggregates would allow
increased intracrystalline deformation, possibly leading to grain growth parallel to
the slip direction (De Bresser et al., 2001; Herwegh and Jenni, 2001; Renner et al.,
2002; Xu et al., 2009). This could explain the larger grain size higher aspect ra-
tios, and foliation-parallel orientations of those aggregates. Diffusive mass transfer
is likely to be the dominant mechanism acting on coarser calcite grains within the
volcaniclastic shear zone, consistent with lower deformation temperatures and grain
growth oblique to the sliding surfaces but normal to the principal stress direction

(Fig. 7.6; Rutter, 1976).

Similar to Herwegh and Jenni (2001), chlorite grains in the volcaniclastic shear
zone may nucleate into voids formed by GBS (Paterson, 1995). After nucleation,
they could rotate and grow by solid solution with solute sourced from solution of
chlorite grain boundaries oriented oblique to the principal stress direction (Her-
wegh and Jenni, 2001; Rutter, 1976). Nucleation and rotation during chlorite grain
growth is consistent with larger, higher aspect ratio chlorite grains oriented up to
30° counter-clockwise (when facing NE) from foliation, consistent with vorticity
from offset basalt clast fragments (Fig. 7.7). The association of coarser chlorite
with finer calcite grains suggests a combination of grain-parallel slip in fine chlorite
grains (sensu. Okamoto et al., 2019) and GBS of calcite occurred throughout much
of the vein. Where coarse calcite grains occur, chlorite grains are smaller, have
lower aspect ratios, and a wider spread of orientations (Fig. 7.7). These areas are
interpreted to have lower shear strain due to the difficulty of coarse elongate calcite

grains sliding past one another (Figs. 7.5g & 7.6a-c).

The distribution of chlorite grains within the vein records intergranular voids

opened and filled by precipitation of chlorite during deformation. The growth of
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chlorite grains would also require adjacent void space. Elongate chlorite grains
therefore likely record more continuous void opening during deformation than less
elongate, coincident with higher shear strains from GBS. The size, shape, and dis-
tribution of chlorite therefore likely reflects the shear strain distribution within the

volcaniclastic shear zone where voids have not been filled with calcite.

The offset of the chlorite matrix across the volcaniclastic shear zone suggests the
calcite shear zone deformed faster than the chlorite matrix during the phase of de-
formation recorded in the microstructures (Fig. 7.5a-c). Deformation of fine-grained
aggregates containing interconnected and aligned chlorite are expected to be weaker
than pure calcite (Collettini et al., 2009; Okamoto et al., 2019), but the weakness
relative to the surrounding chlorite matrix is surprising. Fine-grained polyphase
mixtures deforming by grain size sensitive creep have been found to be weaker than
interconnected phyllosilicate networks by Stenvall et al. (2019), suggesting a similar

fabric-driven rheological evolution may be present here.

GBS is more efficient at finer grain sizes so grain size reduction by recrystalli-
sation has often been associated with rheological weakening, though it is likely a
competition between grain size reduction and growth by recrystallisation and dislo-
cation creep, respectively (De Bresser et al., 2001). Both shear zones have secondary
phases which would pin grain boundaries, inhibiting growth (Figs. 7.3, 7.5, & 7.8).
If grain growth is a necessary product of dislocation creep in calcite, as the Hall-
Petch relation (Renner et al., 2002) and field-boundary hypothesis (De Bresser et al.,
2001) imply, common distributed secondary phases throughout the volcanic-hosted
calcite vein may inhibit dislocation creep there, explaining the lack of CPO (Figs.
7.5 & 7.8). Alternatively, the vein may deform by GBS and sliding on aligned chlo-
rite grains at stresses below those required to activate dislocation creep (Figs. 7.7 &
7.8; Herwegh and Jenni, 2001; Okamoto et al., 2019). Either way, deformation and
rheology within the volcaniclastic shear zone occurred by mechanisms controlled by

secondary included phases.

In contrast, deformation of the clast-hosted vein was more strongly controlled by
the evolution of calcite grain size within the Mg-poor shear zone (Fig. 7.3). Shear

offsets are larger across finer-grained horizons, consistent with rheological weakening
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due to secondary phases pinning grain boundaries. Away from secondary phases,
grain sizes are larger and the competition between dislocation creep accompanied
by grain growth and recrystallisation resulting in grain size sensitive flow is more
apparent (Figs. 7.4 & 7.8). The field boundary hypothesis (sensu. De Bresser
et al., 2001) therefore appears to explain the deformation and evolution of more
pure calcite aggregates, but the almost ubiquitous presence of secondary phases in
deforming calcite aggregates means grain growth by dislocation creep is limited and

the real-world applicability of the hypothesis is questionable.

7.3.4 The role of inheritance in subduction deformation of

carbonates

Where calcareous sediments are included in the deforming megathrust at shallow lev-
els, deformation is likely frictional due to low effective normal stress (Sibson, 1998).
Frictional deformation of calcareous sediments may be accompanied by grain-scale
pressure solution of calcite due to its high solubility at low temperatures, increasing
the amount of dissolved carbonate (Bos, 2002; Plummer and Busenberg, 1982). De-
formation would be dominated at shallow levels by slip on aligned phyllosilicates in
the sediments, forming dilatant areas with lower cohesion and lower normal stress
than the adjacent material (Bos, 2002; Niemeijer and Spiers, 2005). Where pore-
fluid pressures become elevated, veins are likely to form along these low-cohesion
horizons (see Chapter 6; Sibson, 1998). Fragments of phyllosilicate matrix, formed
during fracturing, are likely to be incorporated into the veins during precipitation of
minerals there. Low temperatures mean diffusion or dislocation creep and dynamic
recrystallisation would require very high stresses to be active (Herwegh et al., 2003;
Renner et al., 2002; Rutter, 1995), and the stresses in the veins are unlikely to be
high enough unless they form a barrier to shear deformation (Beall et al., 2019).
Oceanic crust has been shown to contain common calcite veins at shallow depths
(Alt and Teagle, 1999; Gillis and Coogan, 2011; Wallace et al., 2019). Calcite in the
oceanic crust may remain in place or act, alongside calcareous sediments, as sources

of carbonate solute which is precipitated in veins at shallow levels (Fig. 7.1a & b;

188



7.3. Examples of carbonate deformation in the
frictional-viscous transition temperature range

T [MPa]

Grain size [um]

Figure 7.8: A summary of various weakening effects on deformation
mechanisms shown in the examples. Blue-filled areas correspond to
strain rate contours (see colour bar) calculated using composite strain
rates from the dislocation creep flow law of Renner et al. (2002)
and the diffusion creep flow law of Herwegh et al. (2003). Dashed
black line corresponds to approximate field boundary between the
two regimes (sensu. De Bresser et al., 2001). Grey dashed lines are
strain rate contours constructed using the Mgce-80 dislocation creep
flow law from Xu et al. (2009) combined with diffusion creep flow
law from Herwegh et al. (2003). Green gradient fill is approximate
grain-size distribution of parent grains bordering volcaniclastic shear
zone (Fig. 7.5a & b), green-filled square is recrystallised calcite grain
size and corresponding stress from Platt and De Bresser (2017) for
the volcaniclastic shear zone. Red-filled circle is average parent grain
size in clast-hosted calcite vein, red-filled square is recrystallised (rex)
grain size in clast-hosted calcite vein. Both are plotted against stress
from the piezometer of Platt and De Bresser (2017) for the mean
recrystallised grain size. Error bars are 95% confidence limits for
stress and grain size, grain size error bars for recrystallised grains are

smaller than symbol size.
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Chapter 7. Subduction zone deformation of carbonates at seismogenic depths

Wallace, 2020a). Once formed, calcite-dominated veins likely act as rigid volumes

within the plate interface undergoing small amounts of solution at their margins.

The shear zones presented here localised within these earlier-formed, calcite-
filled, veins. Later viscous deformation was limited to calcite within the veins,
meaning shear zone geometry was controlled by brittle precursors (sensu. Manck-
telow and Pennacchioni, 2005). Small-scale shear zones (< 1 m wide) deformed
at amphibolite-grade conditions in the Neves, Sierra Nevada, and Adamello areas
have been recorded to similarly form at locations predetermined by brittle precur-
sors (Pennacchioni and Mancktelow, 2018). The lengths and widths of such shear
zones do not vary systematically with displacement, but result from the initial pre-
cursor geometry subject to shear stress. In the case of the volcaniclastic shear
zone, the calcite-filled precursory vein is > 10 cm long parallel to the foliation and
slip direction (Fig. 7.5a & b). This allowed deformation to occur in a continu-
ous volume along the precursory calcite vein. The clast shear zone, on the other
hand, localised within a precursory calcite vein which was not oriented parallel to
the slip direction, meaning slip outside the precursory vein must have occurred by
deformation on chlorite-bearing en-echelon fractures (Fig. 7.3a). With increased
temperature and pressure, long-term slip rates from deformation by frictional or
brittle mechanisms are likely to be overtaken by those from viscous mechanisms
(Fig. 7.1d). Strain within shear zones under prograde conditions would therefore
progressively localise in volumes deforming by viscous mechanisms. The dimensions
of shear zones localised within brittle precursors containing heterogeneous materials
is therefore likely to evolve with deformation mechanisms active under changing P-T

conditions.

As temperatures increase with depth, and calcite solubility decreases, the mobil-
ity of calcite from solution decreases (Plummer and Busenberg, 1982). Long-term
normal stress on the megathrust (aside from episodic fluid pulses, Saffer and Tobin,
2011) also increases, requiring higher shear stresses for slip on phyllosilicate foliae
(Imber et al., 2008). Though no temperature-dependence of dynamic recrystalli-
sation of calcite has been determined (Platt and De Bresser, 2017), a minimum

activation temperature or strain is required to activate dynamic recrystallisation
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(Rutter, 1995). The condition required to begin recrystallisation is not clear but
may coincide with the onset of low-temperature crystal plasticity, around 125-200
°C (Bauer et al., 2018). Once this condition is reached, earlier calcite veins begin
to recrystallise and weakening by grain size reduction occurs. As shown by the two
examples presented here, this recrystallisation may be localised by variations in cal-
cite chemistry (Fig. 7.3); this may be considered the onset of the frictional-viscous

transition in calcite.

7.4 The role of carbonates in creep, slow slip, and

earthquakes

Grain-scale heterogeneity within the presented examples has promoted viscous mech-
anisms at temperatures below those they would normally occur at (Section 7.2) and
such heterogeneities are likely widespread in lithologies hosting carbonate veins,
such as oceanic volcanics or calcareous sediments (Section 7.3.4). This weakening
may serve to allow deformation of carbonate veins at stresses below those required
to nucleate seismic slip (Fig. 7.8). As carbonates generally appear in the lowest
part of the sedimentary section or top of the oceanic crust (Table C.1; Alt and
Teagle, 1999; Gillis and Coogan, 2011), they are likely to be under-thrust near the
plate interface (Barnes et al., 2020; Meneghini et al., 2009) and affect deformation
style where they deform at relatively high geological strain rates (> 10712 s7!) at
the frictional-viscous transition (200-300 °C). The shear zones presented here show
that local heterogeneity likely promotes viscous deformation of calcite near the plate

interface and exaggerates this effect, possibly decreasing the likelihood of rapid slip.

7.5 Conclusions

« Two examples of carbonate deformation are presented from the Gwna subduc-
tion complex where deformation occurred at subgreenschist conditions, around

260 °C.
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e One example is a clast of Mg-rich calcite with deformation localised within a

Mg-poor calcite vein. High Mg content outside the clast inhibited dislocation

creep, preventing the dynamic recrystallisation and weakening which occurred

within the vein.

o The other example is an altered volcaniclastic lithology with deformation lo-

calised within a recrystallised foliation-parallel calcite vein. Recrystallised

grain boundaries in the foliation-parallel vein were pinned by abundant sec-

ondary phases, leading to grain size sensitive creep accompanied by sliding

and diffusive mass transfer of chlorite within the vein.

o Both examples show that calcite deformation to high strains can occur by

dislocation and grain size sensitive creep at temperatures colder than typically

expected for the frictional-viscous transition in calcite.

o Deformation by dislocation and grain size sensitive creep in the frictional-

viscous transition appears to be aided by the presence of grain-scale hetero-

geneity.

» Heterogeneous carbonates therefore appear to reduce the temperature of the

frictional-viscous transition in the seismogenic zone plate interface, possibly

reducing the likelihood for rapid (e.g. seismic) slip.
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Chapter 8

Synthesis

This thesis uses a broad variety of methods to investigate plate interface deforma-
tion in subduction zones. The studies of modern (Part I) and ancient (Part II)
subduction systems have been considered in isolation up to this point, but are here
synthesised alongside published literature in relation to the main research questions

posed earlier.

How do subduction zone input lithologies control deformation and resul-

tant mechanical evolution?

Given the deformation of oceanic volcaniclastics within plate interface shear zones
presented in Chapter 6, and inferred for the Hikurangi margin by Barnes et al.
(2020), subduction zone input lithologies are considered here to comprise the entire
thickness of sediments in the trench and the upper part of the subducting oceanic
crust. Sedimentary subduction zone inputs range in thickness from < 1 km up to
several km (Heuret et al., 2012) and are formed of sediments accumulated atop the
oceanic crust during transport from a mid-ocean ridge (e.g. Matsuda and Isozaki,
1991). Pelagic sediments commonly dominate the lower part of sedimentary input
sequences (Fig. 3.1d; Underwood, 2007) and contain a variable calcareous compo-
nent alongside fine clays and other siliciclastic grains (Figs. 2.2b & 3.5a & b; Table
C.1). As sediments near the trench, mass transport from the forearc wedge com-
monly leads to accumulation of siliciclastic-dominated turbidites in the upper part

of the incoming sedimentary sequence (Fig. 2.2b; Festa et al., 2018; Wakabayashi,

194



2015). The oceanic crust portion of the incoming sequence is less frequently sam-
pled, but is likely dominated by volcaniclastic or other basaltic materials (Herath
et al., 2020; Shibuya et al., 2013; Underwood, 2007; Villinger et al., 2002). Vol-
caniclastics, basalts, and other eruptive materials are likely fractured, altered, or
intermingled, especially where seamounts or evidence of seafloor volcanic activity

are present (Underwood and Pickering, 2018; Wallace et al., 2019).

For sediment on the subducting plate to be deformed at the plate interface it
must be initially under-thrust at the megathrust toe (Fig. 3.11). Under-thrusting of
sediment is more likely at the toe of the subduction megathrust if a thick sedimentary
sequence is present (Meneghini et al., 2009) or if the sediment is at the base of
the sedimentary sequence (Fig. 2.2c). Sediments which are not under-thrust are
accreted to the forearc wedge at the thrust toe. Basaltic lithologies comprising
the lower plate are initially under-thrust as they are typically denser and more
consolidated than sediments in the forearc wedge, and lie at the base of the input
sequence. Lithologies likely to be of interest to study of shallow plate interface
deformation (< 20 km depth), therefore, are volcanics in the upper part of the
subducting plate, pelagic sediments near the base of the sedimentary input section,

and shallower sediments if the thickness of the sedimentary input section is large.

Deformation at the thrust toe is thought to occur over a poorly-bounded width
by a mixture of brittle and ductile deformation in siliciclastic sediments that were
deposited near the top of the incoming sedimentary sequence (Fagereng et al., 2019;
Kinoshita et al., 2009; Tobin et al., 2001). This is likely characteristic of shallow
deformation down to several km depth, where thermally-driven mineral transforma-
tions occur and pelagic sediments lower in the incoming sequence may be in contact
with the plate interface (Fig. 2.2¢; Pytte and Reynolds, 1989; van de Kamp, 2008).
Within calcareous pelagic sediments seaward of the Hikurangi margin, mixed brittle
and viscous deformation is characterised by brittle faults localising within stylolites
enriched in weak clays by earlier viscous pressure solution at the cm-scale (Section
3.6.2). Pressure solution is likely to be less active at low temperatures in less sol-
uble siliciclastic sediments (Rutter, 1976), but shear deformation is still likely to

localise onto weak through-going horizons (Gardner et al., 2017). This may mean
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slip at these shallow depths will likely occur within depositional clay-rich layers.
Where more soluble lithologies meet the plate interface (e.g. calcareous sediments;
Plummer and Busenberg, 1982) vertical shortening by pressure solution is likely to
have exaggerated initial depositional layering (Gratier et al., 2015), meaning clay-
rich volumes are likely to have increased thickness compared to their undeformed
pre-subduction equivalent. The presence of calcareous inputs at the plate interface
shear zone, therefore, is more likely to result in localised slip in locations weakened

by viscous pre-subduction deformation (e.g. Fig. 3.11).

The abundance of weak phyllosilicates and fluids in sediments deforming at shal-
low depths means that slip is likely to occur by granular flow and, with increasing
depth and normal stress, frictional sliding on aligned clays within localised shear
zones (den Hartog et al., 2012; Fagereng et al., 2019). Drilling studies directly sam-
pling the shallow megathrust toe have shown that whereas the over-consolidated
upper plate hanging wall is likely to undergo localised brittle deformation, the plate
interface shear zone and lower plate footwall deform by both macroscopically duc-
tile flow and later, overprinting, brittle deformation (Fagereng et al., 2019; Tobin
et al., 2001). Fagereng et al. (2019) attributed this to varied slip speeds at differ-
ent times, dictated by the sensitivity of frictional stability to stress perturbations
controlled by variations in loading rate or fluid pressure (e.g. Leeman et al., 2016).
Mixed brittle and ductile deformation is likely to lead to contrasting clast-rich and
clast-poor fabrics within different volumes of shallow subduction megathrust shear
zones (Fagereng et al., 2019; Tobin et al., 2001). This shallow slip rate-dependent
fabric may represent initial formation of the mélange texture described in many sub-
duction complexes (Chapter 6; Fagereng, 2011b; Festa et al., 2018; Mittempergher
et al., 2018; Rowe et al., 2011; Wakabayashi, 2015). Shear strength within clast-
bearing volumes is strongly controlled by the clast proportion (Beall et al., 2019),
and likely occurs by a combination of frictional sliding, dilatation, pressure solution,
and phyllosilicate plasticity (sensu. Bos, 2002; Niemeijer and Spiers, 2005). Pres-
sure solution occurs more rapidly where clasts are composed of more soluble material
(Rutter, 1976), meaning calcareous clast-bearing mélanges are able to redistribute

interacting clast material more effectively than their siliceous counterparts. This
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would allow clasts to move past one another more effectively during deformation
and reduce the frequency of ‘locking up’ (e.g. Beall et al., 2019), and resultant tran-
sient (possibly seismic) slip. On the other hand, carbonates are velocity-weakening
at low temperatures (Ikari et al., 2013; Kurzawski et al., 2016). This may mean
that transient periods of elevated slip rate in carbonate-bearing shear zones are less
frequent than in phyllosilicates during frictional-viscous slip, but are more likely to

be seismic when they do occur.

Lithologies deformed in the Gwna Complex in Anglesey, UK, clearly illustrate
that the plate interface shear zone at seismogenic depths (~ 17 km depth; Figure 6.7)
is likely to inherit its materials and their textures from input lithologies subject to
earlier, shallower, deformation (Sections 6.5 & 7.3.4). Shear zone textures will result
from the mechanisms and rates of earlier deformation (i.e. slip Rowe et al., 2011),
meaning shallow slip patterns on the plate interface likely control later, deeper,

deformation.

Shallow slow slip and earthquakes have both been associated with fluid release
and vein formation in plate interface shear zones (Section 6.6.2; Fagereng, 2011b;
Meneghini and Moore, 2007; Raimbourg et al., 2021; Shaddox and Schwartz, 2019;
Ujiie et al., 2018). Veins that form during these slip events are likely to reflect the
fluid composition present during the pressure drop and resultant supersaturation
which led to vein-fill precipitation (Section 7.3.4; Meneghini and Moore, 2007). This
means that veins deforming at seismogenic zone depths may have formed at shallow
levels, possibly from solute sourced from fluid-assisted diffusive mass transfer in
the surrounding rocks or far-travelled fluids from elsewhere in the subduction zone
(Cerchiari et al., 2020; Nishiyama et al., 2020). Calcite-dominated veins in the Gwna
Complex localised deformation by viscous mechanisms at seismogenic depths due
to incorporated grain-scale heterogeneities (Chapter 7). Quartz-rich veins from the
same complex, however, did not deform to appreciable strains by viscous mechanisms
(Fig. 6.5). The combined effect of calcareous inputs on plate interface deformation
can therefore be thought to be both (1) localisation due to strain weakening by
shallow viscous deformation (Chapter 3) and (2) alteration of the bulk rheology of
the plate interface relative to a quart-dominated lithology (chapters 6 & 7).
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It therefore becomes apparent that as shallow deformation localises in weak ma-
terials, perhaps weakened further by pre-subduction deformation (Chapter 3), input
lithologies control initial grain-scale strain localisation and therefore the rheology of
the shallow plate interface. Most lithologies will deform by mixed brittle and ductile
deformation on the shallow plate interface. Again, the distribution of this deforma-
tion is lithologically-controlled. Deformation during stable creep or transient slip
events will produce structures (e.g. veins and fabrics) in the plate interface shear
zone dependent on the dominant deformation mechanisms at the conditions of slip.
These structures are likely inherited in later deformation. This means that the com-
position of input lithologies, alongside fluid pressure and P-T conditions (Chapter
6), controls deformation mechanisms within the plate interface and, therefore, slip
rate. A wider variety of lithologies is likely to lead to a wider variety of deformation
mechanisms, more complex responses to variable fluid pressures and temperatures,

and therefore a greater propensity for complex slip behaviours such as slow slip.

Do elevated fluid pressures influence deformation at shallow (< 20 km)

depth in subduction plate interface shear zones?

Elevated pore fluid pressures are often reported to occur near shallow subduction
plate interface shear zones and are associated with both slow slip and earthquakes
(Bassett et al., 2014; Kodaira et al., 2004; Shaddox and Schwartz, 2019). Fluids
in subduction zones are often thought to be sourced from compaction of under-
thrust sediment and dehydration of minerals which become unstable with increasing
temperature and depth (Ellis et al., 2015; Saffer and Tobin, 2011). Seismic data
presented here are consistent with variably-altered fluid-rich volcaniclastics, sampled
seaward of the trench during IODP Exp. 375, underlying the plate interface at
seismogenic depths in the northern Hikurangi margin (Fig. 4.18). Porosities in
volcaniclastics can be high, and low-temperature alteration products likely to form
on the seafloor include smectite clays with high intracrystalline water content which
are likely to dehydrate at shallow depths (< 15 km) during subduction (Seyfried
and Mottl, 1982; van de Kamp, 2008; Wallace et al., 2019). In addition to under-

thrust sediments, altered volcanic-derived lithologies may therefore be an important
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source of fluids where significant volumes of altered oceanic crust are subducting
(e.g. Hikurangi, Mariana, Costa Rica; Clarke et al., 2018; Davy and Wood, 1994;
Salimullah, 1992).

Under-thrust sediments are likely to produce the largest volume of fluids during
shallow subduction (Ellis et al., 2015). The plate interface may direct fluids released
from under-thrust sediments seaward along a relatively high-permeability interface
(Ellis et al., 2015; Moore and Vrolijk, 1990). In the plate interface shear zone, fluids
are likely irregularly distributed along channels and throughout the damage zone
(Saffer and Tobin, 2011). Elevated fluid pressures therefore result from the relative
rates of fluid production and flow, focused in under-thrust material and the plate
interface, respectively. Where outflow rates are lower than those of fluid production,

pore fluid pressures will increase above hydrostatic (A > 0.4).

Pore fluids at pressures between lithostatic and hydrostatic (0.4 > A > 1) are
consistent with shear veins and frictional slip on localised sliding surfaces (Sib-
son, 1998). Limited evidence was found for widespread localised sliding surfaces or
shear veins in the Gwna Complex (Chapter 6). Shear displacement was generally
distributed and veins commonly had a hybrid extensional-shear mode (Fig. 6.5),
though localised slip surfaces may have been destroyed by later deformation. At the
grain-scale, minor localised slip was recognised at the margins of clasts (Fig. 6.5),
suggesting mixed materials with a mélange texture may promote the localisation of
slip. Stresses required for frictional sliding on localised slip surfaces will weaken with
increasing pore fluid pressures (Amontons, 1699), but depends on the host rock com-
position (Kurzawski et al., 2018). Mixed materials in a mélange are likely to respond
differently to deformation than monomineralic shear zones (Fagereng and Sibson,
2010; Handy, 1990), and modelling of shear zones in the Gwna Complex showed this
behaviour is magnified at elevated fluid pressures (Section 6.7.5). Deformation ob-
served within altered volcaniclastics likely required elevated fluid pressures to occur
(Fig. 6.11), and the same may be true for volcaniclastics currently subducting be-
neath a plate interface hosting slow slip events at the Hikurangi margin (Chapter 2).
Slow slip events have been temporally associated with earthquake clusters thought

to result from fluid release (Shaddox and Schwartz, 2019), but the plate interface
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itself may be deforming at elevated rates due to rheological weakening or broadening
of the deforming shear zone width at fluid pressures greater than hydrostatic but

less than lithostatic.

At pore fluid pressures greater than lithostatic, extensional or hybrid extensional-
shear cracks can form (Sibson, 1998). Hybrid extensional-shear veins are present in
the Gwna complex and contain minerals consistent with filling by supersaturation
during pressure drops (Fig. 6.5; Meneghini and Moore, 2007). Pressure drops driving
precipitation in hybrid extensional-shear veins are consistent with transient elevated
fluid pressures (Chapter 6). This evidence suggests fluid escape from under-thrust
materials happens briefly and rapidly, and is channelled onto weak surfaces (Section
6.7.6). Dehydration and compaction are driven by heating and loading, respectively,
and are therefore likely constantly occurring at a low rate during interseismic defor-
mation (French and Morgan, 2020; Saffer and Tobin, 2011). The disparity between
the rates of fluid production and release may account for the varied slip behaviours
which are ascribed to the effect of transient fluid pulses at various margins (Henry,

2000; Shaddox and Schwartz, 2019; Thorwart et al., 2014).

As cracks are filled to become veins, the proportion of weak material on a plate
interface will reduce (Section 6.6.2). This could be an arrest mechanism for a single
episode of fluid-induced slip (e.g. Sample, 1990), but is also likely to influence the
long-term rheology of the plate interface. Examples from calcite-dominated veins
in the Gwna Complex show that veins, which likely formed during subduction at
shallower depths, can host deformation to significant shear strains by viscous mech-

anisms during later, deeper, subduction (Chapter 7).

The effect of fluid pressure on shallow (< 20 km) subduction deformation might,
therefore, be best viewed in terms of the time scales of different processes within the
plate interface shear zone. These processes are likely at different stages in different
volumes of the plate interface shear zone, leading to the complex and varied vein
patterns observed in both the Gwna mélange (Chapter 6), and elsewhere (Fagereng
et al., 2010; Meneghini and Moore, 2007). Short term (seconds to days), transient
pulses of elevated fluid pressure (between hydrostatic and lithostatic) are likely to

weaken areas (Fig. 6.10) and promote slip episodes by enabling higher rates of
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deformation within broader volumes of the plate interface (Fig. 6.11). Deformation
in these volumes might occur by mechanisms requiring too high shear stress to occur
at hydrostatic fluid pressures (e.g. frictional sliding; Fig. 6.9e & f). Medium term
(days to years), cementation of veins formed during brief periods of elevated fluid
pressures is likely to result in increased cohesion and strengthening of the plate
interface after fluid pressures have returned to long-term values (Section 6.6.2).
Long term (years to decades) shear of veins formed during periods of elevated
fluid pressure is likely to occur where their geometry means they are unlikely to
deform by brittle mechanisms (e.g. Fig. 6.4). Foliation-parallel veins are likely
to persist (Fig. 6.5), and some veins may deform by mechanisms enabled by local
heterogeneities incorporated during precipitation of vein-filling materials (Chapter
7). The interaction between processes associated with these different timescales
may lead to (a) the complex rheological behaviours observed in modern subduction
zones, and (b) structures observed within exhumed plate interface shear zones in

subduction complexes.

How could subduction plate interface shear zone geometry influence de-

formation style?

Observations of subduction plate interface shear zone geometries reported in this
thesis vary in scale from a km-scale interface at depth (Chapter 4) to mm-scale
shear zones preserved within 20 m thick deformed zones during ancient subduction
(Chapters 6 & 7). At both sites (the Gwna Complex and the Hikurangi margin),
volcanics appear involved in deformation at the plate interface (Figs. 2.1 & 6.1).
Whereas subducting topography at the Hikurangi margin is clearly imaged in seis-
mic and bathymetric data (Barnes et al., 2020), the role of subducting topography
in the Gwna Complex can only be interpreted from the rock record. At a km-scale,
shear zones throughout the Gwna Complex vary about a general NE-SW strike (Fig.
5.3). Though not observable continuously across the study area, lithological con-
tacts between imbricated lenticular slices of ocean plate stratigraphy in the complex
define a relatively rough palaeo-subduction plate interface which undulates 10s of

metres over several hundred metres and locally varies in thickness (Fig. 6.6). At the
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Hikurangi margin, the plate interface mapped from receiver functions beneath the
NZ3D array is also interpreted to be rough, possibly associated with its soling inter-
section with the Gable End fault, but has a locally-stepped geometry varying over
several km about a general dip towards the NW (Fig. 4.17). Both margins are as-
sociated with subducted volcaniclastic materials near the plate interface, suggesting
that plate interface shear zones where volcaniclastics bound the shear zone volume
may be rougher than sediment-dominated shear zones over a variety of scales. This
could be due to a geometrically-rough topography, variable alteration of volcaniclas-
tics (e.g. Barnes et al., 2020; Wallace et al., 2019), or an irregular distribution of
weaker volcaniclastics in the lower plate (Clarke et al., 2018; Davy and Wood, 1994;
Salimullah, 1992). It seems at the Hikurangi margin that the roughness is related
to the subducting topography imaged offshore (Fig. 2.1), though the imbricated
material at Llanddwyn Island suggests that at large shear strains the distribution of
altered volcanics becomes increasingly important (Section 6.5). Roughness on the
plate interface would lead to surface asperities, possibly creeping at high-stress or
fracturing during periods of elevated fluid pressure (Shaddox and Schwartz, 2019;
Wang and Bilek, 2014). Roughness increases the complexity of shear zone, locally-
varying stress magnitudes, and limiting seismic ruptures (Bonnet et al., 2019; Wang
and Bilek, 2014). Variably-altered and distributed volcaniclastics may therefore be
an additional factor to topographic roughness, inducing variable stresses and com-

plex deformation styles where seamounts are subducted.

The shallow subduction plate interface (< 20 km depth) is commonly thought to
form broad shear zones, 100 m to 1 km, wide containing several deforming strands
1-100 m thick, though several shear zones within duplexes and imbricated lenses
were assumed to be contemporaneous in this analysis (Rowe et al., 2013). Indi-
vidual shear zones in the Gwna Complex are < 20 m wide and are spaced up to
~ 400 m apart (Figs. 5.3 & 6.2). If contemporaneous, these dimensions are consis-
tent with generalised models for the subduction plate interface. It is impossible to
interpret from the data presented here whether shear zones in the Gwna Complex
were contemporaneous, but their anastomosing structure is consistent with growth

by addition of 1-100 m wide shear zones during deformation (Rowe et al., 2013).
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Imbricated shear zones in the Gwna Complex are localised on weaker horizons in
the lower oceanic plate, requiring not just deformation of sediments atop the lower
plate and in the forearc wedge, but also deformation of volcaniclastics that form
the lower surface of imbricate lenticular slices (Fig. 6.6). This deformation may
be complicated by the intersection of soling splay faults with the plate interface
(Fig. 6.6), which could increase the variation of materials on the plate interface by
creating additional complexity in the deforming volume. The entrainment of more
varied materials on the plate interface varies the materials available to deform, and

consequently the rheology and slip behaviour on shear zones there.

Individual shear zones in the Gwna Complex are up to 20 m wide, with de-
formation localised within an approximately tabular mélange-bearing volume (Fig.
6.2). The mélange-bearing volumes encompass the contact between mudstones and
hyaloclastites from the structurally-higher and -lower lenticular slices of ocean plate
stratigraphy. Outside the mudstones and hyaloclastites, the shear zone is con-
strained between more coherent pillow basalts in the hanging wall and sandstones
in the footwall (Fig. 6.2). During deformation, the coherent units either side of
the shear zone likely limited its growth by migration of slip to a new yield surface
(sensu. Moore and Byrne, 1987; Rowe et al., 2013). Limited shear zone growth dur-
ing deformation likely led to the formation of a relatively thin volume of mélange
in the shear zone where mixed continuous-discontinuous deformation in the ma-
trix and clasts occurred (Figs. 3.11, 6.5 & 6.4; Fagereng, 2013). Mélange fabrics
have been associated with complex deformation and slip behaviours, possibly dur-
ing slow slip or earthquakes (Beall et al., 2019; Fagereng and Sibson, 2010). Ilitic
and chloritic mélange likely formed from turbidites and volcaniclastics, respectively
(Sections 3.8 & 6.3.2). Illite and chlorite in the matrix of these mélanges each have
distinctive frictional characteristics and responses to fluid pressure (Fig. 6.9; den
Hartog et al., 2012; Okamoto et al., 2019; Phillips et al., 2020). The matrix mate-
rials, and their frictional response within the shear zone, are therefore the result of
lithologies incorporated by the imbricated geometry. Imbricated lenticular slices of
ocean plate stratigraphy created a geometry which limited the width of the deform-

ing zone, forming a thin mélange-bearing volume with a characteristic deformation
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style resulting from the mélange-forming lithologies.

The scale of observations presented in Chapter 6 is limited due to the outcrop of
the Gwna Complex (Fig. 6.1a), though scaling-up m-scale observations to km-scale
subduction-related shear zones raises the issue of representativeness. The idealised
shear zone presented in Fig. 6.3 is based on observations of shear zones over several
km of exposure. Interpretation and modelling of these shear zones, while limited in
comparison to shear zones with similar materials, is based on the processes operating
rather than the specific geometry. Similar to the shear zones presented in Chapter 7,
the process-oriented approach taken in the thesis allows scaling-up of observations
reported here.

Though fluid flow is likely commonplace within rocks in the subsurface, veins
are a clear indication of fluid flow associated with deformation (Bons et al., 2012;
Fagereng et al., 2018). Veining within mélanges in the Gwna Complex show that
fluid flow during deformation was focused within shear zones (Figs. 6.5 & 6.4).
High fluid through-put in narrow shear zones resulted in abundant veining in var-
ied lithologies (Figs. 6.4, 6.5, & 7.3). Vein composition led to varied deformation
styles (Section 6.6.2), but the foliation-parallel geometry of many of the veins led
to the development of localised shear on some of these veins (Chapter 7). Foliation-
parallel shear veins are common in subduction complexes due to the stress regime on
the plate interface (Fagereng et al., 2010; Hashimoto and Yamano, 2014; Vannucchi
et al., 2008). Where deformation is localised by vein compositions or fine grain size
with incorporated secondary phases, deformation is likely to be more viscous than in
the surrounding mélange fabric (Chapter 7). Large-scale geometries on the shallow
plate interface therefore appear to control fluid pathways during deformation, dic-
tating where weakening occurs with increased fluid pressure, strengthening occurs

by vein cementation, or deformation localises into veins.

Which factors control shallow slow slip and how might they be better

constrained?

Slow slip events (SSEs) are widespread and have relatively uniform moment-duration

relationships (Gomberg et al., 2016; Peng and Gomberg, 2010), suggesting they may
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have similar physical mechanisms throughout subduction zones. SSEs recur at rela-
tively short intervals (years to decades), with low stress drops and slow propagation
velocities (Ando et al., 2012; Gomberg et al., 2016). Mechanisms of slow slip must
therefore be transient and cyclical within the deforming zone, with relatively rapid

healing times and a strong sensitivity to applied stress.

Fluids have been associated with slow slip at many margins (Saffer and Wallace,
2015), and are commonly invoked in nucleating instabilities due to their poorly-
constrained, transient nature (Saffer and Tobin, 2011). The main physical mecha-
nism by which fluids are thought to cause slow slip is by: (a) decreasing the effective
normal stress, which influences the critical stiffness of the fault and leads to condi-
tional fault stability (Kodaira et al., 2004), or (b) reducing effective normal stress
where materials have rate and state friction parameters (a — b) approximating 0,
leading to transitional stability (Ikari et al., 2020; Scholz, 1998). Within a shear
zone, these mechanisms require that sliding occurs frictionally on a discrete surface.
Discrete slip surfaces are uncommon in the exhumed shear zones studied in this
thesis, and where they do occur they tend to be too small to host critical nucleation
lengths estimated for slow slip (Fig. 6.5; Uenishi and Rice, 2003). Elsewhere, lo-
calised slip has been suggested to occur in shear zone mélange-hosted phacoids at
length-scales consistent with low-frequency earthquakes (Kotowski and Behr, 2019;
Phillips et al., 2020), but how this slip propagates over the large areas where slow

slip occurs in inversions of geodetic observations (100s km?) remains unclear.

One explanation for why empirical rate-and-state frictional models may not pre-
dict shallow slow slip well in subduction zones is that the approach is too simplistic.
Subduction plate interface shear zones are characterised by mélanges with varied
lithologies, textures and geometries (Kimura et al., 2012). Slow slip on the plate
interface has been associated with varied subduction zone input materials at the
Hikurangi margin (Chapter 3; Barnes et al., 2020), but the prevalence of mélange
fabrics in plate interface shear zones suggests this heterogeneity may be innate to all
subduction zones (Rowe et al., 2013). The occurrence of slow slip within mélange-
bearing plate interface shear zones may therefore be related to mechanistic or geo-

metric heterogeneity there.
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Study of the deformation of mixed geologic materials has shown that complex
interplays of different mechanisms occur spatially and temporally (Chapters 3, 6,
7; De Bresser et al., 2001; Gratier et al., 2013; Rowe et al., 2011). Experimental
work on the deformation of phyllosilicate-bearing mixtures under hydrothermal con-
ditions has shown that deformation occurs by a combination of mechanisms (Bos,
2002; Bos and Spiers, 2001; den Hartog et al., 2012; Den Hartog and Spiers, 2014;
Niemeijer and Spiers, 2005). As the closest analogue to mélange fabrics frequently
associated with subduction, these mechanisms are likely to control slip and stability
in subduction interface shear zones (Fagereng and Den Hartog, 2017). Shear zones
in the Gwna Complex show evidence for interplay between these processes, though
the lithological diversity exhibited there exaggerates this mechanistic variation with
changing fluid pressures (Section 6.7.5). This may be more broadly true of plate in-
terface shear zones, where locally-variable weakening of different material-dependent
mechanisms leads to the nucleation of slip transients. The exact mechanism of this
weakening would be material and condition dependent, and further research into
how deformation mechanisms vary with conditions in realistic shear zone mélange
materials may yield insights into this. The relatively slow propagation of slow slip
(Ando et al., 2012) suggests either: (1) the triggering condition (e.g. elevated fluid
pressure) propagates away from the nucleation site and continues to trigger slip, or
(2) acceleration in the nucleation patch leads to stress loading of the surrounding
interface and that leads to slip propagation. The triggering of slow slip by earth-
quakes nearby suggests the latter is more appropriate (Wallace et al., 2017) and the
interface is nearly critically-stressed (Dahlen, 1990; Hardebeck, 2015). From small,
possibly fluid-induced, patches of weakened mechanisms within mélange shear zones,
elevated slip velocities would stress the areas surrounding the patch and a limited
acceleration of slip would propagate, consistent with models for slow slip (Ando
et al., 2012). How stress loading leads to the propagation of slow slip, without ac-
celeration to earthquake slip speeds, is therefore a prominent question, and insights
on this can be gleaned from studies of the geometric controls on deformation within

subduction interface shear zones.

Increased stress in a mélange shear zone can activate varied deformation mecha-
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nisms at strain rates of > 1 x 10719 s71 relevant to slow slip (Section 6.7.3). Where
there is more lithological heterogeneity near the plate interface, such as the Hiku-
rangi margin (Chapters 3, 4 & 7; Barnes et al., 2020), more deformation mechanisms
and interplays between them are likely to become active. Deformation of the plate
interface shear zone is likely to mix materials, leading to the movement of clasts
and the possible formation of force chains of phacoids within the mélange (Beall
et al., 2019). Slip-driven stress loading propagating along the plate interface may
lead to the breakage of force chains (or ‘beams’, Sammis et al., 1987) in the mélange,
leading to weakening from its locked state and propagation of slip. Strain hardening
associated with slip may occur due to new force chain formation or other mecha-
nisms associated with the reduced flow stresses accompanying sliding, leading to the

arrest of slow slip.

Areas of the plate interface down-dip of those modelled from geodetic data to
host shallow slow slip events at the northern Hikurangi margin have low interseismic
coupling values (Wallace et al., 2004). Low interseismic coupling values suggest
steady creep dominates the plate interface shear zone at plate convergence rates
(40-50 mm yr~!; Beavan et al., 2002), and factors controlling shallow slip transients
exert less control on plate interface deformation there. Temperatures at the plate
interface immediately down-dip of the region of shallow slow slip are estimated to
be 250-260 °C (Antriasian et al., 2018), consistent with estimated temperatures
of viscous deformation which formed structures observed in carbonate shear zones
in the Gwna Complex (Chapter 7). Carbonate veins and cements are common
in the volcaniclastics atop the Hikurangi Plateau and there are also carbonate-
rich layers in the pelagic sedimentary sequence (Wallace et al., 2019). Receiver
functions immediately down-dip of areas thought to host slow slip at the northern
Hikurangi margin show that volcaniclastics may underlie the plate interface there
(Fig. 4.19). Carbonate in volcaniclastics at or near the plate interface may therefore
deform at temperatures of 250-260 °C by viscous mechanisms weakened by grain-
scale heterogeneities, leading to steady creep on the plate interface, if the carbonate
veins and cements form an interconnected framework that controls deformation.

The down-dip extent of shallow slow slip at the northern Hikurangi margin may
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therefore be controlled by the onset of efficient viscous deformation mechanisms,
weakened by grain-scale heterogeneities (Chapter 7).

Overall, the main controls on shallow slow slip appear to be (1) mechanisms
operating within the plate interface and (2) the geometry of the deforming zone.
Both of these factors result from lithologically-controlled strain localisation in in-
put lithologies that form heterogeneous mélange, which exhibits a complex response
to applied stress under locally-variable fluid pressures. In the seismogenic zone,
thermally-activated viscous deformation mechanisms may be weakened by grain-
scale heterogeneities, controlling the down-dip extent of shallow slow slip. Bet-
ter constraints on slow slip may be gained by study of the lithological controls on
strain localisation and deformation in realistically-varied subduction input materials.
These constraints include possible mechanisms of deformation and slip instability

nucleation and mechanisms of slip propagation and arrest.
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Chapter 9

Conclusions and future work

9.0.1 Conclusions

This thesis has investigated deformation on the shallow plate interface of subduction
zones using a mixture of field geology, microstructures, and geophysical techniques
at modern margins and ancient exhumed complexes. At the Hikurangi margin, a
modern margin, deformation was characterised in sediments seaward of the thrust
toe and receiver functions were used to image the megathrust between 12 and 15
km depth. In the ancient Gwna mélange, Anglesey, UK, field and microstructural
analysis of collected samples were used to characterise the bulk rheology of ide-
alised plate interface shear zones at ~ 17 km depth. These were also modelled
to characterise the effects of varying fluid pressures. Microstructural analysis of
some calcite-dominated shear zones localised within veins in the complex was also
carried out to characterise mineral-scale deformation mechanisms of carbonates at

seismogenic zone depths. The main conclusions of this thesis are:

o (Calcareous-pelagic sediments seaward of the Hikurangi margin host structures
from mixed brittle and viscous deformation where shear is likely to localise
and occur by frictional-viscous mechanisms with rheologies more sensitive to

pressure solution than in their siliciclastic counterparts.

» Receiver functions from the NZ3D array image splay faults extending from the

surface towards a geometrically rough, NW-dipping plate interface between
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12 and 15 km depth which overlies a thick sequence of relatively low seismic

velocity materials, possibly variably-altered, fluid-rich volcaniclastics.

e The Gwna Complex at Llanddwyn Island was deformed at 260 + 10 °C and
comprises a series of thin (< 15 m wide) imbricated mélange-bearing shear
zones, with block-in matrix textures and several generations of variably-deformed
veins cross-cutting one another within a foliated phyllosilicate matrix, consis-
tent with transient cyclical episodes of supra-lithostatic fluid pressure during

stable creep.

e Models of illitic and chloritic mélanges in the Gwna Complex suggest that
slip at convergence or slow slip rates requires pore fluid pressures intermediate
between hydrostatic and lithostatic pressure, and that slip at those rates would

occur by deformation of both mélanges.

o Two examples of small calcite-dominated shear zones localised in veins in the
Gwna Complex show microstructures consistent with viscous deformation to
shear strains of 4-5 at temperatures of 260 + 10 °C and stresses of ~ 88
MPa, colder than the experimentally-constrained traditional frictional-viscous

transition in calcite.

» Deformation of calcite veins occurred by recrystallisation and rheological weak-
ening promoted by grain-scale heterogeneities, suggesting carbonates may vis-

cously creep at the plate interface, decreasing the likelihood of seismic slip.

o Slip at the shallow plate interface is controlled by deformation mechanisms
active shear zones which often localise within structures resulting from earlier
deformation, either in input sediments or at shallower depths, under variable

pore fluid pressures.

o As localisation on inherited structures controls shallow subduction interface
shear zone rheology and its weakening at elevated pore fluid pressures, diverse
lithological inputs and fluid pressures at shallow depths are likely to lead to

complex slip behaviours.
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9.0.2 Future work

Structures in calcareous-pelagic sediments seaward of the Hikurangi margin sug-
gested deformation was controlled by a rate-dependent interplay of slow pressure
solution and rapid brittle faulting. On the plate interface this might manifest in
shear as frictional-viscous flow along strain-weakened, clay-rich horizons. A possible
next step is to characterise how strain localises with the onset of shear in sedi-
ments which have deformation structures from previous compaction. This could be
done experimentally using samples obtained from seafloor drilling (e.g. IODP Exp.
375), or other calcareous-pelagic lithologies sampled in the field. New advances in
three-dimensional x-ray micro-tomography (e.g. Macente et al., 2018), might aid in
characterising porosity during the duration of the experiments.

Receiver functions from arrivals at NZ3D array stations provided reasonably
good coverage of a limited volume directly beneath the array, allowing interpreta-
tion of the plate interface there. Away from the NZ3D array the plate interface is
described by the model of Williams et al. (2013), which was shown to inadequately
capture local surface roughness due to its regional extent. Contemporaneous with
the onshore NZ3D array, instruments comprising the SHIRE (Seismogenesis at Hiku-
rangi Integrated Research Experiment, Henrys et al., 2018) array were deployed over
a much larger area and would allow for construction of a continuous CCP volume
both parallel and perpendicular to the margin from the thrust toe to > 100 km
depth. This would help constrain plate interface and lower plate geometry, and its
variation, over a much larger area at the northern Hikurangi margin. This could
help discern the deformation geometries of subducting seamounts (sensu. Wang and
Bilek, 2014), or determine if features observed in the CCP volume beneath the NZ3D
array (Fig. 4.15) are observed to continue more broadly across the shallow plate
interface.

Deformation within the Gwna Complex encompasses varied lithologies and ge-
ometries and the data presented in Chapter 6 characterised this in terms of its typical
structures and bulk rheology. Though detailed work on carbonate veins in Chapter
7 yielded insights into the deformation of calcite at seismogenic zone depths, ques-

tions remain about alteration and deformation mechanisms within other materials
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in the complex. Chlorite-rich mélange fabrics within imbricated shear zones are
constrained to having formed pre- or syn-deformation due to overprinting deformed
veins, but the source of chlorite is still unclear. Geochemical or isotopic analysis
of chlorite in hyaloclastites within and away from shear zones on Llanddwyn Island
could help in discerning if the matrix chlorite formed due to intensive alteration on
the seafloor or in shear zones. If alteration occurred during deformation in a shear
zone, characterising the geochemistry and timescales of alteration would yield useful
insights into how basalt alteration may weaken the plate interface of shear zones.

Fluid pressures have been shown to have a complex effect on the rheology of
mixed-material shear zones (Section 6.7.5). Experimental work on phyllosilicate-
bearing fault rocks showed several deformation mechanisms interact to control de-
formation (Bos, 2002; Niemeijer and Spiers, 2005). Characterising the effects of
pore fluid pressure on mechanisms and bulk rheology in mixed-material shear zones
could aid in the interpretation of structures and mechanics observed in similar nat-
ural faults, such as those in the Gwna Complex.

An investigation into carbonate deformation during shallow subduction showed
that calcite may preferentially localise deformation over foliated chlorite within a
subduction mélange, meaning it can deform at similar or lower stresses (Chapter
7). The experimental study of calcite aggregates has been investigated by a myriad
of workers (de Bresser and Spiers, 1993; Rutter, 1974; Schmid et al., 1980; Turner
et al., 1954; Walker et al., 1990; Weiss and Turner, 2013, and others), but this
behaviour is not clearly accounted for by deformation mechanisms observed in these
experiments. Carbonate veins are common in subducting oceanic basalts and may
provide a mechanism for an otherwise relatively strong rock to deform during shallow
subduction (< 20 km). A good next step then, would be to study the deformation of
carbonate veins within basalts deformed at a greater variety of temperatures (< 300
°C) to better understand the range of mechanisms by which carbonate veins may

weaken strong oceanic crust subducting at shallow levels today.
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Appendix A

Modelling pressure solution at site

U1520

This appendix chapter details how P-T-t was constrained at Site U1520, the mod-
elling methodology, and strains from models run at high pore fluid factor or with
variable strain rate-mineralogy relationships. The full MATLAB code to run the

models is available at github.com/HarryLeah/pressure-solution-modelling.

A.1 Constraining pressure, temperature, and cal-

cite solubility through time

Following published constitutive models for diffusion-controlled pressure solution,
differential stress and temperature-controlled solubility and diffusion coefficient limit
the resulting strain rate (Nakashima, 1995; Plummer and Busenberg, 1982; Rutter,
1976; Spiers et al., 2004, 1990; Zhang et al., 2010). T used the age model described
earlier and reported in Wallace et al. (2019) to calculate past sediment depth at a
given time at each dated horizon in 0.1 Myr time steps (Figs. 9a & A.1a). I used this
depth history to calculate the history of various conditions, including temperature
and effective vertical stress, at a given depth and time. Temperature with time
was calculated at constant sedimentary horizons corresponding to modern depths

assuming a constant past geothermal gradient of 38 °C km™! (Fig. 2c) from a
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A.2. Modelling the history of pressure solution at Site U1520

sea floor temperature of 0 °C. These temperatures (7') were then used to calculate
calcite solubility in the same manner as Zhang et al. (2010); the square root of the
dissolution coefficient (K,), itself calculated with time and depth using the equation

of Plummer and Busenberg (1982):

LogK g2y = —171.9065 — 0.077993T}, ) + 2839.319/T(;.o) + T1.595T(,.).  (A.1)

[ avoided the problem of factoring in sea level change since the Cretaceous by di-
rectly calculating effective vertical stress (0¢/7/) assuming hydrostatic stress through-
out the sediment column using a typical constant sea water density (p,,) of 1024 kg
m~3 (Nayar et al., 2016). This means at the sea floor or in the water column (i.e.

when sediment depth (z) < 0):

o7 = (py — pu)gz = 0 (A2)

where ¢ is gravitational acceleration (9.81 ms™!) and p; is mean bulk sediment
density between the seafloor and the depth considered (Fig. 3.1a). I then used this
bulk sediment density data with the age model (Fig. 3.1d) to calculate effective
vertical stress at each time step. I also explored the effect of near-lithostatic pore

pressures (Fig. A.1) by incorporating a pore fluid factor (A = Py/o,) to give:

ol = gz(f’b@ — Apoiy ) dz i) (A.3)
i=1

where P; is the pore fluid pressure and o, is the vertical stress. I explored an

end-member of near-lithostatic A = 0.95.

A.2 DModelling the history of pressure solution at
Site U1520

The depth, temperature, solubility, and stress histories shown above were then used

with a published diffusion-controlled pressure solution model, first derived by Rut-
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Appendix A. Modelling pressure solution at site U1520

ter (1976, 1983) and since adapted or experimentally calibrated by several authors
(Gratier et al., 2013; Spiers et al., 2004, 1990; Zhang et al., 2010). To calculate the
rate of change in uniaxial strain from pressure solution at each modern depth with

time, I used the equation:

D2)SCu,z) Onr,2)§2
d3 RT(t,Z)

fa(é)) (A.4)

E.:ps (t,z) — Ad

where A, is a geometric constant equal to 100 (Pluymakers and Spiers, 2015), D is
the diffusion coefficient, which follows an Arrhenius temperature dependency and
has a typical value of 1 x 1071%m?s™! at 25 °C (Nakashima, 1995), S is the grain
boundary fluid phase thickness of 1 x 107 m (Renard et al., 1997), C ) is the
solubility of calcite at time ¢ and depth z in m® m™3 (Eq. A.1). Grain size (d), was
varied from 10 to 150 pum to represent variability within the sampled sediments and
test accordance with strains calculated from stylolite frequency, the value shown
in plots is 100 pum as this shows the best agreement with independently calculated
strains. Effective normal stress (o,.)) was used at each time (¢) and depth (%)
in the model, assuming normal stress is equal to the vertical stress as stylolites
are generally horizontal (Eq. A.3). Also used was the molar volume of calcite (€2,
3.693 x 107° m®mol '), universal gas constant (R, 8.31 J mol™* K1), and fq(¢(»))-

This final factor is a term accounting for grain contact area:

fald) = 1/(q — 2¢())” (A.5)

where ¢,y is measured porosity at depth z (Fig. 6¢) and ¢ is a critical porosity
(assumed to be equal to twice maximum porosity). This model assumes regular
packing of spherical grains, with diffusion-controlled dissolution occurring at grain
contact areas, itself controlled by porosity, strain, and stress (Pluymakers and Spiers,
2015). As calcite is the only mineral dissolving but not the only mineral in the
sediment, strain rate from the model was then scaled by the relative volume of
calcite within the core, determined from the weight percent (Fig. 6d) and density
of calcite (2710 kg m?). In this way the physical and chemical properties of the

sediment at each depth are represented in the strain rate model over the history of
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A.2. Modelling the history of pressure solution at Site U1520

dissolution within the sediment.

I then integrated modelled strain rate (¢) with time (¢) to get cumulative strain
(¢) by applying the strain from each 0.1 Myr time step (£5°?) to an arbitrary length
(L) at each modelled depth. The strain from each time step is calculated using
(5‘(9:)61) = £pt**?). This was then applied to either the original length (when ¢ = 1,

Ly = Lo + eﬁf)epLo) or the strained length (when t > 1, L) = Ly—1) + eff)epL(t,l))

and the strain compared to the original length was calculated () = [L) — Lo]/Lo).
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Figure A.1: Pressure solution model inputs and outputs with time at
high pore fluid factor. Plots show (a) sediment depth, (b) tempera-
ture and solubility calculated from Plummer and Busenberg (1982),
(c) lithostatic and near-lithostatic stress from high pore fluid pres-
sures, (d) effective normal stress, (e) strain rate from diffusion con-
trolled dissolution of calcite according to published models for pres-
sure solution (Rutter, 1976, 1983), and (f) cumulative strain from
diffusion controlled dissolution of calcite at the top and bottom of
Unit IV with time. Inset in (f) is zoomed area showing cumulative
strain at top of Unit IV. Most plots show results for the bottom
(848.45 mbsf) and top (510.96 mbsf) of Unit IV. Plots of model re-

sults are for a grain size of 100 pum.
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Figure A.2: Comparison of modelled and calculated strains for com-
paction by stylolites at hydrostatic fluid pressures within Unit IV
using the scaling of Zubtsov et al. (2004). Plots show (left) final
cumulative strain with depth per metre, (middle) strain within each
lithology and all of Unit IV (outlined in black), and strain within each
core section (right). Error bars show strain ranges for individual sty-
lolite seams of strain 0.1 to 0.9 used in calculation of bulk strain. As 1

am dealing solely with shortening strains, they are shown as positive.
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Figure A.3: Modelled effective normal stress (a), calcite solubility
(b), strain rate from pressure solution (c), and resultant cumulative
strain (d) from Site U1520 to the interface as a function of distance.
Model is for 100 pm grain size. Conditions were calculated assuming
a sediment load equal to that currently overlying Unit IV between
Site U1520 and the toe of the décollement.
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Appendix B

Receiver function processing

methods

B.1 Receiver function deconvolution and Green’s

function inversion

The rf package (FEulenfeld, 2020), which makes use of Obspy (Beyreuther et al.,
2010; Krischer et al., 2015), was used to download arrivals at the NZ3D stations
from earthquakes with M, between 5.5 and 7.5 that occurred at epicentral distances

between 30° and 90° away (Fig. 4.5).

The iterative time-domain deconvolution of Ligorria and Ammon (1999) assumes
the vertical component records the incident wavelet and uses a least squares method
to minimise the difference between the R component trace and a convolution of the
estimated receiver function with the Z component trace. The receiver function is
constructed a series of positive and negative Gaussian spikes; the time of each spike
is determined by the peak lag in a cross-correlation of the Z and R components and
the amplitude is determined using the method of Kikuchi and Kanamori (1991). At
the end of each iteration, after one spike has been added to the receiver function,
the convolution of the receiver function and the Z component trace are subtracted
from the R component trace and the misfit between the two is calculated. High

amplitude spikes are added first, reducing in amplitude until the addition of further
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B.1. Receiver function deconvolution and Green’s function inversion

spikes results in negligible change in the misfit. This method avoids many of the
complications which result from frequency-domain estimation of receiver functions
and provides less noisy receiver functions as the addition of noise peaks to the
receiver function does not significantly reduce the misfit (Ligorria and Ammon,
1999). The width of the Gaussian pulse used to construct each spike can be varied
with the method; typical values for Gaussian pulse width in receiver functions are
around 2.5 (Ligorria and Ammon, 1999), creating a pulse that is 1 s wide. I applied
this method to run until it reaches a maximum of 200 iterations(i.e. until there are
200 spikes), or the misfit reduction is less than 1x 107°. An example of the resulting

receiver function can be seen in Figure B.1.

[terative time-domain estimation of receiver functions was a big step forward in
estimating receiver functions in noisy environments and has been applied to various
collisional settings (Kim et al., 2012; Phillips and Clayton, 2014; Shi et al., 2015;
Zhao et al., 2015), where high seismic noise is common. Despite its widespread
adoption, the method is not without its drawbacks. The choice of Gaussian pulse
width is important, for instance a width of 2.5 effectively filters out frequency content
higher than 1.2 Hz (Ligorrfa and Ammon, 1999). While this may not be a problem
for many applications, I aimed to estimate crustal structure at depths of less than
80 km with resolution around the plate interface below the NZ3D array at depths
of 15-20 km (Williams et al., 2013). This required higher frequency content and a
smaller Gaussian pulse width (i.e. width > 2.5), though this introduces the potential
for more noise to translate into the receiver functions. I retried the method with a
Gaussian pulse width of 4 (Fig. B.2). This results in a pulse width of 0.75 s and an
effective low-pass frequency of around 2 Hz. The resulting receiver functions were
very similar to those deconvolved using a pulse width of 2.5 (Figs. B.1 & B.2).
Higher frequency deconvolution methods were tried (up to a Gaussian pulse width

of 10) but yielded poorer fits and less clear receiver functions.

As pointed out by Akuhara et al. (2019), the addition of pulses to the receiver
function during iterative time-domain deconvolution is immutable; once a pulse has
been added it cannot be removed, even if it increases the misfit. At high frequencies

(or low Gaussian pulse widths) the addition of pulses commonly increases the misfit
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Figure B.1: A summary of an earthquake arrival and good receiver
function estimated using the iterative time-domain deconvolution
method of Ligorria and Ammon (1999) with a Gaussian pulse width
of 2.5.
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B.1. Receiver function deconvolution and Green’s function inversion

as the deconvolution is more sensitive to noise. Recently-published work on receiver
function estimation using Bayesian statistics was developed for application to OBSs
(Akuhara et al., 2019), where noise is typically high. I therefore explored the use
of this deconvolution method to provide more reliable receiver functions at higher

frequency.

Recently, workers have made use of ever-growing computing power and advanced
statistics to recover interface depths or velocities from teleseismic earthquake arrivals
without deconvolution of receiver functions (Bodin et al., 2012, 2014; Frederiksen
and Delaney, 2015). These methods avoid deconvolution by defining misfit func-
tions in terms of direct observations on the R and Z components in the time do-
main, where error can be assumed to be normally distributed and estimated using
conventional statistics (Bodin et al., 2014). The likelihood of other parameters can
then be estimated using this error estimate and probability distributions of various
parameters can be constructed. These works provided a new way of investigat-
ing receiver-side structure, though the inversion techniques described so far relied
on laterally-continuous layers with reasonably consistent seismic properties (Bodin
et al., 2012, 2014; Frederiksen and Delaney, 2015). In areas such as the Hikurangi
margin this poses a problem; the area is likely laterally heterogeneous with highly
variable seismic properties where approaches such as these are unlikely to yield
reasonable results. The recently published work of Akuhara et al. (2019) is a gener-
alisation of the work of Bodin et al. (2014). Akuhara et al. (2019) estimate Green’s
functions of receiver-side perturbation for each ray rather than directly solving for

subsurface structure, inherently allowing for complex 3-dimensional variation.

Green’s functions are estimated using a trans-dimensional Bayesian inversion
method where the number and value of model parameters are estimated during the
inversion process (Akuhara et al., 2019). To achieve this the inversion is posed as
a multichannel deconvolution problem which is translated into a Bayesian frame-
work. Multichannel deconvolution assumes that the observed three-component seis-
mograms (u,(t) where x is component R, T, or Z at time t) is the result of the
convolution of an incident wavelet (s(t)), a Green’s function representing the pertur-

bation of the wavelet due to the receiver-side structure (g,(t) where x is component
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B.1. Receiver function deconvolution and Green’s function inversion

R, T, or Z), and noise (€, (t) where x is component R, T, or Z):

ur(t) = s(t) * g (t) + e.(t)
u(t) = s(t) * gi(t) + €(t) (B.1)

uz(t) = 5(t) * g=(t) + €=(t)

where an asterisk denotes convolution. The effective incident wavelet (s(t)) is
assumed to be consistent for all three components, meaning it can be cancelled
when combining two components (typically R and Z). A composite noise term

(e(t) = €.(t) * g.(t) — €.(t) * g-(t)) can be obtained via

ur(t) * g, (t) — u,(t) * g.(t) = €(t) (B.2)

where the left hand side of Equation B.2 can be used as a misfit function:

G(t) = ur(t) * g:(t) — us(t) * g (1). (B.3)

In this way common factors between the two components (R and Z in this case) are
considered the incident wavelet rather than just the Z component directly (Langston,

1979).

Similar to the iterative time-domain deconvolution method of Ligorria and Am-
mon (1999), the Green’s function is constructed of a series of Gaussian pulses
(Akuhara et al., 2019). A single isolated pulse of amplitude 1 is constrained to
the P wave onset time (£ = 0 s) on the Z component and further pulses are limited
to at least 1 second after that time to separate the incident wavelet from the Green’s
function. The inversion solves for the number, timing, and amplitudes of pulses on
the two components (typically R and Z) where ¢ > 1 s. This is done by constructing
posterior probability distributions assuming uniform prior probability between prior
bounds (Green, 1995). Prior bounds are to be carefully selected as narrow bounds
may not capture the real solution and wide bounds may not lead to a unique solu-
tion (Akuhara et al., 2019). Initial inversions yield maximum posterior probabilities

for the number of pulses at the default upper bound (200), so I increased this value
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to 1001 to fully capture the pulse number. Aside from the number of pulses, I used
the default bounds when running my inversion (Table B.2). Noise within the traces
being inverted is assumed not to be temporally correlated (Akuhara et al., 2019).
This assumption is not true (temporally correlated noise is used in ambient seismic
studies, for instance) and can lead to over-fitting of noise during the inversion, as

will be shown later.

During the inversion sampling and construction of the posterior probability dis-
tributions is performed by a RIMCMC method (Green, 1995). Once per iteration
the Markov chain Monte Carlo (MCMC) algorithm samples the input probabilities
(Table B.2) and either: adds a pulse (a birth proposal), removes a pulse (a death
proposal), moves the timing of a pulse (a move proposal), or perturbs the ampli-
tude of a pulse (a perturbation proposal) on either of the two input components
(typically R and Z Akuhara et al., 2019). Birth proposals add a new dimension to
the inversion by increasing the number of pulses, whereas death proposals reduce
the dimensions of the inversion by reducing the number of pulses. The ability to
add and remove pulses allows the inversion to test and undo unlimited combina-
tions of pulses and their variables (e.g. amplitude, timing, component) during its
exploration of trans-dimensional space (Green, 1995). This means the inversion is
reversible and forms the basis for the reversible-jumping part of the RIMCMC algo-
rithm (Akuhara et al., 2019). Reversibility gives the trans-dimensional RJMCMC
inversion a distinct advantage over the popular iterative time-domain receiver func-
tion deconvolution, where the addition of pulses is immutable even if it worsens fit

(Ligorria and Ammon, 1999).

From a random seed (Akuhara et al., 2019) the inversion is run for 1.2 x 10°
iterations (Vj.,; Table B.2). A short initial ‘burn-in’ period (where the model is
not saved) runs for 2 x 10° iterations (Nyy,-; Table B.2) before the model is sampled
every 200 iterations (Ng,,) for the remaining 1 x 10° iterations (Njer — Npurn)-
This means the inversion retrieves 5 x 10* models (N,,,q), from which (ignoring ¢

for simplicity) the marginal posterior probability (p) of low-pass filtered Green’s
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LPF

functions (gZFf and gEPr)

are estimated using:

Nimod

(QTLPF - Z 5 LPF LPF)
=1 (B.4)

Ninod

LPF LPF LPF
E d(g
p(gz Nmod )

=1

LPF LPF

where and are low-pass filtered Green’s functions from the ith model.

The RJIMCMC process is computationally expensive, and efficiencies are achieved
by running 100 RIMCMC sampling chains in parallel (Nepq,) with different ‘tem-
peratures’ dictating their exploration range for each variable, a method known as
‘parallel tempering’ (Falcioni and Deem, 1999; Geyer, 1991). Of the 100 chains, 20
(Neoot) are kept at a temperature (7') of 1. Higher temperature chains are more
likely to accept proposals, yet posterior probability is only evaluated using chains
where T = 1 (Akuhara et al., 2019). Parallel tempering allows chains to swap
models during the inversion (Sambridge, 2013); higher temperature chains explore
trans-dimensional space and when a probable model is found it is transferred to a

low temperature chain and recorded as one of N,,.q.

Code for running the Green’s function inversion of Akuhara et al. (2019) is
available on GitHub (https://github.com/akuhara/MC3deconv) and Zenodo (DOI:
10.5281/zenodo.1487600) and took around 2 minutes to run for each earthquake
arrival. It was first done with a subset of arrivals with a SNR > 3 (around 2700
traces), before being expanded to all the arrivals (around 7000 arrivals). The inver-
sion yields probabilities of each amplitude at each time for the Z and R components,
and the resulting Green’s function for each component follows the highest probabil-
ity amplitude at each time (Fig. B.3). Posterior probability distributions for the
number of pulses commonly show multiple peaks, reflecting the non-uniqueness of
the solution. In some cases brief increases in seismic noise (e.g local earthquakes or
passing traffic) have led to over-fitting and increases in amplitude where amplitudes

would be expected to tail off (Fig. B.3).
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Group Notation Description Value
Prior Kmin Minimum number of pulses 1
kmaz Maximum number of pulses 1001
Tomin Minimum time of pulses (after P wave ar- 1s
rival)
Tmaz Maximum time of pulses (after P wave ar- 60 s
rival)
Tmin Minimum pulse amplitude on R component -0.8
Tmaz Maximum pulse amplitude on R component 0.8
Zmin Minimum pulse amplitude on Z component -0.8
Zmaz Maximum pulse amplitude on Z component 0.8
Proposal type Dbirth Probability of birth proposal 0.35
Ddeath Probability of death proposal 0.35
Drmove Probability of move proposal 0.05
Dpertury ~ Probability of perturbation proposal 0.25
Proposal or Standard deviation for move proposal 0.1s
o Standard deviation for perturbation pro- 0.05
posal on R component
o Standard deviation for perturbation pro- 0.05
posal on Z component
orpirth ~ Standard deviation for birth proposal on R 0.4
component
0. pirth  Standard deviation for birth proposal on Z 0.4
component
Iteration Niter Total number of iterations 1.2 x 109
Npyrn Number of iterations in burn-in period 2 x 10°
Neorr Iteration sampling interval 200
Low-pass filter a Parameter of Gaussian low-pass filter 8
Parallel tempering  Nopain Nﬁlrlnber of MCMC chains running in par- 100
alle
Neool Number of chains with low temperature 20
(T=1)
Thigh Maximum temperature 100

Table B.2: Input parameters used for the inversion of Green’s func-

tions.

B.2 Velocity inversion

An extension of the RIMCMC algorithm has been developed for inversion of receiver

functions for P and S wave velocity (Akuhara et al., 2020). Given the wide array

of solutions (V,, Vs, and interface number and depth are all kept variable), the

velocity inversion requires a starting velocity model to find a numerically stable

solution. Similar to previous velocity inversion methods (Bodin et al., 2012, 2014),

this method assumes lateral homogeneity so that different traces arriving at the
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Figure B.3: An example of an earthquake arrival and resulting
Green’s function inverted using the method of Akuhara et al. (2019).
Arrival traces (left) have been normalised to 1. Posterior probability
distribution for number of pulses is shown on right. Note within both
R and Z Green’s functions the increased amplitude after 40 seconds

where the inversion has over-fitted to noise.

same station sample the same velocities. For Z < 20 km this can be accounted-for
by separating rays based on back-azimuth (Akuhara et al., 2020), but deeper in the
Hikurangi margin subduction zone, significant local variation and ray dispersion is

likely to occur (Bassett et al., 2014; Eberhart-Phillips et al., 2017, 2010).

A velocity profile vertically beneath station BS05 was interpolated from a re-
gional velocity model (Eberhart-Phillips et al., 2010). All other values were kept at
the defaults (Table B.4) suggested by Akuhara et al. (2020) and in the documenta-
tion associated with the inversion code (DOI: 10.5281/zenodo.3614105). The inver-
sion yields Log-likelihood estimates at each iteration as well as posterior probability
distributions for the number of interfaces, the amplitude of the receiver function at
each time (for comparison to the input), and V,,, V;, V,,/V; and interface likelihood
at each depth (Figs. B.5, B.6, B.7). Velocity inversions yield good fits to the first
10 s of receiver functions, with poorer fits after 10 s (Fig. B.4). The most likely
inverted velocity model closely matches the input model. To test the sensitivity
of the inversion to inputs, the velocity model was increased and decreased by 10%
(Figs. B.6 & B.7). Outputs of these inversions also closely follow the input velocity

models, suggesting the inversion would not yield reliable results if used here.
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Group Description Value
Iteration Number of burn-in iterations 2.5 x 10°
Number of sampling iterations 5 x 106
Iteration sampling interval 100
Parallel tempering Number of chains 120
Number of cool chains 24
Highest temperature 50
Input data Time period for inversion 0-30 s
Number of points in Fourier transform 2048
Prior Minimum number of interfaces 1
Maximum number of interfaces 200
Minimum interface depth 0 km
Maximum interface depth 100 km
Minimum layer thickness 0.5 km
Standard deviation for Vy perturbation 0.1
Standard deviation for V, perturbation 0.2
Minimum Gaussian parameter for random noise 0.005
Maximum Gaussian parameter for random noise 0.08
Proposal Standard deviation for depth perturbation proposal 0.03
Standard deviation for V; perturbation proposal 0.02
Standard deviation for V,, perturbation proposal 0.02
Standard deviation for noise sigma perturbation pro- 0.005
posal
Bounds Minimum V,, 2 km s
Maximum V,, 10 km st
Minimum Vj 1 km s™!
Maximum Vj 7 km s7!
Minimum V},/Vj 1
Maximum V},/Vj 3

Table B.4: Input parameters used for the inversion of V,, and V; from

Green’s functions.

To test whether simultaneously inverting multiple receiver functions yielded more

reliable results, 5 receiver functions from BS05 with similar back azimuths and

inclinations were used as inputs.

In contrast to the inversion of single receiver

functions, inversion of multiple receiver functions yielded highly variable fits between

peak posterior probabilities and input receiver functions (Fig. B.4). The inversion

locally yielded good fits for early parts of the receiver functions (¢ < 10 s), but

fits in the latter part of the receiver functions (¢t > 10 s) were generally poor (Fig.

B.4). Inverted velocities offer only slight variations from the input velocity model,

suggesting there was little use in exploring this inversion method further.
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Figure B.4: Velocity inversion results for 5 R component receiver
functions from station BS05 with interpolated input velocity model
vertically below station BS05 from velocity model of Eberhart-
Phillips et al. (2010).

B.3 Modelling major conversion horizons

During initial selection of time windows around earthquake arrivals, V, and V
from the iasp91 model were used to calculate the average ray parameter (also called
slowness) for the path of the earthquake using the Taup toolbox (Crotwell et al.,
1999). This slowness can be used to calculate the theoretical arrival time of a P
to S conversion using Equation 4.1. Multiples can also be calculated by adding

the corresponding number of P wave velocities (, /7> —p?) or S wave velocities
p
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Figure B.5: Velocity inversion results for an R component Green’s
function from station BS05 with interpolated input velocity model
vertically below station BS05 from velocity model of Eberhart-
Phillips et al. (2010).

( % — p?) to the initial S wave velocity, for example:

thSs,PsPs =2% |2
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Figure B.6: Velocity inversion result with an input velocity model
10% lower than in Fig. B.5.
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Figure B.7: Velocity inversion result with an input velocity model
10% higher than in Fig. B.5.
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Velocity-depth profiles interpolated along each ray path from the regional model
of Eberhart-Phillips et al. (2010) are smooth due to the low resolution of the regional
model, and smooth velocity profiles do not produce receiver functions with clear
peaks (Cassidy, 1992). To model an interface at a given depth while retaining the
same travel times (and thus relative arrival times) an abrupt velocity change must
be introduced to the interpolated velocity-depth profile whilst maintaining the same
average velocities above the velocity change. This was done for each arrival at
a station and the resulting velocity model was used as an input (along with the
back azimuth and slowness of the arrival) for the RAYSUM program (Frederiksen
and Bostock, 2000), used through the python interface PyRaysum (available on
GitHub at https://github.com/paudetseis/PyRaysum). Three component arrivals
were generated using RAYSUM before receiver functions were deconvolved from the
R and Z components and the resulting waveform was low-pass filtered at 3 Hz to

match the approximate frequency content of the real receiver functions.

To show how a possible conversion horizon model might manifest in a receiver
function retrieved from the data Fig. B.8 shows a comparison between a real receiver
function at station BS05 and a modelled receiver function using the velocity pro-
file interpolated along the ray path from the New Zealand regional velocity model
(Eberhart-Phillips et al., 2010). The real receiver function was selected as it has
the highest cross-correlation coefficient with the average receiver function for the
station. The synthetic receiver function was modelled using the slowness and back
azimuth of the real receiver function to have a single P-to-S conversion at a 14 km
horizon (the approximate depth of the plate interface beneath BS05, Williams et al.,
2013, Fig. B.8). Peaks from P, Ps and PpPs arrivals are clearly recognisable in both
the synthetic and real receiver functions, suggesting the arrival may have travelled
through a conversion horizon at approximately 14 km depth and that these peaks
can be taken to represent this conversion. PpSs and PsPs arrivals, which are clearly
visible as a negative peak in the synthetic receiver function, are mostly masked in
the real receiver function by later peaks arriving at the same time. A small negative
deflection, visible in the positive peak of the real receiver function at 12.5 s, may

reflect the convolution of these signals (Fig. B.8). Amplitudes of arrivals within the
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0 0 1.0
fi: i 0.5 1
] |
20 20 00
-0.5
T 401 40 : :
ﬁ _1.0 L} T Ll T
£ 0 5 10 15 20
a 1.0 ,
(«}] .
o 60 A 60 :
054 :
A A A i
80 'l 80 02T : H
— Vs (ms™1) : ;
- Vp(ms) -0.54 : )
—— Density (kgm=3) [N P Ps PpPs PpSs+PsPs
100 T - . T T =] 100 _1.0 L l T T T I
2500 5000 7500 l:_ 0 5 10 15 20
Velocity or Density 3000 4000 Time after P arrival (s)

Figure B.8: Example of modelling a single interface to match peaks
in a trace arriving at station BS05. Plots show V,, V;, and den-
sity with depth (left), layers coloured by their Vi (centre-left), real
receiver function at BS05 (upper right), and synthetic receiver func-
tion modelled using the velocity and density profile on the left(lower
right). Average velocities for each layer are the same over their depth
range (< 100 km depth) as interpolated along the ray path from the
regional velocity model of Eberhart-Phillips et al. (2010). Direct (P
and Ps) and multiple (PpPs, PpSs, and PsPs) phase arrival times are
highlighted on both traces.

real receiver function are much higher than those modelled in the synthetic receiver
function suggesting the time, rather than the amplitude, of modelled conversions

are more reliable.

B.4 Surface regression methodology

The coordinates corresponding to the peaks picked in the receiver functions (e.g.
Fig. B.9) were selected for each of the areas of higher peak density shown in Fig.
4.12. This resulted in a three-dimensional scatter of 2000-3000 points associated

with each major conversion horizon. To estimate the depth and 95% confidence
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Figure B.9: Positive and negative peaks picked in the first 6 seconds
of traces arriving at station BS05. Note the good agreement with
peaks in Fig. 4.11.

limits for each horizon from a 3d scatter of conversion coordinates, two-dimensional
(latitude, longitude, depth) Gaussian process regression was used via the scikit-learn
Python package (Pedregosa et al., 2011). An example longitudinal slice through a
fitted surface is shown in Fig. B.10.

Three parameters were selected for simplicity and to minimise the number of
assumptions. Conversion coordinates from peak fitting delineate gently dipping
(< 30°) surfaces (Fig. B.10) so a linear trend was used as the initial basis for each
surface. Local variations in conversion point depths were fitted using a radial basis
function kernel, where the estimated depth depends on the distance from the nearest
data points. Conversion coordinate depths show variation on the order of 1 km either
side of the best-fit surface (Fig. B.10). This variation is attributed to noise in the
data which was estimated using a white noise kernel. Parameters fitted were the
slope of the linear surface, the length scale of the radial basis function kernel, and
the noise level of the white noise kernel. The length-scale of roughness in seismically-

imaged surfaces within subduction zones has been shown to be anisotropic (Edwards

et al., 2018), so radial basis function kernel length scale was allowed to vary in the
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Figure B.10: An example of how Gaussian process regression was
applied. Depth-converted Ps conversion points (red crosses) within
highlighted period E on Fig. 4.12 delineate a sloping horizon across
the study area. The linear slope of the fitted surface (black line)
was used as a mean and the local variation of the line results from
the radial basis function kernel. Conversion depths show 1-2 km of
variation at similar locations, this variation was characterised using

the white noise kernel and the 95% confidence limits are shown (grey
fill).

north-south and east-west directions between prior bounds of 1 km and 100 km.
The noise level ascribed to the data was allowed to vary between 100 m and 2 km.

Best-fit solutions are non-unique, depending on length scales and noise levels, so
these bounds are selected to maintain realistic estimates for parameters so fitting
realises a probable solution. Fitting for each horizon (A-I) was run 15 times with
different initial starting length scales and noise levels (within the aforementioned
bounds) to ensure the solution is the most probable. The resulting surface and
standard error for each horizon was then estimated on a 100 m spaced grid within

the latitudes and longitudes bounding arrivals within the corresponding time period

(Fig. B.10).

B.5 common conversion point stacking

The code to achieve CCP stacking was heavily adapted from the rfpy toolbox (Au-

det, 2020). First, using the estimated conversion coordinates for the ray-tracing
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described earlier (Section 4.7), travel times were estimated using Equations 4.1 and
4.1 for Ps, PpPs and PpSS + PsPs phases. receiver function time series were filtered
at 4 Hz, 2 Hz, and 1.6 Hz for Ps, PpPs and PpSS + PsPs phases, respectively, to
maintain similar horizon widths in the resulting image. This choice of parameters
is an a priori choice, but the frequencies selected here are based on the frequency
ratios used by Audet and Schaeffer (2018). Amplitudes at the estimated travel times
were projected onto a section line oriented ~ 121° starting at the Hikurangi mar-
gin trench (lat/lon -38.884/178.942). These projected amplitudes were then stacked
into CCP bins for each phase, averaged, and smoothed parallel to the line direction
(perpendicular to the trench) using a Gaussian filter with a width of 2.5 km (five
CCP volumes). CCP bins used to construct the volume perpendicular to the trench
are either 0.25 by 0.25 km or 0.5 by 0.5 km (distance parallel to line by depth).
These trench-perpendicular lines are spaced 1 or 2 km apart (distance parallel to
trench), depending on the lateral resolution required. The resulting stacks for each
phase were then multiplied by a weight factor and phase weighted stacking was car-
ried out, following the methodology of Frassetto et al. (2010). The weights used for
stacking reflect the importance placed on the conversions highlighted by each phase.
The depth range of interest here is up to 100 km, where direct Ps conversions from
the same horizon show considerable spread (Fig. 4.12). Multiple arrivals from con-
versions in the upper 100 km are expected to be relatively strong (Fig. 4.11), so
weights of 1, 3 and -3 were used for phases Ps, PpPs and PpSs + PsPs, respectively.
Note that the weight for stacking of the PpSs + PsPs multiple is negative because its
arrival amplitude is negative (Fig. 4.1). Before plotting a final smoothing parallel
to the line direction was carried out with a 1.5 km wide Gaussian filter.

Some of the local variation seen in Fig. B.11 may reflect noise due to low ray
coverage within 1 km (the lateral spacing) of that CCP volume slice. The counts
per box for each volume-parallel slice are generally low (< 25) on the east side of
the volume, or at depths > 60 km where the ray paths from arrivals disperse (Fig.
B.13). Amplitudes are more sensitive to noise where fewer counts are registered per
CCP cell but Gaussian filtering of the resulting CCP image helps remove lateral
noise between cells (Fig. B.11).

290



B.5.

common conversion point stacking

Depth [km]

Depth [km]

100

404

60 4

100

Ps PpPs
coast coast
R T ¥ o RN T ¥
0.08 —
——
- 0.06 = — 010
—_— — 20 e
0.04 -
—— = — - — = 0.05
0.02 e
E = g F 407 — —— %
e 2 = . — 3
S 0o £ = - — o0 £
= E 2 i e E-
— - R a8 60 _'____-._.—l __“-_;_
- - . — - ——
- = — = -0.05
- - - — - —
-0.04 — - —
- —
- B0 = —
— —- -0.06 - == -0.10
- - = — —
. — -0.08 o —— — —
140 120 100 80 60 a0 140 120 100 80 60 a0
Distance from trench [km] Distance from trench [km)
PpSs + PsPs Phase-weighted stack
‘coast coast
USRS ¥ o BvA v erAvy il 3
T — —— 0.100
— -
T 0.10 e
— — 20 —— 0.075
— —
——— 0.05 — — )
e —— —-—
e —— — ao4 — - — 0.025
——— 3 E = | e— L]
————— 2 = i 2
— = = 000 £ g e — o000 £
—_ T — E E‘ — ———— £
= — = <
e 60 = — = -0.025
e —— =
— -0.05 = —_— = —
m—— _— — — -0.050
- —_— = - ——
— —_— = 80 1 = = — -0.075
— = ———— -0.10 :E‘ ——
——— e - = -0.100
—— —— 66 ~ = ==
140 120 100 80 60 a0 140 120 100 80 60 a0

Distance from trench [km]

Distance from trench [km]

Figure B.11: Cross section through CCP stack volume for each of
the phases and resulting phase-weighted stack. Cross section is con-
structed of 0.5 by 2 by 0.5 km bins on a bearing of 121° and plotted
against distance from the trench at lat/lon -38.884,/178.942.
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Figure B.12: Cross sections perpendicular to (left), and parallel to
(right) the trench through a CCP volume.

dimensions of 0.5 x 1 x 0.5 km (dx,dy,dz). Perpendicular cross sec-

CCP volume has cell

tion is constructed on a bearing of 121° and plotted against distance
from the trench at lat/lon -38.884/178.942. Parallel cross section is
plotted on a bearing of 61° and plotted against distance from the

perpendicular section. Gray low-angle lines on both sections are the

interpolated plate interface of Williams et al. (2013). Vertical grey

line on perpendicular cross section (left) is location of parallel cross

section (right)
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Figure B.13: Cross section through a CCP stack volume showing the
counts per bin. Cross section is constructed of 0.5 by 2 by 0.5 km bins
on a bearing of 121° and plotted against distance from the trench at
lat /lon -38.884/178.942.
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Figure B.14: Trench-perpendicular phase-weighted stack section
through the centre of the 0.5 by 2 by 0.5 kmm CCP volume which has

not been smoothed horizontally with a Gaussian filter. The black

line shows regressed plate interface. Scattered points are the pro-

jected hypocentres of local earthquake which occurred within 10 km

of the section line since 1970, earthquake hypocentral data was down-

loaded from GeoNet ( https://www.geonet.org.nz/ ). Red lines and

wedges are active faults projected 2 km down from the surface using
their dip estimates as estimated by Litchfield et al. (2014). GEFs
and ABF are the Gable End Fault south and the Ariel Bank Fault,

respectively.
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Appendix C. International drilling program sampling of calcareous sediments
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Appendix C. International drilling program sampling of calcareous sediments
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Appendix C. International drilling program sampling of calcareous sediments
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