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Abstract

Motivated by the enlightenment that diminishing the jump at the cell boundary can effectively reduce numerical dissi-

pation near the critical region, a novel constrained interpolation profile conservative semi-Lagrangian method is pro-

posed based on a newly designed boundary variation diminishing (BVD) algorithm. Firstly, a constrained interpolation

profile conservative semi-Lagrangian scheme with the piecewise tangent of hyperbola for interface capturing scheme

(CIP-CSL-THINC) is proposed as one candidate to represent jump-like discontinuities. Secondly, the constrained inter-

polation profile conservative semi-Lagrangian scheme with a fourth-order weighted essentially non-oscillatory limiter

(CIP-CSL-WENO4) is used as another candidate to keep the high-order and non-oscillatory reconstruction for smooth

solutions. The selection criterion of these two candidates is designed by minimizing the total variations of the first

derivative at cell boundaries. An unified pressure-based projection formulation with a fractional step procedure is im-

plemented with the proposed scheme to simulate both compressible and incompressible flows. A variety of numerical

tests are studied, including linear and nonlinear scalar wave transport problems, and compressible and incompressible

flows problems. Results show that the proposed method can effectively eliminate numerical oscillation and diffusion,

suggesting it has great potential to be applied to various types of engineering problems including both compressible

and incompressible flows.

Keywords: BVD, CIP-CSL, WENO, Tangent hyperbolic function, Compressible flow, Incompressible flow

1. Introduction

Numerical simulations of fluid phenomena with both compressible and incompressible flows are widely used in

industrial applications [1–4], such as flows in the combustor of an engine [5–7], flows around turbomachinery blades

[8, 9], flows past an aerodynamic body at a high attack angle [10, 11], and cavitating flows where a very low Mach

number of nearly incompressible flows may coexist with high Mach number supersonic compressible flows [12–15].

In order to solve these complex flow problems robustly, sharp interface methods must be developed to correctly resolve

the interaction of compressible and incompressible flows. Toward this goal, efforts have been made to explore Mach

uniform methods based on density-based and pressure-based frameworks [16–25]. On the one hand, density-based

methods can be extended to low Mach number flows using sophisticated spatial discretization method for flows of wide
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Mach numbers [24]. Although density-based methods are capable of low Mach number flows, this approach is usually

subjected to the restriction of time step for computational stability. On the other hand, pressure-based methods can be

extended to high Mach number flows by considering acoustic terms in the implicit formulation for pressure or pressure

correction [16–18, 25]. With this implementation, the restriction on time step can be resolved using the implict or semi-

implicit schemes for pressure projection in pressure-based methods. Following this approach, an unified conservative

conservative formulation for all Mach number regimes [16, 17] was proposed using multi-integrated moments method,

which presents stable and accurate numerical solutions for strong shocks, compressible and incompressible flows. This

multi-integrated moments method can trace back to 2001, Yabe et al. [26, 27] proposed an efficient and accurate

conservative semi-Lagrangian (CSL) approach coupled with a pressure-based constrained interpolation profiles (CIP)

method to compute both compressible and incompressible flows. In CIP-CSL schemes, polynomials are frequently

used to reconstruct the interpolation function. The order of reconstruction polynomials in these schemes can vary;

the second-order CIP-CSL2 scheme [26] uses a quadratic interpolation function while the third-order CIP-CSL3 [28]

scheme uses a cubic interpolation function. In addition to interpolation functions, a piecewise rational function was

used in the CIP-CSL-R [29] scheme to preserve the monotone and non-oscillation property for discontinuous solutions.

Following the essentially non-oscillatory (ENO) idea [30, 31], Li et.al proposed the CIP-CSL3-ENO [32] scheme by

combining two CIP-CSL3 schemes, including the CIP-CSL3D (where D of CSL3D stands for Downwind) scheme

and the CIP-CSL3U (U of CSL3U stands for Upwind) scheme. In the CIP-CSL3-ENO scheme, an ENO indicator

is designed, which intentionally selects the non-smooth stencil but can efficiently minimize numerical oscillations.

Moreover, Sun et.al [33] proposed a weighted essentially non-oscillatory (WENO) limiter for the CIP-CSL scheme

(CIP-CSL-WENO4) to achieve fourth-order accuracy for the smooth solution and keep the WENO property [34, 35]

for discontinuities. The CIP-CSL-WENO4 scheme manifests the fourth-order accuracy and oscillation-suppressing

property for both scalar and Euler conservation laws. However, the numerical diffusion when involving shock waves

tends to smear out discontinuities.

Recently, an approach of high-fidelity shock capturing methods are proposed to reduce the numerical dissipation

for high-resolution simulation based on a novel concept of boundary variation diminishing (BVD) [18, 36–42]. This

conception takes into account the discontinuity being partially represented within the mesh cell by introducing a jump-

like reconstruction for developing high-order Godunov schemes. The original BVD method was built by using a

high-order polynomial function (e.g. WENO-Z [35]) for the smooth solution and a sigmoid function (e.g. THINC

[43, 44]) for the discontinuous solution. With this implementation, numerical dissipation can be effectively reduced

in Riemann solver by minimising the variations of the reconstruction values at cell boundaries. Following this idea,

several high-resolution methods have been proposed and sucessfully applied in the simulation of compressible flow

problems. For instance, an accurate and robust Mach-uniform numerical model on unstructured grids was proposed

with BVD treatment by Xie et al. [18]. Low-dissipation methods based on the BVD idea are presented by Deng

et al. [37] and Chen et al. [45] using the second-order monotonic upstream-centered scheme for conservation laws

(MUSCL), the tangent of hyperbola for interface capturing (THINC) scheme, and the variant of THINC [46] scheme.

The proposed methods have been successfully applied for the simulation of stiff detonation waves problems [40],
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compressible gas dynamics with reactive fronts [39], and single and multi-phase compressible flows on unstructured

grids. Moreover, two-stage BVD algorithms for compressible flows and compressible turbulent flows based on BVD

algorithm are designed by Deng et al. [38] and Jiang et al. [47]. The BVD algorithm reduces the reconstructed jumps,

which can be expected to effectively improve the numerical solution. For the smooth solution, the BVD reconstruction

naturally realize the highest possible interpolation, which tends to find an interface value closer to the continuous true

solution. In terms of the discontinuous solution, pursuing higher order polynomials does not necessarily lead to the

reduction of the reconstructed boundary jumps. The BVD reconstruction provides a practical and effective guidance to

construct high-fidelity schemes for resolving discontinuous solutions.

Although the original BVD reconstruction is design for Godunov-type finite volume method, the superior perfor-

mance of the BVD reconstruction indicates that there is great potential in developing semi-Lagrangian schemes with

better properties based on the BVD principle. Therefore, in this paper, we modified the BVD algorithm and implement

it into the CIP-CSL framework based on the CIP-CSL-WENO4 scheme and the newly proposed CIP-CSL-T scheme.

To simulate the compressible flow and incompressible flow with a universal treatment, we follow the pressure-based

approach and implement the newly proposed conservation solver to a unified pressure-based projection formulation

with fractional step procedure [17] for simulating both compressible and incompressible flows. To validate the pro-

posed scheme, several types of benchmark tests have been conducted. Results show that the proposed method can

eliminate numerical oscillation and numerical diffusion efficiently.

This paper is organized as follows. In Section 2, the numerical methodology of conventional CIP-CSL schemes,

WENO limiter, and the proposed CIP-CSL-T and BVD-CIP-CSL schemes are described. Various numerical tests

including linear, non-linear, compressible, and incompressible flow problems in one and two dimensions are presented

in Section 3. The paper ends with some conclusions in Section 4.

2. Methodology

To explain the methodology of CIP-CSL schemes and the WENO limiter, a review of CIP-CSL-R [29, 48] scheme

and CIP-CSL-WENO4 scheme is given. Then the details of the proposed CIP-CSL-T scheme and BVD-CIP-CSL

scheme are demonstrated. For simplicity, we consider the one-dimensional conservation equation as follows

∂φ

∂ t
+

∂ (uφ)

∂x
= 0, (1)

where φ is the scalar and u is the velocity. The flux function is f = uφ .

2.1. Review of CIP-CSL-R and CIP-CSL-WENO4 schemes

The constrained interpolation profile conservative semi-Lagrangian (CIP-CSL) scheme is a solver for conservation

laws based on a multi-moment concept which uses cell average and boundary value as moments. In this section, we

give a review of two CIP-CSL schemes including CIP-CSL-R scheme and CIP-CSL-WENO4 scheme.
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In CIP-CSL schemes, the i-th cell average value φ̄i and cell boundary values φi−1/2 and φi+1/2 are defined as the

variables. In addition, the interpolated value at the center φ̂i is defined as a temporary variable in the following form

φ̂i =
3
2

φ̄i−
1
4
(φi−1/2 +φi+1/2). (2)

2.1.1. CIP-CSL-R scheme

The CIP-CSL-R [29] scheme is based on the following piecewise rational interpolation function

Φ
CSLR
i (x) =

αR
i β R

i (x− xi−1/2)
2 +2αR

i (x− xi−1/2)+φi−1/2[
1+β R

i (x− xi−1/2)
]2 . (3)

The interpolation function ΦCSLR
i (x) is constructed using the following three constraints

φi−1/2 = ΦCSLR
i (xi−1/2),

φ̄i =

∫ xi+1/2
xi−1/2

ΦCSLR
i (x)dx

∆x ,

φi+1/2 = ΦCSLR
i (xi+1/2).

(4)

Using constraints in Eq. (4), the coefficients (αR
i and β R

i ) can be obtained as follows

α
R
i = β

R
i φ̄i +(φ̄i−φi−1/2)/∆x, (5)

β
R
i =

1
∆x

( |(φi−1/2− φ̄i)|+ ε

|(φ̄i−φi+1/2)|+ ε
−1
)
, (6)

where ε = 10−12 is an infinitesimal number to avoid zero division.

2.1.2. CIP-CSL-WENO4 scheme

Recently, a WENO-limiter devised for the CIP-CSL scheme (CIP-CSL-WENO4) was proposed by Sun et al. [33].

The proposed WENO limiter is based on the idea of WENO scheme [34, 35]. This scheme manifests the fourth-order

accuracy and oscillation-suppressing property. The methodology of the CIP-CSL-WENO4 scheme is reviewed in this

subsection.

The CIP-CSL-WENO4 scheme employs the following third-order polynomial interpolation function

Φ
CSL3
i (x) =CCSL3

3,i (x− xi−1/2)
3 +CCSL3

2,i (x− xi−1/2)
2 +CCSL3

1,i (x− xi−1/2)+CCSL3
0,i . (7)

These four coefficients (CCSL3
3,i , CCSL3

2,i , CCSL3
1,i , CCSL3

0,i ) are determined by using three constrains(φ̄i, φi−1/2 and φi+1/2) in

Eq.(4) and a slope at the cell center in the upwind cell φ ′i . In CIP-CSL-WENO4 scheme, a fourth-order WENO-limiter

is designed to reconstruct the slope φ ′i . The computation is built on the three small stencils S ĵ = {xi−1+ ĵ/2,xi−1/2+ ĵ/2,xi+ ĵ/2}, ĵ =

0,1,2. For each stencil, we can construct a second-degree polynomial Φ
ĵ
i (x) with three point values and the first-order

derivatives φ
′ ĵ
i at the cell center. The explicit form of φ

′ ĵ
i are

φ
′0
i =

φi+1/2−φi−1/2

∆xi
, (8)
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Figure 1: Sketch of the reconstruction stencils for CIP-CSL-WENO4

φ
′1
i =

3φ̂i + φ̂i−1−4φi−1/2

∆xi
, (9)

φ
′2
i =−

3φ̂i + φ̂i+1−4φi+1/2

∆xi
. (10)

In CIP-CSL-WENO4 scheme, the first-order derivative φ ′i at the cell center with fourth-order accuracy is calculated by

using a non-linear combination of φ
′ ĵ
i ,

φ
′
i =

2

∑
ĵ=0

ω
ĵ

i φ
′ ĵ
i . (11)

There are several variants proposed to compute the WENO nonlinear weights, such as WENO-JS scheme [34] and

WENO-Z scheme [35]. The classical WENO-JS has accuracy loss in the smooth area near the discontinuity. The

WENO-Z scheme is able to improve the accuracy of the WENO-JS by using different nonlinear weights and smooth-

ness measurements in the reconstruction. In addition, WENO-Z scheme shows a good balance between numerical

accuracy and algorithmic simplicity. Thus, the WENO-Z reconstruction formula is used to calculate the nonlinear

weights ω
ĵ

i as follows

ω
ĵ

i =
α

ĵ
i

α0
i +α1

i +α2
i
, α

ĵ
i = γ

ĵ
i

(
1+
(

τ0

β
ĵ

i + ε

)P)
, (12)

where the linear parameters are γ0
i = 2

3 , γ1
i = 1

6 , and γ2
i = 1

6 . ε = 10−12 is a small value to prevent division by zero.

τ0 = |β 2
i −β 1

i |. The value of P can be selected flexibly to optimise the numerical property of the scheme. P = 1 is

suggested to control the excessive numerical diffusion in the non-smooth region. In the CIP-CSL-WENO4 scheme,

the smoothness indicator is defined as

β
ĵ

i =
2

∑
l=1

∫ xi+1/8

xi−1/8

∆x2l−1
(

∂ lΦ
ĵ
i (x)

∂xl

)2
dx. (13)

The smoothness indicator measures the smoothness of the reconstructed polynomials in the target cell. In the conven-

tional WENO scheme, the upper and lower bound of integration is xi−1/2 and xi+1/2. In order to match the compact

WENO reconstruction stencil of the CIP-CSL scheme, the upper and lower bound of integration in Eq. (13) are adjusted

to xi−1/8 and xi+1/8 respectively.

The explicit form of β
ĵ

i can be expressed as follows
β 0

i = 193
48 (φi−1/2−2φ̂i +φi+1/2)

2 + 1
4 (φi+1/2−φi−1/2)

2,

β 1
i = 193

48 (φ̂i−1−2φi−1/2 + φ̂i)
2 + 1

4 (φ̂i−1−4φi−1/2 +3φ̂i)
2,

β 2
i = 193

48 (φ̂i−2φi+1/2 + φ̂i+1)
2 + 1

4 (3φ̂i−4φi+1/2 + φ̂i+1)
2.

(14)
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2.2. The proposed CIP-CSL-T scheme

In this section, we propose a constrained interpolation profile conservative semi-Lagrangian scheme based on the

Tangent of Hyperbola for Interface Capturing (THINC) [43, 44, 49, 50] scheme. The proposed reconstruction scheme

CIP-CSL-T is devised based on the piecewise tangent hyperbolic function[43] as follows

Φ
CSLT
i (x) = φmin +

φmax−φmin

2

(
1+ γ

CSLT tanh
(

β
CSLT

(x− xi−1/2

∆x
− x̃i

)))
(15)

where φmin = min(φ̄i−1, φ̄i+1),φmax = max(φ̄i−1, φ̄i+1). γCSLT = 1 for φ̄i−1 < φ̄i+1 and γCSLT = −1 for φ̄i−1 > φ̄i+1.

βCSLT is a prescribed parameter to control the slope and the thickness of the jump. Given βCSLT and γCSLT , the only

unknown parameter left is the jump center x̃i is determined by solving

1
∆x

∫ xi+1/2

xi−1/2

Φ
CSLT
i (x)dx = φ̄

n
i , (16)

as

x̃i =
1

2βCSLT ln
( expβCSLT −Ai

Ai− exp(−βCSLT )

)
, (17)

here

Ai = exp
(

βCSLT (2Ci−1)
γCSLT

)
and Ci =

φ̄ n
i −φmin

φmax−φmin
. (18)

To solve Eq. (16), we firstly calculate the fraction of the cell average value φ̄ n
i base on φmin and φmax as follows

Ci =
φ̄ n

i −φmin

φmax−φmin
. (19)

Ci can be computed by interpolating the tangent hyperbolic curve as follows

Ci =
∫ xi+1/2

xi−1/2

1
2

(
1+ γtanh

(
β

T
(x− x1−1/2

∆x
− x̃i

)))
, (20)

Ci =
1

2∆x

[
x+

γ∆x
β T ln

(
cosh

(
β

T
(x− x1−1/2

∆x
− x̃i

)))]xi+1/2

xi−1/2
, (21)

Ci =
1
2

(
1+

γ

β T ln
(cosh(β T (1− x̃i))

cosh(β T x̃i)

))
, (22)

Ci =
1
2

(
1+

γ

β T ln(Ai)
)
, (23)

with

Ai ≡
cosh(β T (1− x̃i))

cosh(β T x̃i)
=

exp(β T (1− x̃i))+ exp(−β T (1− x̃i))

exp(β T x̃i)+ exp(−β T x̃i)
. (24)

From Eq. (23) we can get

x̃i =
1

2β T ln
( expβ T −Ai

Ai− exp(−β T )

)
, (25)

where Ai can be computed from Eq. (24)

Ai = exp
β T (2Ci−1)

γ
. (26)

After getting x̃i, we can get the interpolation function of CIP-CSL-T from Eq. (15).
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2.3. The proposed BVD-CIP-CSL scheme

Based on the designed CIP-CSL-T and CIP-CSL-WENO4 schemes, we propose a novel reconstruction scheme by

minimizing the total variation of the first-order gradient at cell boundaries for capturing discontinuities. To indicate

the smoothness, we calculate the explicit form of βk[51] for CIP-CSL schemes using φi−1/2,φi+1/2, φ̂i−1, φ̂i, φ̂i+1 as

follows

β0 =
52
3
(φ̂i−1−2φi−1/2 + φ̂i)

2 +(φ̂i−1−4φi−1/2 +3φ̂i)
2,

β1 =
52
3
(φi−1/2− 2̂φi +φi+1/2)

2 +(φi+1/2−φi−1/2)
2,

β2 =
52
3
(φ̂i−2φi+1/2 + φ̂i+1)

2 +(3φ̂i−4φi+1/2 + φ̂i+1)
2.

(27)

Linear combinations of βk are defined as follows

τ0 = |β0−β2|,

τ1 = |β0−β1|,

τ2 = |β1−β2|.

(28)

Implementing the Taylor series expansions on τk and βk at xi, we have

β0 = φ
′2
i ∆x2 +(

13
12

φ
′′2
i −

1
6

φ
′
i φ
′′′
i )∆x4− 13

12
φ
′′
i φ
′′′
i ∆x5 +O(∆x6),

β1 = φ
′2
i ∆x2 +(

13
12

φ
′′2
i +

1
12

φ
′
i φ
′′′
i )∆x4 +O(∆x6),

β2 = φ
′2
i ∆x2 +(

13
12

φ
′′2
i −

1
6

φ
′
i φ
′′′
i )∆x4 +

13
12

φ
′′
i φ
′′′
i ∆x5 +O(∆x6),

(29)

τ0 = |
13
6

φ
′′
i φ
′′′
i ∆x5|+O(∆x6),

τ1 = |
1
4
(φ ′i φ

′′′
i )∆x4 +

13
12

φ
′′
i φ
′′′
i ∆x5|+O(∆x6),

τ2 = |
1
4
(φ ′i φ

′′′
i )∆x4− 13

12
φ
′′
i φ
′′′
i ∆x5|+O(∆x6).

(30)

The above Taylor series expansions suggest that the order of truncation errors of τk are much higher than βk for the

smooth solution. Therefore, in smooth region, τ0 = O(∆x5)� βk, τ1 = O(∆x4)� βk, τ2 = O(∆x4)� βk. In this case,

τ0 ≤min(β0,β1,β2) or τ1 ≤min(β0,β1,β2) or τ2 ≤min(β0,β1,β2) which suggests the high-order CIP-CSL-WENO4

reconstruction is selected.

In non-smooth region, the reconstruction stencil contains a genuine discontinuity with a certain strength. In this

case, the jump-like CIP-CSL-T is prefered to be selected to better represent the discontinuities. As suggested in [43]

that diminishing the jump at the cell boundary can effectively reduce numerical dissipation near the cirtical region.

In this paper, we apply the BVD algrithm for CIP-CSL-WENO4 and CIP-CSL-T schemes. Firstly, we extend the

definition of boundary variation (BV) to the first-order derivative as

BVxi−1/2 = |φ
′R
xi−1/2

−φ
′L
xi−1/2
|. (31)
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Secondly, we define the total boundary variation of the first-order derivatives as

T BV = BVxi−1/2 +BVxi+1/2 . (32)

If T BVCSL−T ≤ T BVCSL−WENO4, which means the total boundary variation of the first-order derivatives can be mini-

mized by selecting the CIP-CSL-T reconstruction. Otherwise, the high-order reconstruction scheme CIP-CSL-WENO4

is used.

In summary, the construction criterion of BVD-CIP-CSL scheme can be expressed as follows

φi(x) =


φ

CSL−WENO4
i (x) if τ0 ≤min(β0,β1,β2) or τ1 ≤min(β0,β1,β2) or τ2 ≤min(β0,β1,β2),

φ
CSL−T
i (x) else if T BVCSL−T ≤ T BVCSL−WENO4,

φ
CSL−WENO4
i (x) else .

(33)

2.4. Time integration method

In terms of the time integration method, the cell average value φ̄i and the cell boundary value φi−1/2 can be updated

by a third-order TVD Runge-Kutta formulation [52, 53] based on the CSL formulation. In the third-order TVD Runge-

Kutta formulation, we solve the following initial value problem:

∂X
∂ t

=−u(X , t). (34)

X0 = xi−1/2,

using the third-order TVD Runge-Kutta method in the following manner

X1 = X0−u(X0, t0)∆t, (35)

X2 =
3
4

X0 +
1
4

X1−
1
4

u(X1, t1)∆t, (36)

X3 =
1
3

X0 +
2
3

X2−
2
3

u(X2, t2)∆t. (37)

The temporary cell boundary value φ
<k>
i−1/2 at each Runge-Kutta time step can be obtained in the following manner

φ
<k>
i−1/2 =

 ΦCSL2
i−1 (Xk) if Xk−X0 ≤ 0

ΦCSL2
i (Xk) if Xk−X0 > 0,

(38)

where k is the Runge-Kutta time step. The cell boundary value φi−1/2 is updated by solving the conservation equation

in differential form
∂φ

∂ t
+u

∂φ

∂x
=−φ

∂u
∂x

, (39)

and the solution is evolved as

φ
n+1
i−1/2 = φ

<3>
i−1/2−

φ
<0>
i−1/2 +φ

<1>
i−1/2 +4φ

<2>
i−1/2

6
∂u
∂x

(X0)∆t. (40)
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The cell average value φ̄i is updated by a finite volume formulation in the following manner

φ̄
n+1
i = φ̄

n
i −

Fi+1/2−Fi−1/2

∆x
, (41)

here

Fi−1/2 =
φ
<0>
i−1/2 +φ

<1>
i−1/2 +4φ

<2>
i−1/2

6
u(X0). (42)

2.5. CIP-CSL schemes for the Euler conservation law

The implementation of CIP-CSL schemes for the one-dimensional Euler conservation laws is described in [53].

Considering 1D Euler equations

Ut +F(U)x = 0, (43)

where

U =


ρ

ρv

E

 , F(U) =


ρv

ρv2 + p

v(E + p)

 , (44)

the linearised Euler equation about the primitive variables can be obtained as

∂W
∂ t

+A
∂W
∂x

= 0, (45)

by freezing the Jacobian matrix A, where

W =


ρ

v

p

 , A =


v ρ 0

0 v 1/ρ

0 ρc2 v

 , (46)

here the sound speed c =
√

γ p/ρ . Considering the hyperbolicity, the Jacobian matrix A can be diagonalised by

A = RΛL, (47)

where Λ is the diagonal matrix of eigenvalues, L and R are the matrices of left and right eigenvectors, respectively (

R = L−1). Eq. (45) can be recast into the characteristic form

L
∂W
∂ t

+ΛL
∂W
∂x

= 0, (48)

where

Λ =


v 0 0

0 v+ c 0

0 0 v− c

 , L =


1 0 − 1

c2

0 1 1
ρc

0 1 − 1
ρc

 . (49)

For each characteristic direction dx
dt = λk, and the characteristic speeds λ1 = v,λ2 = v+c and λ3 = v−c are the non-zero

diagonal values of Λ . From Eq. (48), a decoupled system for the characteristic variables can be obtained as

dρ− 1
c2 dp = 0 along C1 :

dx
dt

= λ1 = v, x(t = 0) = X0, (50)
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dv+
1

ρc
dp = 0 along C2 :

dx
dt

= λ2 = v+ c, x(t = 0) = X0, (51)

dv− 1
ρc

dp = 0 along C3 :
dx
dt

= λ3 = v− c, x(t = 0) = X0, (52)

where Ck, k = 1,2,3 represents each characteristic curve. Then, the primitive variables at t = tn+1 can be found by the

relations below,

ρ(X0)
n+1−ρ(X(C1))−

1
c2 {p(X0)

n+1− p(X(C1))}= 0, (53)

v(X0)
n+1− v(X(C2))+

1
ρc
{p(X0)

n+1− p(X(C2)}= 0, (54)

v(X0)
n+1− v(X(C3))−

1
ρc
{p(X0)

n+1− p(X(C3)}= 0, (55)

where X(Ck),k = 1,2,3 indicates the point solutions on each characteristic curve.

The departure point of cell boundary x = xi−1/2 is computed by solving the following trajectory equations along

the characteristic curves 
dX
dt

=−λk(X , t),

X(t = 0) = X0 = xi+ 1
2
,

k = 1,2,3. (56)

We solve Eq. (56) by using the third-order TVD Runge-Kutta method, which reads
X1(Ck) = X0−λk(X0, t0)∆t,

X2(Ck) =
3
4

X0 +
1
4

X1(Ck)−
1
4

λk(X0, t1)∆t,

X3(Ck) =
1
3

X0 +
2
3

X2(Ck)−
2
3

λk(X0, t2)∆t,

(57)

Consequently, by solving the linear system Eq. (53), Eq. (54), and Eq. (55) for primitive variables along charac-

teristic curves, we have

p〈l〉
i+ 1

2
=

1
2

(
p(Xl(C2))+ p(Xl(C3))+ρ

〈l−1〉
i+ 1

2
c〈l−1〉

i+ 1
2

(v(Xl(C2))− v(Xl(C3)))

)
,

v〈l〉
i+ 1

2
=

1
2

v(Xl(C2))+ v(Xl(C3))+
1

ρ
〈l−1〉
i+ 1

2
c〈l−1〉

i+ 1
2

(p(Xl(C2))− p(Xl(C3)))

 ,

ρ
〈l〉
i+ 1

2
= ρ(Xl(C1))+

1

(c〈l−1〉
i+ 1

2
)2

(
p〈l〉

i+ 1
2
− p(Xl(C3))

)
,

(58)

where ρ(x),v(x), and p(x) represent the interpolation functions for the primitive variables ρ,v, and p, respectively.

Thus ρ(Xl(Ck)),v(Xl(Ck)), and p(Xl(Ck)) denote the semi-Lagrangian solutions of the primitive variables along char-

acteristic curve Ck at the l-th Runge-Kutta substep (l = 1,2,3).
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Subsequently, the primitive variables at cell boundary x = xi− 1
2

of step n+1 can be updated directly by

pn+1
i− 1

2
= p〈3〉

i− 1
2
,

vn+1
i− 1

2
= v〈3〉

i− 1
2
,

ρ
n+1
i− 1

2
= ρ

〈3〉
i− 1

2
.

(59)

Analogous to the case of the scalar conservation law, the cell average value of the conservative variables φ are

simply updated using a finite volume formulation as

φ
n+1
i = φ

n
i −

∆t
∆x

(Fi+ 1
2
−Fi− 1

2
), (60)

where the numerical flux Fi+ 1
2

can be computed by the numerical integration of the boundary values of the primitive

variables at the substeps of the Runge-Kutta integration scheme, i.e.

Fi+ 1
2
=

F(W〈0〉
i+ 1

2
)+F(W〈1〉

i+ 1
2
)+4F(W〈2〉

i+ 1
2
)

6
. (61)

2.6. Pressure based fractional step procedure

We extend the proposed algorithm for simulating both compressible and incompressible flows by implementing

the unified pressure based projection formulation with fractional step procedure [17]. Considering the following two-

dimensional conservation governing equations:

∂ρ

∂ t
+∇ ·m = 0, (62)

∂m
∂ t

+∇ · (m⊗u) = ∇ · τ−∇p, (63)

∂e
∂ t

+∇ · (ue) = ∇ · (τ⊗u)−∇ · (pu), (64)

where ρ is the density, u = (u,v) is the velocity, m = (ρu,ρv) is the momentum and e is the total energy density. The

pressure p can be obtained by the equation of state p = (E−ρu2/2)(γ−1) for the perfect gas. In this paper, the ratio

of the specific heats γ is 1.4. For a Newtonian fluid, the viscous shear stress tensor τ can be evaluated as

ταβ = µ

[ (
∂uα

∂β
+

∂uβ

∂α
− 2

3 (∇ ·u)δ̂αβ

) ]
with α,β = x,y, (65)

where µ is the coefficient of dynamic viscosity and δ̂αβ is the Kronecker delta. The above governing equation can be

written as

∂U
∂ t

+
∂F(U)

∂x
= 0, U =


ρ

ρu

e

 F(U) =


ρu

ρu2− τ + p

u(e− τ + p)

 (66)
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The flux F(U) can be divided into an advection part and two non-advection parts as

F(U) = FI(U)+FII(U)+FIII(U) =


m

mu

eu

+


0

−τ

−τu

+


0

p

pu

 (67)

To solve the above equation, we implement a fractional step apporach as following procedure.

• Step 1: Solving advection part FI(U) .

To calculte the advection part, the new proposed schemes are used to solve the conservation equation

∂

∂ t

∫
Ω

φdV +
∫

Γ

φ(u ·n)dS = 0 (68)

Using a dimensional spliting formulation [54] on a uniform grid, the procedure can be read as

In x direction:

1. Calculte the temporary moments as

φi−1/2, j−1/2 = (φi, j−1/2 +φi−1, j−1/2)/2 , ui−1/2, j−1/2 = (ui, j−1/2 +ui−1, j−1/2)/2

2. Update all the moments (φi, j,φi−1/2, j,φi+1/2, j,φi, j−1/2 and φi, j+1/2) using the 1D CIP-CSL solver.

In y direction:

1. Calculte the temporary moments as

φi−1/2, j−1/2 = (φi−1/2, j +φi−1/2, j−1)/2 , ui−1/2, j−1/2 = (ui−1/2, j +ui−1/2, j−1)/2

2. Update all the moments (φi, j,φi, j−1/2,φi, j+1/2,φi−1/2, j and φi+1/2, j) using the 1D CIP-CSL solver.

Given all the physical variables from step n. After this stage, density ρ is updated to the value at (n+1) th step,

while momentum m and energy e are temporary values and needed to be further advanced by calculating the

non-advection parts.

• Step 2: Solving non-advection part FII(U).

Non-advection part FII(U) is related to viscosity term, which can be computed by a standard finite volume

formulation for the value of cell average moments as

1
ρ

∫
Γ

τ ·ndS =
1

ρi, j

(
τi+1/2, j−τi−1/2, j

∆x +
τi, j+1/2−τi, j−1/2

∆y

)
. (69)

The value of cell boundary moments can be updated by the time evolution converting (TEC) [17] formula. At

this stage, momentum m and energy e are still temporary values and needed to be updated by solving the rest

non-advection part.

• Step 3: Solving non-advection part FIII(U).
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In this step, the pressure pi, j at cell center can be obtained by solving the following Poisson equation

∇
2 pn+1 =

1
∆t

(
−u ·∇ρn+1 + 1

C2
pn+1−p

∆t +∇ ·m
)

(70)

where the sound speed C =
√

γ p/ρ . The above equation includes the spatial variations in velocity, and it

connects directly to the volume change rate for compressible flow. When the sound speed C becomes infinite or

the Mach number M = u/C apporaches zero, the above equation becomes exactly the pressure Poisson equation

for incompressible flow [17]. In this paper, we use a preconditioned conjugate gradient method to get the solution

of pi, j by solving the above Poisson equation. Subsquently, the value of momentum m and energy e at n+1 time

step can be updated by the TEC formula.

The proposed scheme can be parallelized by using Message Passing Interface (MPI) [55] technique. With this tech-

nique, domain decomposition was used to split the computation domain into the required number of local subdomains

for parallel computing. The message passing interface can be employed for data communication among processors

and the local data is assigned for different processors, which leads to better computational load balancing and com-

putational efficiency. This algorithm can also be extended to unstructured grids and the implementation will be a bit

more complicated. For readers who would be interested in unstructured grids implementation, it is suggested that using

the conception of this algorithm combined with a multi-moment finite volume method, which has been successfully

applied to unstructured grids [56–60].

3. Numerical results

In this section, benchmark tests of linear and non-linear advection equations, compressible and incompressible flow

problems are tested to verify the proposed schemes. Numerical results are compared with those of the representative

CIP-CSL-R, CIP-CSL-WENO4, WENOZ and BVD-WENOZ-THINC schemes.

3.1. Order of accuracy

Conservation equation Eq.(1) is solved with the initial condition φ(x,0) = sin(2πx) to calculate numerical errors

and orders of sine wave propagation. The computation domain is [0,1], u(x) = 1 and periodic boundary conditions are

used. Five different grid sizes (N = 20, 40, 80, 160 and 320) are used. Errors are defined as follows

L1 =
1
N

N

∑
i=1
|φi−φexact,i|, (71)

L∞ = max(|φi−φexact,i|). (72)
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Table 1: L1 and L∞ errors in sine wave propagation at t=1.

Method N L1 error L1 order L∞ error L∞ order

WENO-Z 20 2.14×10−4 - 3.65×10−4 -

40 6.40×10−6 5.07 1.03×10−5 5.10

80 2.00×10−7 5.00 3.18×10−7 5.02

160 6.32×10−9 4.99 9.96×10−9 5.00

320 2.04×10−10 4.00 3.20×10−10 4.96

CIP-CSL-R 20 9.73×10−3 - 2.65×10−2 -

40 2.14×10−3 2.19 1.12×10−2 1.24

80 5.22×10−4 2.04 4.53×10−3 1.31

160 1.23×10−4 2.09 1.76×10−3 1.36

320 2.64×10−5 2.22 6.69×10−4 1.40

CIP-CSL-WENO4 20 4.39×10−6 - 6.65×10−6 -

40 2.74×10−7 4.00 4.29×10−7 3.95

80 1.72×10−8 4.00 2.69×10−8 3.99

160 1.07×10−9 4.00 1.69×10−9 4.00

320 6.73×10−11 4.00 1.06×10−10 4.00

CIP-CSL-T 20 1.78×10−1 - 3.59×10−1 -

40 7.49×10−2 1.25 2.11×10−1 0.77

80 3.78×10−2 0.99 1.17×10−1 0.85

160 1.80×10−2 1.07 6.18×10−2 0.92

320 1.02×10−2 0.82 3.81×10−2 0.70

BVD-WENOZ-THINC 20 2.14×10−4 - 3.65×10−4 -

40 6.40×10−6 5.07 1.03×10−5 5.10

80 2.00×10−7 5.00 3.18×10−7 5.02

160 6.32×10−9 4.99 9.96×10−9 5.00

320 2.04×10−10 4.00 3.20×10−10 4.96

BVD-CIP-CSL 20 4.39×10−6 - 6.65×10−6 -

40 2.74×10−7 4.00 4.29×10−7 3.95

80 1.72×10−8 4.00 2.69×10−8 3.99

160 1.07×10−9 4.00 1.69×10−9 4.00

320 6.73×10−11 4.00 1.06×10−10 4.00

Table 1 shows the numerical results of WENO-Z, CIP-CSL-R, CIP-CSL-WENO4, CIP-CSL-T, BVD-WENOZ-

THINC, and BVD-CIP-CSL. It is found that CIP-CSL-T has the lowest accuracy for smooth solutions because of
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its jump-like property. However, both BVD-CIP-CSL and CIP-CSL-WENO4 have the highest accuracy and achieve

4th-order accuracy for L1 and L∞. This indicates that the implementation of BVD algorithm can select the highest

reconstruction candidate in smooth region automatically. This is consistent with the observation of WENO-Z and

BVD-WENOZ-THINC schemes.

3.2. Analysis of the computation efficiency

In this section, we measure the computational efficiency of the proposed BVD-CIP-CSL scheme by calculating the

computational cost of the advection of a complex wave after one period and making a comparison with WENOZ [35],

CIP-CSL-R[29], CIP-CSL-WENO4 [33], and BVD-WENOZ-THINC [36] schemes. The initial conditions are given

as

φ(x,0) =



1
6 (G(x,β ,z−δ )+G(x,β ,z+δ )+4G(x,β ,z)) if −0.8≤ x <−0.6

1 if −0.4≤ x <−0.2

1−|10(x−0.1)| if 0.0≤ x < 0.2
1
6 (F(x,α,a−δ )+F(x,α,a+δ )+4F(x,α,a)) if 0.4≤ x < 0.6

0 otherwise,

(73)

where

G(x,β ,z) = e−β (x−z)2
, (74)

F(x,α,a) =
√

max(1−α2(x−a)2,0), (75)

here a = 0.5, z =−0.7, δ = 0.005, α = 10 and β = log(2)/(36δ 2).

In this quantitative measurement, Table 2 presents the mesh number and the CPU time for different schemes to

obtain a given level of accuracy (L1 error = 1.0×10−3). It is found that the proposed BVD-CIP-CSL sheme uses the

least mesh number to achieve the given level of accuracy compare to WENOZ, CIP-CSL-R, CIP-CSL-WENO4, and

BVD-WENOZ-THINC schemes. In addition, the proposed BVD-CIP-CSL scheme takes the least amount of CPU time

compare to other schemes.

Table 2: Computational efficiency for solving complex wave propagation problem. t=2 (1-period) and CFL=0.4

Method L1 error Mesh number CPU time (s)

WENO-Z 1.0×10−3 5610 43.96

CIP-CSL-R 1.0×10−3 6310 117.71

CIP-CSL-WENO4 1.0×10−3 2300 45.13

BVD-WENOZ-THINC 1.0×10−3 3540 36.24

BVD-CIP-CSL 1.0×10−3 1810 28.47
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3.3. Advection equation

To validate the proposed schemes, several types of numerical errors are calculated for a variety of numerical bench-

mark tests. The total error [61] is defined as

ETotal =
1
N

N

∑
i=1

(φi−φ
e
i )

2, (76)

where φ e
i is the exact solution and φi is the integrated average numerical solution of the cell i, N is the mesh number.

The total error includes two parts: dissipation error represents the gain error (imaginary part in Fourier analysis) and

dispersion error represents the phase error (real part in Fourier analysis). It can be defined as

ETotal = EDissipation +EDispersion. (77)

The dissipation error and the dispersion error can be calculated by

EDissipation =
(
σ(φi)−σ(φ e

i )
)2

+(φ̄i− φ̄
e
i )

2, (78)

EDispersion = 2(1−ρ)σ(φ̄i)σ(φ e
i ), (79)

where σ(φi) is the standard deviation of numerical solution φi, and σ(φ e
i ) is the standard deviation of analytical solution

φ e
i . φ̄i, φ̄ e

i are the mean values of φi and φ e
i . ρ is the correlation coefficient of φi and φ e

i , and it is defined as

ρ =
cov(φi,φ

e
i )

σ(φi)σ(φ e
i )
, (80)

where cov(φi,φ
e
i ) is the covariance of φi and φ e

i .

3.3.1. Square wave propagation test

The square wave propagation test is an example of capturing discontinuity. The numerical mesh size is N = 200,

∆x = 2/N, ∆t = 0.4∆x, u(x) = 1, the computational domain is [−1,1], time is t = 2(1-period) and periodic boundary

conditions are used in this test. The initial condition is given as

φ(x,0) =

 1 if −0.3≤ x < 0.3,

0 otherwise.
(81)
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Figure 2: Numerical results of square wave propagation test at t=2. N=200 and CFL=0.4 are used. (a) WENO-Z, (b) CIP-CSL-R, (c) CIP-CSL-

WENO4, (d) BVD-WENOZ-THINC, (e) CIP-CSL-T, (f) BVD-CIP-CSL

Table 3: Numerical errors in the square wave propagation test at t=2 (1 periods). N=200 and CFL=0.4 are used.

Total error Dissipation error Dispersion error L1 error L∞ error

WENO-Z 3.81×10−3 9.72×10−5 3.71×10−3 1.34×10−2 3.87×10−1

CIP-CSL-R 2.40×10−3 6.26×10−5 2.33×10−3 1.09×10−2 3.32×10−1

CIP-CSL-WENO4 1.14×10−3 2.12×10−5 1.12×10−3 6.30×10−3 2.54×10−1

BVD-WENOZ-THINC 1.40×10−3 2.55×10−5 1.37×10−3 6.33×10−3 2.85×10−1

CIP-CSL-T 1.33×10−4 1.70×10−6 1.32×10−4 1.68×10−3 8.27×10−2

BVD-CIP-CSL 2.75×10−4 3.40×10−6 2.72×10−4 2.45×10−3 1.23×10−1

As we can see from Fig. 2, compared with WENO-Z, CIP-CSL-R and CIP-CSL-WENO4 schemes, with the

implementation of boundary variation diminishing (BVD) algorithm, numerical dissipation in the vicinity of the dis-

continuities is reduced effectively. Table 3 shows the total error, numerical dissipation error, numerical dispersion error,

L1 error and L∞ error of different schemes. Results show that the proposed CIP-CSL-T scheme captures discontinuities

sharply with least numerical errors whilst keeping the non-oscillation property. This indicates that using CIP-CSL-T

can represent jump-like discontinuities sharply.
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3.3.2. complex wave propagation problem

In this case, we test the proposed scheme through Jiang-Shu complex wave propagation problem [34]. The numer-

ical mesh size is N = 200, ∆x = 2/N, ∆t = 0.4∆x, u(x) = 1, the computational domain is [−1,1] and periodic boundary

conditions are used in this test. The initial conditions are the same as those in Sec. 3.2. t=2 and CFL=0.4.

(a) (b) (c)

(d) (e) (f)

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

-1 -0.5  0  0.5  1

φ

x

WENO-Z

Exact

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

-1 -0.5  0  0.5  1

φ

x

BVD-WENOZ-THINC

Exact

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

-1 -0.5  0  0.5  1

φ

x

CIP-CSL-WENO4

Exact

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

-1 -0.5  0  0.5  1

φ

x

CIP-CSL-T

Exact

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

-1 -0.5  0  0.5  1

φ

x

BVD-CIP-CSL                

Exact                

-0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

-1 -0.5  0  0.5  1

φ

x

CIP-CSL-R

Exact

Figure 3: Numerical results of complex wave propagation test at time t=2 (1 period). N=200 and CFL=0.4 are used. (a) WENO-Z, (b) CIP-CSL-R,

(c) CIP-CSL-WENO4, (d) BVD-WENOZ-THINC, (e) CIP-CSL-T, (f) BVD-CIP-CSL.

Table 4: Numerical errors in the complex wave propagation test at t=2 (1 periods). N=200 and CFL=0.4 are used.

Total error Dissipation error Dispersion error L1 error L∞ error

WENO-Z 4.28×10−3 2.47×10−4 4.03×10−3 2.23×10−2 3.87×10−1

CIP-CSL-R 3.23×10−3 2.51×10−4 2.97×10−3 2.24×10−2 3.32×10−1

CIP-CSL-WENO4 1.21×10−3 4.13×10−5 1.17×10−3 8.77×10−3 2.54×10−1

BVD-WENOZ-THINC 2.05×10−3 1.01×10−4 1.95×10−3 1.59×10−2 3.01×10−1

CIP-CSL-T 1.09×10−2 1.11×10−3 9.83×10−3 4.55×10−2 4.43×10−1

BVD-CIP-CSL 3.57×10−4 2.68×10−6 3.54×10−4 5.26×10−3 1.23×10−1
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Fig. 3 shows the results at time t=2 (1 periods). It is observed that BVD-CIP-CSL scheme performs better than

WENO-Z, CIP-CSL-R, CIP-CSL-WENO4, CIP-CSL-T, and BVD-WENOZ-THINC schemes. Meanwhile, BVD-CIP-

CSL scheme has least numerical errors compared to other schemes. This is because that using BVD selection criterion,

BVD-CIP-CSL scheme can keep high-order reconstruction for the smooth region and reduce numerical dissipation in

the vicinity of the discontinuous region. In the proposed BVD-CIP-CSL scheme, CIP-CSL-WENO4 and CIP-CSL-T

are used for smooth and non-smooth regions, respectively.

3.3.3. Extrema of various smoothness problem

In this case, we verify the proposed scheme by capturing extrema of various smoothness test, The numerical mesh

size is N = 100, the computational domain is −1 ≤ x ≤ 1, u(x) = 1 and periodic boundary conditions are used. The

initial conditions are given as

φ(x+0.5,0) =


−xsin(1.5πx2) if −1≤ x <−1/3

|sin(2πx)| if |x| ≤ 1/3

2x−1− sin(3πx)/6 otherwise,

(82)
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Figure 4: Numerical results of capturing extrema of various smoothness test at t=2. N=100 and CFL=0.4 are used. (a) WENO-Z, (b) CIP-CSL-R,

(c) CIP-CSL-WENO4, (d) BVD-WENOZ-THINC, (e) CIP-CSL-T, (f) BVD-CIP-CSL.
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Table 5: Numerical errors in capturing extrema of various smoothness test at t=2. N=100 and CFL=0.4 are used.

Total error Dissipation error Dispersion error L1 error L∞ error

WENO-Z 2.02×10−2 2.70×10−3 1.75×10−2 5.08×10−2 7.66×10−1

CIP-CSL-R 1.27×10−2 2.09×10−3 1.06×10−2 4.58×10−2 6.19×10−1

CIP-CSL-WENO4 5.84×10−3 6.94×10−4 5.14×10−3 2.25×10−2 4.90×10−1

BVD-WENOZ-THINC 1.42×10−2 1.52×10−3 1.27×10−2 4.07×10−2 7.36×10−1

CIP-CSL-T 3.42×10−2 6.30×10−3 2.79×10−2 1.30×10−1 6.18×10−1

BVD-CIP-CSL 5.45×10−3 5.48×10−4 4.91×10−3 2.19×10−2 4.81×10−1

Numerical results and errors at t = 2 (1 period) are shown in Fig. 4 and Table 5, respectively. It is found that

the BVD-CIP-CSL scheme performs better than WENO-Z, CIP-CSL-R, CIP-CSL-WENO4, CIP-CSL-T, and BVD-

WENOZ-THINC schemes. The results are consistent with the results of complex wave propagation test.

3.3.4. 2D Zalesak test

A rotated notched cylinder, which called the Zalesak’s problem is widely used as a test for 2D scalar advection.

In this paper, one revolution of Zalesak’s problem is conducted on a Cartesian grid (100×100) with the velocity u =

(y−0.5,0.5− x) and ∆t = 2π/628. The implementation of semi-Lagrangian schemes in multi-dimentional advection

tests can be conducted by the Strang splitting method [62].

Table 6: Numerical errors in 2D Zalesak test at t=1, N=100×100.

Total error Dissipation error Dispersion error L1 error L∞ error

WENO-Z 3.86×10−3 3.62×10−4 3.49×10−3 1.32×10−2 6.98×10−1

CIP-CSL-WENO4 1.33×10−3 1.40×10−4 1.19×10−3 7.65×10−3 3.77×10−1

BVD-WENOZ-THINC 2.86×10−3 8.08×10−4 2.05×10−3 7.79×10−3 8.40×10−1

BVD-CIP-CSL 1.13×10−3 1.09×10−4 1.02×10−3 6.83×10−3 3.63×10−1

Fig. 5 and Table 6 show numerical results and errors of WENO-Z, CIP-CSL-WENO4, BVD-WENOZ-THINC, and

BVD-CIP-CSL schemes in top view. It is observed that BVD-CIP-CSL produces the least numerical errors compared

to other schemes, suggesting BVD-CIP-CSL scheme can resolve the shape of 2D advection problem accurately.

3.4. Burgers’ equation

In this test, we evaluate the proposed scheme by solving the nonlinear inviscid Burgers’ equation [63] in its con-

servative formulation as follows
∂u
∂ t

+
∂ (u2/2)

∂x
= 0. (83)
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Figure 5: Numerical results of 2D Zalesak test at t=1, N=100× 100. (a) WENO-Z, (b) CIP-CSL-WENO4, (c) BVD-WENOZ-THINC, (d) BVD-

CIP-CSL, top views.
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The numerical mesh size is N = 100, the computational domain 0≤ x≤ 2 and periodic boundary conditions are used.

The initial condition of velocity is given as u(x,0) = sin(πx). The reference solution is created by using CSL3CW [28]

with a high resolution (10,000 cells).
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Figure 6: Numerical results of Burgers’ equation at t=1.5/π . N=100 and CFL=0.2 are used. (a) WENO-Z, (b) CIP-CSL-WENO4, (c) BVD-WENOZ-

THINC, (d) BVD-CIP-CSL.

Numerical results at time t = 1.5/π are shown in Fig. 6. Results show that multi-moments schemes (icluding CIP-

CSL-WENO4 and BVD-CIP-CSL) capture discontinuities well with less numerical dissipation compared to single

moment finite volume schemes (including WENO-Z and BVD-WENOZ-THINC).

3.5. Euler equation

In this section, we validate the proposed scheme by solving inviscid Euler conservation equations, including Sod’s

problem, Lax’s problem, shock-turbulence interaction problem and two blast wave interaction problem. Exact solutions

22



are obtained by using VSIAM3 [16] with a high numerical resolution (10,000 cells).

3.5.1. Sod’s problem

Sod’s problem [64] is one of the most widely used benchmark test for one-dimensional Euler equations. The initial

conditions are given as follows

ρ(x,0) = 1; u(x,0) = 0; p(x,0) = 1; if x < 0.5

ρ(x,0) = 0.125; u(x,0) = 0; p(x,0) = 0.1; otherwise,
(84)

where ρ is density and p is pressure. We carry out the numerical simulation with the mesh size N = 100 until time at

t = 0.2.
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Figure 7: Numerical results of Sod’s shock tube problem at t = 0.2 and N=100. (a) WENO-Z, (b) CIP-CSL-WENO4, (c) BVD-WENOZ-THINC,

(d) BVD-CIP-CSL.

Fig. 7 shows the numerical results, it is observed that WENO-Z, CIP-CSL-WENO4, BVD-WENOZ-THINC,

and BVD-CIP-CSL capture shock well without oscillation. In discontinuity region, both BVD-WENOZ-THINC and

BVD-CIP-CSL schemes perform better than WENO-Z and CIP-CSL-WENO4 schemes.
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3.5.2. Lax’s problem

In Lax’s problem [65], a numerical test with strong shock and contact discontinuity which is characterized by the

following initial condition

ρ(x,0) = 0.445; u(x,0) = 0.698; p(x,0) = 3.528; if x < 0.5

ρ(x,0) = 0.5; u(x,0) = 0; p(x,0) = 0.571; otherwise,
(85)

The numerical mesh size N = 100 is performed. Fig. 8 shows numerical results at time t=0.16.
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Figure 8: Numerical results of Lax’s shock tube problem at t=0.16 and N=100. (a) WENO-Z, (b) CIP-CSL-WENO4, (c) BVD-WENOZ-THINC,

(d) BVD-CIP-CSL.

It is observed that both BVD-WENOZ-THINC and BVD-CIP-CSL schemes reduce numerical dissipation in the

discontinuous region compared with WENOZ and CIP-CSL-WENO4 scheme. This observation is consistent with the

results of Sod’s problem.
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3.5.3. Shock turbulence interaction problem

In this test, we conduct the numerical simulation of the shock-turbulence interaction problem [31]. Interactions

between a shock wave and perturbations are simulated with the following initial condition

ρ(x,0) = 3.857148; u(x,0) = 2.629369; p(x,0) = 10.333333; if 0≤ x < 1

ρ(x,0) = 1+0.2sin(5x−5); u(x,0) = 0; p(x,0) = 1; otherwise.
(86)
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Figure 9: Numerical results of shock-turbulence interaction problem at t=0.18 and N=200. (a) WENO-Z, (b) CIP-CSL-WENO4, (c) BVD-WENOZ-

THINC, (d) BVD-CIP-CSL.

Fig. 9 shows numerical results at t=0.18. We can observe that the proposed BVD-CIP-CSL scheme can capture

discontinuities, high and low frequency wave profiles without numerical oscillations and less numerical dissipation. It

is also found that high-frequency flow structure is smeared out by using WENO-Z and BVD-WENOZ-THINC, while

CIP-CSL-WENO4 and BVD-CIP-CSL perform better than WENO-Z and BVD-WENOZ-THINC, respectively. This

indicates that the proposed scheme based on multi-moments framework has high resolution property to solve complex

flow structures especially for shock-turbulence interaction problems.
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3.5.4. Two blast waves interaction problem

We also test the proposed schemes through two interacting blast waves simulation that was suggested in [65] with

the following initial condition

(ρ0,u0, p0) =


(1,0,1000) for 0≤ x < 0.1

(1,0,0.01) for 0.1≤ x <= 0.9

(1,0,100) otherwise,

(87)

A numerical mesh size N = 400 and a reflecting boundary condition is used.
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Figure 10: Numerical results of two interacting blasting waves problem at t=0.038 and N=400. (a) WENO-Z, (b) CIP-CSL-WENO4, (c) BVD-

WENOZ-THINC, (d) BVD-CIP-CSL.

In this test, two blast waves are formed by the initial jumps. Expansion fans, contact discontinuities and strong

shocks are generated and interact with each other. Due to violent interactions, the existence of oscillation may cause
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a break up of the simulation. Another difficulty for existing shock-capturing schemes is the overly smeared density

discontinuities in the numerical solution [36].

The results at time t = 0.038 are shown in Fig. 10. It is observed that the left-most density discontinuity is

smeared in the numerical solution of WENO-Z and CIP-CSL-WENO4. Both BVD-WENOZ-THINC and BVD-CIP-

CSL reduce the numerical dissipation in the vicinity of the density discontinuity effectively. In terms of capturing the

shock, BVD-CIP-CSL performs better than the BVD-WENOZ-THINC scheme.

3.5.5. 2D lid-driven cavity flow problem

To further verify the proposed method in the simulation of incompressible viscous flows, we conduct a widely used

benchmark test, which is called lid-driven cavity flow test. In this paper, numerical simulations with Reynolds numbers

1000 and 3200 respectively are conducted on a Cartesion grid (100×100). The computation domain is [0,1][0,1] with

a driving velocity of the upper lid u = 1.

Results of horizontal velocity component u along the x = 0.5 axis and the vertical velocity component v along the

y = 0.5 axis with two different Reynolds number are shown in Fig. 11. We compare the numerical result against the

result in [66]. It can be observed that the velocity components are accurately simulated using the proposed BVD-CIP-

CSL scheme, suggesting the proposed scheme is capable of simulating incompressible flows faithfully.

3.5.6. 2D circular explosion problem

To validate the proposed method in the simulation of compressible flows, the numerical simulation of a circular

two-dimensional explosion of inviscid compressible flows is tested. The computation domain is [−1,1][−1,1] and the

initial conditions are given as follows

(ρ,u,v, p) =

 (1,0,0,1) for r ≤ 0.5

(0.125,0,0,0.1) otherwise,
(88)

where the radius r =
√

x2 + y2. With these initial conditions, an axis-symmetric explosion configuration that contains

rarefraction wave, contact discontinuity and shock waves is formed.

Fig.12 left shows the side view of the density profile at time t = 0.25 on a 400× 400 Cartesian grids. Fig.12

right shows the density along the cross-section of x = y, against with the reference solution created by using VSIAM3

scheme[17] with a high numerical resolution (10,000 cells). It can be observed that shock, contact discontinuity and

the rarefaction wave are well simulated by the proposed BVD-CIP-CSL scheme. This indicates that BVD-CIP-CSL

scheme has significant potential to simulate compressible flows.
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Figure 11: The horizontal velocity component u along the x = 0.5 axis and the vertical velocity component v along the y = 0.5 axis. Displayed are

the results of BVD-CIP-CSL scheme on a 100×100 meshs with the Reynolds number being 1000 (a) and 3200 (b) respectively.
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Figure 12: 2D-circular explosion of BVD-CIP-CSL scheme at t=0.25. The density profile, side view (left) and the density profile along the cross-

section of x = y (right).

4. Conclusions and future work

In this paper, the BVD-CIP-CSL scheme was proposed based on the CIP-CSL-WENO4 scheme and a newly de-

signed CIP-CSL-T scheme. In CIP-CSL-T scheme, a piecewise tangent hyperbolic function is implemented into the

CIP-CSL framework to reduce the numerical errors in the vicinity of discontinuities. For smooth solutions, the fourth-

order CIP-CSL-WENO4 scheme is used as another candidate. The reconstruction criterion of the BVD-CIP-CSL

scheme is designed based on a modified version of boundary variation diminishing algorithm, which can minimize the

total boundary variations of the derivative at cell boundaries. The proposed BVD-CIP-CSL scheme has been verified

through a variety of numerical benchmark tests in comparison with other high-order CIP-CSL and WENO schemes.

Numerical results show that the BVD-CIP-CSL scheme effectively reduce numerical errors for smooth solutions and

minimize numerical diffusion in the vicinity of discontinuities. The performance of the proposed method is convinc-

ingly verified with several benchmarks tests, which justify that the BVD-CIP-CSL is superior to other existing methods

of the same order in terms of numerical dissipation errors. In addition, the proposed BVD-CIP-CSL scheme was suc-

cessfully applied to simulate both compressible and incompressible flows by implementing a unified pressure based

fractional step procedure. Numerical results of 2D lid-driven cavity and 2D explosion tests show that the proposed

scheme can accurately simulate both incompressible and compressible flows. This suggests that the BVD-CIP-CSL

scheme has great potential to be an effective and practical approach in the simulation of complex flow problems where
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both compressible and incompressible flows exist and the physical dissipation plays an important role.

It has been demonstrated in previous papers that multi-moment methods have been successfully extend to 3D

calculation and achieve more accurate and robust than conventional finite volume method [58–60]. Based on the

preliminary results of the proposed method, we see an essential future work to extend this algorithm to 3D complex

phenomena such as Taylor Green vortex problem, which involves transition to turbulence followed by dissipation.
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