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Abstract

Entropy is one of the most basic and significant descriptors of a probability distribution. It is still a commonly used measure of uncertainty and randomness in information theory and mathematical statistics. We study statistical inference for Shannon and Rényi’s entropy-related functionals of multivariate Gaussian and Student-t distributions. This thesis investigates three themes. First, we provide a non-parametric test of goodness-of-fit for a class of multivariate generalized Gaussian distributions based on maximum entropy principle via using the $k$-th nearest neighbour (NN) distance estimator of the Shannon entropy. Its asymptotic unbiasedness and consistency are demonstrated. Second, we show a class of estimators of the Rényi entropy based on an independent identical distribution sample drawn from an unknown distribution $f$ on $\mathbb{R}^m$. We focus on the maximum Rényi entropy principle for multivariate Student-t and Pearson type II distributions. We also consider the entropy-based test for multivariate Student-t distribution using the $k$-th NN distances estimator of entropy and employ the properties of entropy estimators derived from NN distances. Third, we introduce a new classes of unimodal rotational invariant directional distributions, which generalize von Mises-Fisher distribution. We propose three types of distributions in which one of them represents the axial data. We provide all of the formula together with a short computational study of parameter estimators for each new type via the method of moments and method of maximum likelihood. We also offer the goodness-of-fit test to detect that the sample entries follow one of the introduced generalized von Mises-Fisher distribution based on the maximum entropy principle using the $k$-th NN distances estimator of Shannon entropy and to prove its $L^2$-consistence.
“Begin at the beginning,” the King said gravely, “and go on till you come to the end: then stop.”
— Lewis Carroll, Alice in Wonderland

“To visualise 43-dimensional space I simply visualise n-dimensional space and let n be 43”
— Unknown

“I don’t believe it. Prove it to me and I still won’t believe it.”
— Douglas Adams
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Chapter 1

Introduction

The concept of entropy plays a central role in information theory, and has found a wide array of uses in other disciplines, including statistics, probability and combinatorics. The differential entropy or Shannon (or Boltzmann-Gibbs) entropy of a random vector $X \in \mathbb{R}^m$ with probability density function (pdf) $f$ is defined as

$$H = H_1 = H(X) = H(f) = -\mathbb{E}\{\log f(X)\} = -\int_{\mathbb{R}^m} f(x) \log f(x) dx,$$  \hspace{1cm} (1.1)$$

where $\log$ is the natural logarithm. It is assumed that (1.1) is well defined and finite. It is formally set $0/0 = 0, \quad 0 \log 0 = 0$. For the probability density $f$ it is defined $S = S(f) = \{x \in \mathbb{R}^m : f(x) > 0\}$ as its support. Clearly, the integral (1.1) is taken over $S(f)$. Introduced by the highly influential Shannon [110], it represents the average information content of an observation, and it is usually thought of as a measure of unpredictability.

More generally, Rényi entropy for a random vector $X \in \mathbb{R}^m$ with pdf $f$ is defined as

$$H_q = H_q(X) = H_q(f) = \frac{1}{1-q} \log \mathbb{E}[f^{q-1}(X)] = \frac{1}{1-q} \log \int_{\mathbb{R}^m} f^q(x) dx,$$  \hspace{1cm} (1.2)$$

where $q \neq 1, q > 0$, see [103]. The Rényi entropy satisfies $H_q(X) \leq H_{q'}(X)$ for $q > q'$, and as $q \to 1$, the Rényi entropy converges to the Shannon entropy, $H_q(X) \to H_1(X)$.

Beside the Shannon and Rényi entropies, other entropy definitions (e.g. [119], [53], etc.) are studied in the mathematical literature, but the Shannon and Rényi entropies are the only ones possessing all the desired properties of an information measure, including subadditivity;

$$H(X,Y) \leq H(X) + H(Y)$$  \hspace{1cm} (1.3)
with equality if and only if $X$ and $Y$ are independent, where

$$H(X, Y) = -\int_{\mathbb{R}^{m_1+m_2}} f(x, y) \log f(x, y) \, dx \, dy,$$

and $f(x, y)$ is the joint probability density of random vectors $X \in \mathbb{R}^{m_1}$, $m_1 \geq 1$ and $Y \in \mathbb{R}^{m_2}$, $m_2 \geq 1$.

The entropies are of interest in the work of non-linear Fokker-Planck equations [41], [123], as well as non-linear Markor processes [69].

Differential entropy (1.1) can be both positive or negative and can even be minus infinity ($H(f) = -\infty$), if $f(x) = (r/x)(-\log x)^{(r+1)}$ on $0 \leq x \leq \frac{1}{r}$, $m = 1$, $0 < r \leq 1$, see Appendix A. For an overview of the properties of entropies (1.1) and (1.2) see, for example, [26] or [61].

Importantly, given the constraints on certain moments and the support set, one can find the distribution that maximises the Shannon or Rényi entropies [67]. This leads to the principle of maximum entropy, which has been applied in physics and Bayesian statistics, etc.

In statistical contexts, it is often the estimation of entropy that is of primary interest, for instance in goodness-of-fit tests of normality [122] or uniformity [27], tests of independence [49], etc.

There is an extensive literature dealing with entropy estimates, and in their classification, it will be used the scheme offered by [10, 58] or [94].

Non-parametric methods of entropy estimation in the univariate or multivariate cases include sample spacings, plug-in estimates based on a consistent estimate of density, splitting data estimates, cross-validation estimates, and estimates based on the partitioning of the observation space, (see [4, 16, 25, 32, 48, 51, 60, 65, 72, 95, 112, 117, 121], among others).

The estimation of entropy via the $k$-th nearest neighbour distances proposed by [71] is particularly attractive as a starting point, both because it can be generalized easily into multivariate cases, since it only relies on the evaluation of the $k$-th nearest neighbour distances, it is straightforward to compute.

There have been previous studies of the $k$-th nearest neighbour distances estimator of the Shannon and Rényi entropies, including [71] in the case of $k = 1$, as well as [39, 43, 49, 75, 113, 115, 120] and [14, 19, 80, 73, 81, 115], among others.

Modern efficient multivariate entropy estimation theory via the $k$-th nearest neighbour distances was developed recently by [13]. They studied the weighted averages of the estimators proposed by [71], based on the $k$-th nearest neighbour distances
of a sample of $N$ independent and identically distributed random vectors in $\mathbb{R}^m$. A careful choice of weights enabled them to obtain an efficient estimator in arbitrary dimensions, given sufficiently smoothness of density. They also investigated the case, when $k \to \infty$.

Berrett, Samworth, Yuan, et al. in [13] have shown that subject to certain regularity conditions, such as $k \to \infty$, the $k$-NNE of Shannon entropy is efficient only for $m \leq 3$, and presents a bias-corrected estimator for dimensions $m \geq 4$. In this thesis, the conventional $k$-NNE is focused with fixed $k \geq 1$, for which the asymptotic variance decreases rapidly up to $k = 3$ only, see [12, Table 1]. It is interesting to note that this asymptotic inflation is distribution-free, which leads to the conjecture that $k = 3$ is the most interesting case for any $m \geq 1$. For case $q = 2$, the different method of estimation of the quadratic Rényi entropy proposed by [64] is used. The new method of investigation of entropy estimates proposed by [9, 97] and [98] (see also the references therein).

For a discrete random variable $X$ which takes values $\{l_K, K \geq 1\}$, the Shannon entropy is defined as

$$H(X) = H(f) = - \sum_K f_K \log f_K,$$

where $f_K = P(X = l_K), K \geq 1$, while the Rényi entropy is

$$H_q(X) = \frac{1}{1-q} \log \sum_K f_K^q, \quad q > 0, \quad q \neq 1.$$

A brief overview of the statistical estimate of entropies of discrete distributions can be found in [130] (see also [94]).

1.1 The research aims and objectives of this thesis

- To revise the maximum Shannon entropy principle for multivariate generalized Gaussian, Student and Pearson type II distributions.

- To prove the convergence in the mean-square of the $k$-th nearest neighbour estimate of the Shannon entropy for multivariate densities with possible unbounded support for arbitrary fixed $k \geq 1$. Penrose and Yukich [99] proved the statement only for $k = 1$. 
Chapter 1. Introduction

- To construct the non-parametric test of goodness-of-fit for a multivariate generalized Gaussian distribution based on the maximum entropy principle. To support the test by the Monte Carlo simulation.

- To prove the convergence in the mean-square of the $k$-th nearest neighbour estimate of the Rényi entropy for multivariate densities with possible unbounded support for arbitrary fixed $k \geq 1$.

- To construct the non-parametric test of goodness-of-fit for multivariate Student and Pearson type II (or Barenblatt) distributions based on the maximum entropy principle. To support the test by the Monte Carlo simulation.

- To prove the maximum entropy principle for generalized von Mises-Fisher distribution on sphere.

- To prove the convergence of the $k$-th nearest neighbour estimate of the Shannon entropy of spherical distributions.

- To develop the goodness-of-fit test for the generalized von Mises-Fisher distribution. To support the test by the Monte Carlo simulation. To apply the test to real life data.

1.2 The organization of the thesis:

The chapters in this thesis are organized as follows:

- Chapter 1 contains the review of the Shannon and Rényi entropies and statistical methods of their estimation.

- Chapter 2 presents a non-parametric test of goodness-of-fit for a class of multivariate generalized Gaussian distributions based on the maximum Shannon entropy principle and the $k$-th nearest neighbour distances method of Shannon entropy. It contains the proof of $L^2$ consistency of the $k$-th nearest neighbour distance estimate for arbitrary fixed $k \geq 1$. In [99], the consistency is proven for $k = 1$ only. The results will be supported by a Monte Carlo simulation.

- Chapter 3 presents a non-parametric test of goodness-of-fit for a classes of multivariate Student and Pearson type II (or Barenblatt) distributions based on the
1.2. The organization of the thesis:

maximum Rényi entropy principle and consistency of the $k$-th nearest neighbour distance estimate for arbitrary fixed $k \geq 1$. The results will be supported by a Monte Carlo simulation.

• Chapter 4 introduces three generalizations of the von Mises-Fisher distribution on a sphere and the maximum Shannon entropy principle for them. Based on the $L^2$-consistency of the $k$-th nearest neighbour estimate of Shannon entropy based on the sample of directional data, the goodness-of-fit tests are constructed for three classes of generalized von Mises-Fisher distributions. The results will be supported by a Monte-Carlo simulation and applied to real data (of local fiber directions in a glassfibre reinforced composite material).

• Chapter 5 summarises the results of the previous chapters, and indicates possible directions of future work, identifying further research questions that have arisen.

• The thesis contains several Appendices.

The work in this thesis has been submitted as three peer-reviewed papers:

• Cadirci et al. (2020) [21] which corresponds to work in Chapter 2
• Cadirci et al. (2021) [22] which corresponds to work in Chapter 3
• Leonenko et al. (2020) [74] which corresponds to work in Chapter 4
Chapter 2

Entropy-based test of goodness-of-fit for generalized Gaussian distributions

This chapter proposes a new entropy-based goodness-of-fit test based on the maximum Shannon entropy principle for the generalized multivariate Gaussian distribution. The chapter is structured as follows:

• Section 2.1 defines the $k$-th nearest neighbour estimate of the Shannon entropy.

• Section 2.2 introduces the multivariate generalized Gaussian distribution.

• Section 2.3 reviews a maximum entropy principle for the generalized Gaussian distribution.

• Section 2.4 presents the associated goodness-of-fit statistic for the generalized Gaussian distribution.

• Section 2.5 includes the numerical results with some auxiliary material deferred to Appendix A.

2.1 Entropy estimation

Let $k \geq 1$ and $N > k$, and let $\mathcal{X}_N = \{X_1, \ldots, X_N\}$ be a set of independent and identically distributed random vectors in $\mathbb{R}^m$ with common density function $f$. Let $F$ be a finite subset of $\mathcal{X}_N$ having cardinality at least $k$, and let $\rho_k(x, F)$ denote the Euclidean distance between a point $x$ and its $k$-th nearest neighbour in the set $F \setminus \{x\}$. The $k$-th
nearest neighbour estimator \((k\text{-NNE})\) of the Shannon entropy \(H(f)\) is defined to be
\[
\hat{H}_{N,k} = \frac{1}{N} \sum_{i=1}^{N} \log \left( \rho^m_k(X_i, \mathcal{X}_N) V_m (N-1) e^{-\psi(k)} \right),
\]
where \(\psi(x) = \Gamma'(x)/\Gamma(x) = \sum_{j=1}^{k-1} \frac{1}{j} - \gamma\) is the digamma function and \(V_m = \pi^{m/2}/\Gamma(m/2+1)\) is the volume of the unit ball in \(\mathbb{R}^m\). For \(k=1\), this reduces to
\[
\hat{H}_{N,1} = \frac{m}{N} \sum_{i=1}^{N} \log \rho_1(X_i, \mathcal{X}_N) + \log V_m + \gamma + \log(N-1),
\]
where \(\gamma = -\psi(1) \approx 0.577216\) is the Euler-Mascheroni constant. The estimator (2.2) was introduced by [71] while the general estimator (2.1) was first considered by [49].

The main properties of (2.1) have been studied by [12, 13, 18, 19, 30, 44, 75, 76, 98].

Convergence in mean-square for the case \(k=1\) was proved by [99, Theorem 2.1.ii].

**Theorem 2.1.1** ([99]). Suppose that \(\mathbb{E}(\|X\|^{\alpha}) < \infty\) for some \(\alpha > 0\) and \(f(x) \leq M\) for some \(M > 0\). Then
\[
\mathbb{E}\left[ \hat{H}_{N,1} - H(f) \right]^2 \to 0 \quad \text{as} \quad N \to \infty.
\]

**Remark 2.1.1.** The condition of boundedness for the density \(f\) is not explicitly stated by Penrose and Yukich (2013) [99 Theorem 2.4.ii]. In Appendix A (called lower bound on Shannon entropy) we give an example of a density \(f\) with bounded support and for which \(H(f)\) is unbounded.

In this chapter, the analogous result for arbitrary \(k \geq 1\) is proved. To this end, (2.1) is written as
\[
\hat{H}_{N,k} = \frac{1}{N} \sum_{x \in \mathcal{X}_N} l \left( N^{\frac{1}{p}} x, N^{\frac{1}{p}} \mathcal{X}_N \right),
\]
where
\[
l(x, \mathcal{X}) := \log \left( \rho^m_k(x, \mathcal{X}) V_m e^{-\psi(k)} \right), x \in \mathbb{R}^m.
\]
First, the following theorem of [99 Theorem 3.1] is required.

**Theorem 2.1.2.** Let \(k \geq 1\) and \(q = 1\) or \(q = 2\), and suppose there exists \(p \geq q\) such that
\[
\sup_{N \geq k} \mathbb{E}\left[ \left| l \left( N^{\frac{1}{p}} X_1, N^{\frac{1}{p}} \mathcal{X}_N \right) \right|^p \right] < \infty.
\]
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Then, $L^q$ convergence can be written,

$$\frac{1}{N} \sum_{x \in \mathbb{R}^N} l\left(N^\frac{1}{N}x, N^\frac{1}{N} \mathcal{N}_N\right) \to \int_{\mathbb{R}^m} \mathbb{E}\left[I(0, \mathcal{P}_f(x))\right] f(x) \, dx,$$

as $N \to \infty$, where $\mathcal{P}_\lambda$ denotes a homogeneous Poisson point process of intensity $\lambda > 0$ on $\mathbb{R}^m$ and $f(x)$ is the density function.

**Theorem 2.1.3** (Main theorem). Suppose that $\mathbb{E}\|X\|^{\alpha} < \infty$ for some $\alpha > 0$ and $f(x) \leq M$ for some $M > 0$. Then for any fixed $k \geq 1$,

$$\mathbb{E}\left[\tilde{H}_{N,k} - H(f)\right]^2 \to 0 \quad \text{as } N \to \infty. \quad (2.4)$$

**Proof.** From applying the Theorem 2.1.2. Firstly, it is shown that

$$H(f) = \int_{\mathbb{R}^m} \mathbb{E}\left[I(0, \mathcal{P}_f(x))\right] f(x) \, dx,$$

where

$$l(0, \mathcal{P}_\lambda) = m \log \rho_k(0, \mathcal{P}_\lambda) + \log V_m - \psi(k).$$

Denote by $B_t(0)$ the (Euclidean) ball of radius $t$ centred at 0 i.e, $B_t(0) = \{y \in \mathbb{R}^m, \|y\| \leq t\}$. The random variable $\rho_k(0, \mathcal{P}_\lambda)$ is the distance from 0 to the $k$-th point of $\mathcal{P}_\lambda$, and thus has Erlang distribution with parameters $k$ and $\lambda|B_t(0)| = \lambda V_m t^m$, that is

$$\mathbb{P}(\rho_k(0, \mathcal{P}_\lambda) \leq t) = \mathbb{P}(\mathcal{P}_\lambda \cap B_t(0) \geq k)$$

$$= 1 - \sum_{j=0}^{k-1} \frac{1}{j!} (\lambda|B_t(0)|)^j e^{-\lambda|B_t(0)|}$$

$$= 1 - \sum_{j=0}^{k-1} \frac{1}{j!} (\lambda V_m t^m)^j e^{-\lambda V_m t^m} \quad (t \geq 0).$$

Then,

$$m \mathbb{E}[\log \rho_k(0, \mathcal{P}_\lambda)]$$

$$= \int_0^\infty \log t^m \frac{(\lambda V_m)^k (t^m)^{(k-1)}}{(k-1)!} e^{-\lambda V_m t^m} mt^{m-1} \, dt$$

$$= - \log(\lambda V_m) + \int_0^\infty \log y \frac{y^{k-1}}{(k-1)!} e^{-y} \, dy$$

$$= - \log \lambda - \log V_m + \psi(k).$$
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Hence, \(\mathbb{E}[l(0, \mathcal{P}_\lambda)] = -\log \lambda\) and thus \(H(f)\) equals

\[
- \int_{\mathbb{R}^m} f(x) \log f(x) \, dx = \int_{\mathbb{R}^m} \mathbb{E}[l(0, \mathcal{P}_{f(x)})] f(x) \, dx.
\]

Second, the condition (2.3) is checked. Note that for every \(\delta \in (0, 1)\) and \(p > 1\) there exists \(C > 0\) such that [99, p.2206]

\[
|\log t|^p \leq Ct^{-\delta} \mathbb{1}_{[0,1]}(t) + Ct^\delta \mathbb{1}_{[1,\infty)}(t), \quad t > 0.
\]

Then because

\[
|l(x, \mathcal{X})|^p = \left| \log V_m - \psi(k) + \log \rho_m^n(x, \mathcal{X}) \right|^p
\leq \left| \log V_m - \psi(k) \right|^p + \left| \log \rho_m^n(x, \mathcal{X}) \right|^p
\]

we have

\[
\frac{1}{2p-1} \mathbb{E} \left| l \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) \right|^p
\leq \left| \log V_m - \psi(k) \right|^p + \mathbb{E} \left| \log \rho_m^n \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) \right|^p
\leq \left| \log V_m - \psi(k) \right|^p
\]

\[
+ C \mathbb{E} \rho_k^{-\delta} \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) \mathbb{1}_{[0,1]} \left[ \rho_k^\delta \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) \right]
\]

\[
+ C \mathbb{E} \rho_k^\delta \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) \mathbb{1}_{[1,\infty)} \left[ \rho_k^{-\delta} \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) \right].
\]

Term (2.5) is finite because

\[
\sup_{N \geq k} \mathbb{E} \rho_k^{-\delta} \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) \mathbb{1}_{[0,1]} \left[ \rho_k^\delta \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) \right]
\leq \sup_{N \geq k} \mathbb{E} \rho_1^{-\delta} \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) < \infty,
\]

(2.7)

where (2.7) is ensured by [99, Lemma 7.5] since \(f\) is bounded and \(\delta \in (0, m)\).

Let \(r_v(f) := \sup\{r \geq 0 : \mathbb{E}\|X\|^r < \infty\}\). In the proof of [98, Theorem 2.3], it is seen that if \(r_v(f) > 0\) and \(0 < \delta < mr_v(f)(m + r_v(f))^{-1}\), then

\[
\sup_{N \geq k} \mathbb{E} \rho_k^\delta \left( N^{\frac{1}{\lambda}} X_1, N^{\frac{1}{\lambda}} \mathcal{X}_N \right) < \infty.
\]

Thus, term (2.6) is finite.

Remark 2.1.2. For \(k = 1\), [99] used exponential distribution. For \(k > 1\), the Erlang distribution is used.
2.2. The generalized Gaussian distribution

Testing for multivariate normality is a topic of ongoing interest, see [37] for a review of new developments. We denote $a^T b = \sum_{j=1}^m a_j b_j$ as the scalar product of vectors $a, b \in \mathbb{R}^m$.

The multivariate exponential power distribution $\text{MEP}_m(s, \mu, \Sigma)$ on $\mathbb{R}^m$ [114] has the density function

$$f(x; m, s, \mu, \Sigma) = \frac{\Gamma(m/2 + 1)}{\pi^{m/2} \Gamma(m/s + 1) \sqrt{\det \Sigma}} \exp \left( -\frac{1}{2} \left( (x - \mu)^T \Sigma^{-1} (x - \mu) \right)^{s/2} \right),$$

(2.8)

where $\mu \in \mathbb{R}^m$ is the mean vector, $\Sigma$ is an $m \times m$ positive definite matrix, $s > 0$ is a shape parameter [114], and variance-covariance matrix $V = \beta \Sigma$ where

$$\beta(m, s) = \frac{2^{2/s} \Gamma[(m + 2)/s]}{m \Gamma(m/s)}.$$

(2.9)

Note that $s = 2$ corresponds to the multivariate normal distribution $\mathcal{N}(\mu, \Sigma)$ on $\mathbb{R}^m$, while $s = 1$ corresponds to the multivariate Laplace distribution. Taking $\mu$ to be the null vector and $\Sigma$ to be the identity matrix, we obtain the isotropic exponential power distribution $\text{IEP}_m(s)$ on $\mathbb{R}^m$,

$$f(x; m, s) = \frac{\Gamma(m/2 + 1)}{\Gamma(m/s + 1) \pi^{m/2} 2^{m/s}} \exp \left( -\frac{1}{2} \|x\|^s \right),$$

(2.10)

$x \in \mathbb{R}^m$, where $\| \cdot \|$ denotes the Euclidean norm on $\mathbb{R}^m$.

Applying the scaling $x \mapsto (2\tau)^{-1/s} x$ for $\tau > 0$ yields the generalized Gaussian distributions $\text{GG}_\tau(m, s)$ on $\mathbb{R}^m$, with density functions

$$f_c(x; m, s) = c(m, s) \exp (-\tau \|x\|^s), x \in \mathbb{R}^m,$$

(2.11)

where

$$c(m, s) = \frac{\Gamma(m/2 + 1) \tau^{m/s}}{\Gamma(m/s + 1) \pi^{m/2}},$$

and taking $\tau = 1/s$ yields the canonical distribution

$$f(x; m, s) = c_0(m, s) \exp \left( -\frac{\|x\|^s}{s} \right), x \in \mathbb{R}^m,$$

(2.12)

where

$$c_0(m, s) = \frac{\Gamma(m/2 + 1)}{\Gamma(m/s + 1) \pi^{m/2} 2^{m/s}}.$$
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Moments

A random vector $X \in \mathbb{R}^m$ is called isotropic if its density $f$ can be written as $f(x) = \tilde{f}(\|x\|)$ for some function $\tilde{f} : \mathbb{R} \to [0, \infty)$ called the radial density, where $\| \cdot \|$ is the Euclidean norm on $\mathbb{R}^m$. If $X$ is isotropic and $g : \mathbb{R} \to \mathbb{R}$ is a Borel function,

$$\mathbb{E}[g(\|X\|)] = \int_{\mathbb{R}^m} g(\|x\|)f(x)dx = \frac{2\pi^{m/2}}{\Gamma(m/2)} \int_0^\infty g(r)\tilde{f}(r)r^{m-1}dr \quad (2.13)$$

provided the integrals exist. In particular, the moments of order $s > 0$ are given in [75] and [116] by

$$\mathbb{E}(\|X\|^s) = \frac{2\pi^{m/2}}{\Gamma(m/2)} \int_0^\infty r^{m+s-1}\tilde{f}(r)dr \quad (2.14)$$

provided the integrals exist.

**Lemma 2.2.1.** If $X \sim GG_\tau(m,s)$, then $\mathbb{E}(\|X\|^s) = m/s\tau$.

**Proof.** If $X \sim GG_\tau(m,s)$ then $X$ is isotropic and has radial density function

$$\tilde{f}(r) = \frac{\Gamma(m/2+1)\tau^{m/s}}{\Gamma(m/s+1)\pi^{m/2}} \exp(-\tau r^s).$$

Hence by (2.14) it is obtained that

$$\mathbb{E}(\|X\|^s) = \frac{m\tau^{m/s}}{\Gamma(m/s+1)} \int_0^\infty t^{m+s-1}\exp(-\tau t^s)dt$$

and changing the variable of integration to $t = \tau r^s$ yields

$$\mathbb{E}(\|X\|^s) = \frac{m}{s\tau \Gamma(m/s+1)} \int_0^\infty t^{m/s}e^{-t}dt = \frac{m}{s\tau}.$$  

$\Box$

2.3 A maximum entropy principle for $GG_\tau(m,s)$

It is well known [66] that among all distributions on $\mathbb{R}^m$ whose densities $f$ are supported on the whole of $\mathbb{R}^m$ and whose mean and covariance matrix are fixed at zero and $\Sigma$ respectively, the differential entropy $H(f)$ is maximised by the multivariate Gaussian distribution $N(0, \Sigma)$ on $\mathbb{R}^m$, and thus

$$H(f) \leq \log \left[ (2\pi e)^{m/2} \sqrt{\det \Sigma} \right]. \quad (2.15)$$

An analogous result for the generalized Gaussian distribution is now proven.
2.3. A maximum entropy principle for $GG_\tau(m,s)$

**Theorem 2.3.1.** Let $X \in \mathbb{R}^m$ be a random vector, whose density $f$ is supported on the whole of $\mathbb{R}^m$, and for which there exists some $s > 0$ such that $\mathbb{E}(|X|^s) < \infty$. Then $H(f)$ is finite and satisfies

$$H(f) \leq \frac{m}{s} \log \left( c_1(m,s) \mathbb{E}|X|^s \right),$$

where

$$c_1(m,s) = \left( \frac{\pi^{m/2} \Gamma(m/s + 1)}{\Gamma(m/2 + 1)} \right)^{s/m} \left( \frac{s e}{m} \right)$$

with equality if and only if $X \sim GG_\tau(m,s)$ with $\tau = m/(s\mathbb{E}|X|^s)$.

**Proof.** Let $X$ and $Z$ be two random vectors whose density functions, $f$ and $f^*$ respectively, are supported on the whole of $\mathbb{R}^m$, and for which there exists some $s > 0$ with $\mathbb{E}|X|^s = \mathbb{E}|Z|^s < \infty$. First, it is observed that

$$H(f) \leq - \int_{\mathbb{R}^m} f(x) \log f^*(x) \, dx,$$

with equality if and only if $f = f^*$ almost everywhere. This follows by Jensen’s inequality,

$$- \int_{\mathbb{R}^m} f(x) \log f(x) \, dx + \int_{\mathbb{R}^m} f(x) \log f^*(x) \, dx$$

$$= \int_{\mathbb{R}^m} f(x) \log \left( \frac{f^*(x)}{f(x)} \right) \, dx$$

$$\leq \log \left( \int_{\mathbb{R}^m} f(x) \left( \frac{f^*(x)}{f(x)} \right) \, dx \right)$$

$$= \log \left( \int_{\mathbb{R}^m} f^*(x) \, dx \right) = 0,$$

assuming that both integrals $- \int_{\mathbb{R}^m} f(x) \log f(x) \, dx$ and $\int_{\mathbb{R}^m} f(x) \log f^*(x) \, dx$ are finite.

If $Z \sim GG_\tau(m,s)$ with $\tau = \frac{m}{s\mathbb{E}|X|^s}$ (which ensures that $\mathbb{E}|Z|^s = \mathbb{E}|X|^s$) it is achieved that

$$f^*(x) = c(m,s) \exp(-\tau|x|^s),$$

where

$$c(m,s) = \frac{\Gamma(m/2 + 1) \tau^{m/2}}{\Gamma(m/s + 1) \pi^{m/2}}.$$
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For this case, \(-\log f^*(x) = \tau \|x\|^s - \log c(m, s)\) and hence

\[
\int_{\mathbb{R}^m} f(x) \log f^*(x) \, dx = \tau \int_{\mathbb{R}^m} \|x\|^s f(x) \, dx - \log c(m, s) \int_{\mathbb{R}^m} f(x) \, dx
\]

\[
= \tau \mathbb{E}\|X\|^s - \log c(m, s)
\]

\[
= \frac{m}{s} - \log c(m, s) \quad \text{by Lemma 2.2.1}
\]

Therefore \(\int_{\mathbb{R}^m} f(x) \log f^*(x) \, dx\) is finite under existence of \(\mathbb{E}\|X\|^s\) and the right-hand side of (2.16) is valid as well.

Thus by (2.16) and substituting for \(c(m, s)\) it is obtained that

\[
H(f) \leq \frac{m}{s} - \log \left[ \frac{\tau^{m/(m/2 + 1)}}{\pi^{m/2} \Gamma(m/2 + 1)} \right]
\]

\[
= \frac{m}{s} \log \left[ \left( \frac{\Gamma(m/s + 1)}{\Gamma(m/2 + 1)} \right)^{m/2} \left( \frac{\pi^{m/2}}{\tau} \right) \right]
\]

and substituting for \(\mathbb{E}\|X\|^s = m/(s\tau)\) completes the proof in the case \(H(f) < +\infty\).

Consider \(H_M(f) := \int_{A_M} f(x) \log f(x) \, dx\), where \(A_M = \{ x \in \mathbb{R}^m, |\log f(x)| \leq M \}\). Denote by \(C_M := \int_{A_M} f(x) \, dx \leq 1\) and \(C^*_M := \int_{A_M} f^*(x) \, dx \leq 1\). Then by Jensen’s inequality

\[
- \int_{A_M} f(x) \log f(x) \, dx + \int_{A_M} f(x) \log f^*(x) \, dx
\]

\[
= C_M \int_{A_M} \frac{f(x)}{C_M} \log \left( \frac{f^*(x)}{f(x)} \right) \, dx \leq C_M \log \left( \int_{A_M} \frac{f^*(x)}{C_M} \, dx \right)
\]

\[
= C_M \log C^*_M - C_M \log C_M.
\]

Therefore,

\[
H(f) \leq \lim_{M \to \infty} \sup \left( - \int_{A_M} f(x) \log f(x) \, dx \right)
\]

\[
\leq \lim_{M \to \infty} \sup \left( - \int_{A_M} f(x) \log f^*(x) \, dx + C_M \log \frac{C^*_M}{C_M} \right) < +\infty.
\]

\[
\square
\]

Remark 2.3.1. Theorem 2.3.1 was proved for \(m = 1\) in [127] and [107, p.103-104]. For \(m \geq 1\), some statements of Theorem 2.3.1 were also proved using other methods in [84].
2.4 A test statistic for $GG(m,s)$

Let $k \geq 1$ be fixed and $\mathcal{K}$ be the class of density functions $f$ on $\mathbb{R}^m$ such that

1. $\text{supp}(f) = \mathbb{R}^m$,
2. $\mathbb{E}(|X|^s) < \infty$ for some $s > 0$,
3. $\mathbb{E}(H_{N,k}) \rightarrow H(f)$ as $N \rightarrow \infty$, and
4. $H_{N,k} \rightarrow H(f)$ in probability as $N \rightarrow \infty$.

Proposition 2.4.1. The density functions of the $GG_{\tau}(m,s)$ belong to $\mathcal{K}$ for all $m \geq 1$, $s > 0$, $c > 0$ and $k \geq 1$.

Proof. The statement follows from Theorem 2.1.3, which applies because $f$ is bounded, and Lemma 2.2.1.

Let $X \in \mathbb{R}^m$ be a random vector with density $f \in \mathcal{K}$, and let $s > 0$ be fixed. Based on a random sample $X_1, X_2, \ldots$ from the distribution of $X$, the maximum entropy principle proved in Section 2.3 is used to test the hypothesis $X \sim GG(m,s)$ against a suitable alternative. By Theorem 2.3.1, if $X \sim GG(m,s)$ then

$$H(X) = \frac{m}{s} \log \mathbb{E}|X|^s + \frac{m}{s} \log c_1(m,s),$$

where

$$c_1(m,s) = \left( \frac{\pi^{m/2} \Gamma(m/s + 1)}{\Gamma(m/2 + 1)} \right)^{s/m} \left( \frac{se}{m} \right).$$

The entropy $H(X)$ is estimated by the $k$-th nearest neighbour estimator

$$\hat{H}_{N,k} = \frac{m}{N} \sum_{i=1}^{N} \log \rho_k(X_i, \mathcal{X}_N) + \log V_m + \log(N-1) - \psi(k),$$

and the moment $\mathbb{E}|X|^s$ by the sample moment

$$\bar{X}_N^{(s)} = \frac{1}{N} \sum_{i=1}^{N} |X_i|^s.$$

Our test statistic $T_{N,k} = T_{N,k}(m,s)$ is then

$$T_{N,k} = \hat{H}_{N,k} - \frac{m}{s} \log \bar{X}_N^{(s)} - \frac{m}{s} \log c_1(m,s).$$
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By the law of large numbers, \( \bar{X}_N^{(s)} \rightarrow E\|X\|^s \) in probability as \( N \rightarrow \infty \). Hence by Slutsky’s theorem, if \( X \sim GG(m, s) \) then for any fixed \( k \in \{1, \ldots, N - 1\} \) it is obtained that

\[
T_{N,k} \rightarrow 0 \quad \text{in probability as } N \rightarrow \infty.
\]

Otherwise, by the maximum entropy principle it must be that \( T_{N,k} \rightarrow \xi \) in probability as \( N \rightarrow \infty \), where the constant \( \xi = \xi(m, s, k) \) is strictly negative. Thus, the hypothesis \( X \sim GG(m, s) \) is rejected whenever \( T_{N,k} \geq t_{N,k, \alpha} \), where \( t_{N,k, \alpha} = t_{N,k, \alpha}(m, s) \) a so-called critical value of the test statistic \( T_{N,k}(m, s) \) at significance level \( \alpha \), which is a solution of

\[
\mathbb{P}_{H_0}(T_{N,k} \geq t) = \alpha.
\]

An analytical derivation of the distribution of \( T_{N,k} \) when \( X \sim GG(m, s) \) is difficult because the covariances of \( T_{N,k} \) and \( \bar{X}_N^{(s)} \) are intractable, even though the asymptotic behaviour of \( \bar{H}_{N,k} \) can be revealed by applying results of \([30, 98]\) or \([13]\) and the asymptotic behaviour of \( \bar{X}_N^{(s)} \) by the delta method. Thus, the Monte Carlo simulation is used to investigate the distribution of \( T_{N,k} = T_{N,k}(m, s) \) for different combinations of parameter values.

Remark 2.4.1. The test statistic \( T_{N,k} \) is scale-invariant: if \( Y = aX \) for some \( a > 0 \), then \( \bar{H}_{N,k}(Y) = \log(a^m) + \bar{H}_{N,k}(X) \) and \( \bar{Y}_N^{(s)} = a^s \bar{X}_N^{(s)} \), and hence

\[
T_{N,k}(Y) = \bar{H}_{N,k}(Y) - \frac{m}{s} \log \bar{Y}_N^{(s)} - \frac{m}{s} \log c_1(m, s) \\
= \log(a^m) + \bar{H}_{N,k}(X) - \frac{m}{s} \log(a^s) \\
- \frac{m}{s} \log \bar{X}_N^{(s)} - \frac{m}{s} \log c_1(m, s) \\
= \bar{H}_{N,k}(X) - \frac{m}{s} \log \bar{X}_N^{(s)} - \frac{m}{s} \log c_1(m, s) \\
= T_{N,k}(X).
\]

2.5 Numerical results

To investigate the behaviour of \( T_{N,k}(m, s) \), random samples are generated not only from the \( GG(m, s) \) distribution, but also from the multivariate Student distribution \( ST(m, \nu) \), \( \nu > 0 \) on \( \mathbb{R}^m \) which has density function

\[
f(x : m, \nu) = c_5 |\Sigma|^{-1/2} \left(1 + \frac{1}{\nu}(x - a)^T \Sigma^{-1}(x - a)\right)^{-\frac{1+m}{2}}, \quad x \in \mathbb{R}^m,
\]
where
\[ c_S(m, \nu) = \frac{\Gamma[(\nu + m)/2]}{(\pi \nu)^{m/2} \Gamma(\nu/2)}. \]

This is achieved via the following stochastic representations [114].

**Lemma 2.5.1.** 1. For \( X \sim GG(m, s) \) we have \( X \stackrel{d}{=} UR \) where \( U \) is uniformly distributed on \( S^{m-1} \) and \( R \stackrel{d}{=} V^{1/s} \) with \( V \sim \text{Gamma}(m/s, 2) \).

2. For \( X \sim ST(m, \nu) \) we have \( X \stackrel{d}{=} Z/\sqrt{G} \), where \( Z \sim N(0, I_m) \) and \( G \sim \text{Gamma}(\nu/2, \nu/2) \).

For the case \( m = 2 \), the generated points are put on scatter plots for different values of \( s \) and \( \nu \), see Figure 2.1 for \( GG(m, s) \) and Figure 2.2 for \( ST(m, \nu) \). One can observe that visually distributions \( GG(m, s) \) and \( ST(m, \nu) \) are hardly distinguishable. Therefore, our goodness-of-fit test is applied for detecting of the generalized Gaussian distribution.

![Figure 2.1: Scatter plots of 1000 random points from GG(m, s) with m = 2](image)

### 2.5.1 Empirical distribution of \( GG(m, s) \)

\( N = 10^6 \) points are generated from the \( GG(m, s) \) distribution for different values of \( s \). For the purpose of comparison the scaling \( X \to X/\sigma \) is applied where
\[
\sigma^2 = \frac{2^{2/s} \Gamma[(m + 2)/s]}{m \Gamma(m/s)}
\]
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is the variance of the $GG(m, s)$ distribution. The test results are shown in Figure 2.3.
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2.5.2 Asymptotic behaviour of $T_{N,k}(m,s)$ as $N \to \infty$.

For fixed $(N, k)$ and $(m, s)$, a sample of size $N$ from the $GG(m, s)$ distribution is generated and the empirical value of $T_{N,k}(m,s)$ is recorded, repeating this $M = 100$ times. This yields a sample realisation \{\(T_1, T_2, \ldots, T_M\)\} from the distribution of $T_{N,k}(m,s)$, from which we estimate its mean and variance by

\[
\bar{T}_{N,k} = \frac{1}{M} \sum_{j=1}^{M} T_i \quad \text{and} \quad S^2_{N,k} = \frac{1}{M-1} \sum_{j=1}^{M} (T_i - \bar{T}_{N,k})^2
\]

Figure 2.4: Consistency of $T_{N,k}(m,s)$ for different values of $k$ ($M = 100$ repetitions).

Figures 2.4 demonstrates how $\bar{T}_{N,k}(m,s)$ approaches 0 as the number of sample size, $N$, increases for various values of $m \in \{1, 2, 3\}$, $s \in \{0.5, 1, 1.5, 2, 2.5\}$ and $k = 1, 2, 3$ corresponding to the standard error $S_{N,k}$. The mean statistics for $k = 1, 2, 3$ are shown in Figures 2.4.
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Figure 2.5: Consistency of $T_{N,k}(m,s)$ for different values of $s$ ($M = 100$ repetitions).

Figure 2.5 shows how $T_{N,k}(m,s)$ approaches 0 as $N$ increases for various values of $m$, $s$ and $k$. This experiment is repeated for the null distribution of $T_{N,k}(m,s)$. It can also be seen that the statistic of $T_{N,k}(m,s)$ increases with parameter value $k$, and decreases with the dimension $m$. 
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Figure 2.6: Consistency of $T_{N,k}(m,s)$ for $k = 1$ ($M = 100$ repetitions).

Figure 2.6 shows its behaviour for $m \in \{1, 2, 3\}$, $s \in \{0.5, 1, 1.5, 2, 2.5\}$ and $k = 1$ with error bars corresponding to the standard error $S_{N,k}/\sqrt{M}$. From these data it is observe that the empirical variance is decreasing when $k$ increases. From the other hand, the bias or mean $\bar{T}_{N,k}(m,s)$ is smaller for smaller values of $k$ or $m$. These results confirm the variance reduction of $k$-th nearest neighbour estimators observed in [13].
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Asymptotic behaviour of $T_{N,k}(m,s_0)$ on data from $GG(m,s_1)$

For various values of $s_0$ and $s_1$, samples from the $GG(m,s_1)$ distribution are generated and the behaviour of $T_{N,k}(m,s_0)$ is examined as $N$ increases. The results are shown in Figure 2.7 and Figure 2.8. When $s_0 \neq s_1$ we see that the statistic approaches a strictly negative value, and that this becomes increasingly negative as the difference between $s_0$ and $s_1$ increases.

Figure 2.7: The behaviour of $T_{N,k}(m,s_0)$ with $k = 1$ on data from the $GG(m,s_1)$ distribution with $m = 2$. 
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Figure 2.8: The behaviour of $T_{N,k}(m,s_0)$ with $k = 1$ on data from the $GG(m,s_1)$ distribution for different values of $m$

Asymptotic behaviour of $T_{N,k}(m,s)$ on data from $ST(m, \nu)$

For various values of $s$, we generate samples from the $ST(m, \nu)$ distribution are generated and the behaviour of $T_{N,k}(m,s)$ is examined as $N$ increases. The outcomes of the test are shown in Figure 2.9.
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2.5.3 Empirical distribution of $T_{N,k}(m,s)$

Numerical results suggest that the distribution of $T_{N,k}(m,s)$ is asymptotically normal as the sample size $N \to \infty$. For different values of $(N,k)$ and $(m,s)$, $N_T = 1000$ samples from the $GG(m,s)$ distribution are generated and the corresponding values of $T_{N,k}(m,s)$ is recorded, repeating this $M = 100$ times. To each of these 10 samples from the distribution of $T_{N,k}(m,s)$ then the Shapiro-Wilk test is applied for normality \[111\] and the $p$-value is recorded returned by the test.
Figure 2.10: Shapiro-Wilk p-values as $N$ increases for different values of $m$, $s$ and $k$ ($M = 100$ repetitions).

Figure 2.10 shows how these p-values behave as $N$ increases, for various values of $m$, $s$ and $k$. The plots suggest that the normal hypothesis cannot be rejected for samples of size $N = 200$ or more. Figure 2.11 shows how the p-values behave for $k = 1$, with error bars corresponding to the standard error across the $M = 100$ repetitions.
Figure 2.11: Shapiro-Wilk $p$-values as $N$ increases for different values of $m$ and $s$ with $k = 1$ ($M = 100$ repetitions).
Entropy and its various generalizations are important in many fields including mathematical statistics, communication theory, physics and computer science, for characterizing the amount of information in a probability distribution. This chapter defines that a class of estimators of the Rényi entropy based on the independent identically distribution sample drawn from an unknown distribution \( f \) in \( \mathbb{R}^m \). The chapter also develops the goodness-of-fit test to determine that sample appearance follows one of the established multivariate Student t distribution based on the maximum entropy principle. \( L^2 \) consistency is also proved using the \( k \)-th nearest neighbours estimator of Rényi entropy. The advantage of the estimator is indicated via theoretical and numerical considerations. This chapter is structured as follows:

- Section 3.1 reviews the maximum Rényi entropy principles for the Rényi entropy and clarifies the multivariate Student and Pearson type II distributions.

- Section 3.2 reviews the nearest-neighbour estimators for the Rényi entropy. The \( L^2 \) — convergences of estimator are proven for arbitrary fixed \( k \geq 2 \).

- Section 3.3 proposes the goodness-of-fit test for the multivariate Student and Pearson type II distributions.

- Section 3.4 includes the numerical results with some auxiliary material.
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3.1 Maximum entropy principle

Let \( X \in \mathbb{R}^m \) be a random vector that has a density function \( f(x) \) with respect to Lebesgue measure on \( \mathbb{R}^m \). The Rényi entropy of order \( q \in (0, 1) \cup (1, \infty) \) of this distribution is

\[
H_q(f) = \frac{1}{1 - q} \log \int_{\mathbb{R}^m} f^q(x) \, dx,
\]

which is continuous and non-increasing in \( q \). If the support \( S = \{x \in \mathbb{R}^m : f(x) > 0\} \) of the distribution has finite Lebesgue measure \( |S| \), then

\[
\lim_{q \to 0} H_q(f) = \log |S|,
\]

otherwise \( H_q(f) \to \infty \) as \( q \to 0 \). Note also that

\[
\lim_{q \to 1} H_q(f) = H_1(f) = -\int_S f(x) \log f(x) \, dx.
\]

Let \( a \in \mathbb{R}^m \) and let \( \Sigma \) be a symmetric positive definite \( m \times m \) matrix.

The multivariate Gaussian distribution \( N_m(a, \Sigma) \)

The multivariate Gaussian distribution \( N_m(a, \Sigma) \) has density function

\[
f_{a,\Sigma}(x) = (2\pi)^{-m/2} |\Sigma|^{-1/2} \exp \left( -\frac{1}{2} (x - a)^T \Sigma^{-1} (x - a) \right), \quad x \in \mathbb{R}^m.
\]

For \( X \sim N_m(a, \Sigma) \), we have \( a = \mathbb{E}(X) \) and \( \Sigma = \text{Cov}(X) \), where \( \text{Cov}(X) = \mathbb{E}[(X - a)(X - a)^T] \) is the covariance matrix of the distribution.

The multivariate Student distribution \( T_m(a, \Sigma, \nu) = ST(m, \nu) \)

For \( \nu > 0 \), the multivariate Student distribution \( T_m(a, \Sigma, \nu) \) on \( \mathbb{R}^m \) has density function

\[
f_{a,\Sigma,\nu}(x) = f(x : m, \nu) = c_{\nu} |\Sigma|^{-1/2} \left( 1 + \frac{1}{\nu} (x - a)^T \Sigma^{-1} (x - a) \right)^{-\frac{m+\nu}{2}}, \quad x \in \mathbb{R}^m,
\]

where

\[
c_{\nu}(m, \nu) = \frac{\Gamma((\nu + m)/2)}{(\pi \nu)^{m/2} \Gamma(\nu/2)},
\]

For \( X \sim T_m(a, \Sigma, \nu) \), we have \( a = \mathbb{E}(X) \) when \( \nu > 1 \) and \( \Sigma = (1 - 2/\nu) \text{Cov}(X) \) when \( \nu > 2 \), see [50]. It is known that from [62], \( f_{a,\Sigma,\nu}(x) \to f_{a,\Sigma}(x) \) converges pointwise as \( \nu \to \infty \).
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The multivariate Pearson type II distribution $P_m(a, \Sigma, \xi)$

For $\xi > 0$, the multivariate Pearson Type II distribution $P_m(a, \Sigma, \xi)$ on $\mathbb{R}^m$, also known as the Barenblatt distribution, has density function

$$f_{a,\Sigma,\xi}^P(x) = c_b|\Sigma|^{-1/2} \left[1 - (x - a)^T \Sigma^{-1} (x - a)\right]_+^{\xi/2}, \quad x \in \mathbb{R}^m$$

where $t_+ = \max\{t, 0\}$ and

$$c_b(m, \xi) = \frac{\Gamma(m/2 + \xi + 1)}{\pi^{m/2} \Gamma(\xi + 1)}.$$

For $X \sim P_m(a, \Sigma, \xi)$, we have $a = \mathbb{E}(X)$ and $\Sigma = (m + 2\xi + 2)\text{Cov}(X)$. It is known that $f_{a,\Sigma,\xi}^P(x) \to f_{a,\Sigma}^P(x)$ as $\xi \to \infty$.

Remark 3.1.1. If the covariance matrix $C$ is diagonal, the Pearson Type II distribution belongs to the class of time-dependent distributions

$$u(x, t) = c(\beta, \gamma)t^{-m/2} \left[1 - \left(\frac{\|x\|}{ct/\gamma}\right)\right]_+^{\beta/2}$$

with $c > 0$, supp$\{u(x, t)\} = \{x \in \mathbb{R}^m : \|x\| < ct\}$ and

$$c(\beta, \gamma) = \beta \Gamma(m/2) / \left[2c^m \pi^{m/2} \beta^{m/2} \Gamma(m/2 + \gamma + 1)\right],$$

which are known as Barenblatt solutions of the source-type non-linear diffusion equations $u'_t = \Delta(u^q)$ where $q > 1$, $\Delta$ is the Laplacian and $\gamma = 1/(q - 1)$. For details see [41, 123] or [29].

3.1.1 Rényi entropy

The Rényi entropy of the multivariate Gaussian distribution $N_m(a, \Sigma)$, see [56], is

$$H_q(f_{a,\Sigma}^G) = \log \left[(2\pi)^{m/2}|\Sigma|^{1/2}\right] - \frac{m}{2(1-q)} \log q$$

$$= H_1(f_{a,\Sigma}^G) - \frac{m}{2} \left(1 + \frac{\log q}{1 - q}\right)$$

where $H_1(f_{a,\Sigma}^G) = \log \left[(2\pi e)^{m/2}|\Sigma|^{1/2}\right]$ is the differential entropy of $N_m(a, \Sigma)$.

From [132], the Rényi entropy of the multivariate Student distribution $T_m(a, \Sigma, \nu)$ is

$$H_q(f_{a,\Sigma,\nu}^S) = \frac{1}{2} \log |\Sigma| + c'_S(m, q, \nu)$$

(3.5)
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where

$$c'_S(m, q, \nu) = \frac{1}{1-q} \log \left( \frac{B \left( q \left( \frac{\nu + m}{2} - \frac{m}{2} \cdot \frac{m}{2} \right) \right)}{B \left( \frac{\nu}{2}, \frac{m}{2} \right)} \right) + \frac{m}{2} \log(\pi \nu) - \log \Gamma \left( \frac{m}{2} \right).$$

Likewise, from [132] the Rényi entropy of the multivariate Pearson Type II distribution $P_m(a, \Sigma, \xi)$ is

$$H_q(f^P_{a, \Sigma, \xi}) = \frac{1}{2} \log |\Sigma| + c'_B(m, q, \xi),$$

where

$$c'_B(m, q, \xi) = \frac{1}{1-q} \log \left( \frac{B \left( q \xi + 1, \frac{m}{2} \right)}{B \left( \xi + 1, \frac{m}{2} \right)} \right) + \frac{m}{2} \log(\pi) - \log \Gamma \left( \frac{m}{2} \right).$$

3.1.2 Maximum entropy principle

**Definition 3.1.1.** Let $\mathcal{K}$ be the class of density functions supported on $\mathbb{R}^m$ and subject to the constraints

$$\int_{\mathbb{R}^m} x f(x) dx = a \quad \text{and} \quad \int_{\mathbb{R}^m} (x-a)(x-a)^T f(x) dx = C,$$

where $a \in \mathbb{R}^m$ and $C$ is a symmetric and positive definite $m \times m$ matrix.

It is well-known that the differential entropy $H_1$ is uniquely maximized by the multivariate normal distribution $N_m(a, \Sigma)$, that is

$$H_1(f) \leq H_1(f^G_{a, \Sigma}) = \log \left[ (2\pi e)^{m/2} |\Sigma|^{1/2} \right]$$

with equality if and only if $f = f^G_{a, \Sigma}$ almost everywhere. The following result is discussed by [56, 70, 83] and [62] among others.

**Theorem 3.1.1** (Maximum Rényi entropy).

(1) For $m/(m+2) < q < 1$, $H_q(f)$ is uniquely maximized over $\mathcal{K}$ by the multivariate Student distribution $T_m(a, \Sigma, \nu)$ with $\nu = 1/(1-q) - m$ and $\Sigma = (1-2/\nu)C$.

(2) For $q > 1$, $H_q(f)$ is uniquely maximized over $\mathcal{K}$ by the multivariate Pearson Type II distribution $P_m(a, \Sigma, \xi)$ with $\xi = 1/(q-1)$ and $\Sigma = (2\xi + m + 2)C$.

Applying (3.5) and (3.6) yields the following.
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Corollary 3.1.1.1.

(1) For \( m / (m + 2) < q < 1 \), the maximum value of \( H_q \) is

\[
H_q^{\text{max}} = \frac{1}{2} \log |\Sigma| + c'_2(m, q, \nu)
\]

with \( \nu = 1 / (1 - q) - m \) and \( \Sigma = (1 - 2 / \nu)C \).

(2) For \( q > 1 \), the maximum value of \( H_q \) is

\[
H_q^{\text{max}} = \frac{1}{2} \log |\Sigma| + c'_9(m, q, \xi)
\]

with \( \xi = 1 / (q - 1) \) and \( \Sigma = (2 \xi + m + 2)C \).

3.2 Statistical estimation of the Rényi entropy

The results on the statistical estimation of the Rényi entropy are stated due to [75] and [98]. Extensions of these results can be found in [13, 18, 30, 97] and [44].

Let \( X \in \mathbb{R}^m \) be a random vector with density function \( f \), and let \( G_q(f) \) denote the expected value of \( f^{q-1}(X) \),

\[
G_q(f) = \mathbb{E}[f^{q-1}(X)] = \int_{\mathbb{R}^m} f^q(x) \, dx
\]

so that \( H_q(f) = \frac{1}{1-q} \log G_q(f) \).

Let \( X_1, X_2, \ldots \) be independent random vectors from the distribution of \( X \), and for \( k, N \in \mathbb{N} \) where \( k < N \), let \( \rho_{i,k,N} \) denote the \( k \)-th nearest neighbour distance of \( X_i \) in the sample \( X_1, X_2, \ldots, X_N \), defined to be the \( k \)-th order statistic of the \( N - 1 \) distances \( \|X_i - X_j\| \) with \( j \neq i \),

\[
\rho_{i,1,N} \leq \rho_{i,2,N} \leq \cdots \leq \rho_{i,N-1,N}.
\]

The expectation \( G_q(f) = \mathbb{E}(f^{q-1}(X)) \) is estimated by the sample mean

\[
\hat{G}_{k,N,q} = \frac{1}{N} \sum_{i=1}^{N} \left( \zeta_{i,k,N} \right)^{1-q},
\]

where

\[
\zeta_{i,k,N} = (N - 1)C_k V_m \rho_{i,k,N}^m \quad \text{with} \quad C_k = \left[ \frac{\Gamma(k)}{\Gamma(k + 1 - q)} \right]^{1/q}
\]

and \( V_m = \frac{\pi^{m/2}}{\Gamma(m/2 + 1)} \) is the volume of the unit ball in \( \mathbb{R}^m \).
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Convergence results

For $r > 0$, the $r$-moment of a density function $f$ is

$$M_r(f) = \mathbb{E}(\|X\|^r) = \int_{\mathbb{R}^m} \|x\|^r f(x) \, dx,$$

and the critical moment of $f$ is

$$r_c(f) = \sup\{r > 0 : M_r(f) < \infty\}$$

so that $M_r(f) < \infty$ if and only if $r < r_c(f)$.

Theorem 3.2.1 was formulated without proof in [75], the proof of it is presented below.

Theorem 3.2.1. Let $0 < q < 1$ and $k \geq 1$ be fixed.

1. If $G = G_q(f) < \infty$ and

$$r_c(f) > \frac{m(1-q)}{q}, \quad (3.7)$$

then

$$\mathbb{E}[\hat{G}_{k,N,q}] \rightarrow G_q \quad \text{as } N \rightarrow \infty. \quad (3.8)$$

2. If $G_q(f) < \infty$, $q > \frac{1}{2}$ and

$$r_c(f) > \frac{2m(1-q)}{2q-1}, \quad (3.9)$$

then

$$\mathbb{E}[\hat{G}_{k,N,q} - G_q]^2 \rightarrow 0 \quad \text{as } N \rightarrow \infty. \quad (3.10)$$

Remark 3.2.1. If $G_q < \infty$ for $q \in (1, \frac{k+1}{2})$ then

$$\mathbb{E}[\hat{G}_{k,N,q}] \rightarrow G_q \quad \text{and} \quad \mathbb{E}[\hat{G}_{k,N,q} - G_q]^2 \rightarrow 0 \quad \text{as } N \rightarrow \infty,$$

see [75].

Remark 3.2.2. If $G_q(f) < \infty$ for $q \in (0, 1)$ and $f(x) = O(\|x\|^{-\beta})$ as $\|x\| \rightarrow \infty$ for some $\beta > m$, then $r_c(f) = \beta - m$ and condition (3.8) is automatically satisfied, see [99] for a discussion and counterexamples showing that conditions (3.7) and (3.9) cannot be omitted in general.
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Proof of Theorem 3.2.1.
Let us write
\[
\hat{G}_{k,N,q} = \frac{1}{N} \sum_{i=1}^{N} [(N-1)^{1/m}(C_k V_k)^{1/m} \rho_{i,k,N-1}]^{(1-q)m}.
\]

It is showed that the method proposed by [9] for \( k = 1 \), in fact works for any fixed \( k \geq 1 \). By Theorem 2.1 of [99], the uniform integrability condition
\[
\sup_N E \left[ \left\{ (N-1)(C_k V_k)^{m/(1-q)} \right\}^{(1-q)p} \right] < \infty \quad (3.11)
\]
for some \( p > 1 \) (statement 1) or some \( p > 2 \) (statement 2) ensures the \( L_p \) convergence of \( \hat{G}_{N,k,q} \) to \( I_q \) as \( N \to \infty \). Because a bound on left-hand side of (3.11) is needed to obtain, the results can be used on the subadditivity of Euclidean functionals defined on the nearest-neighbors graph [128].

The following Lemma 3.3 from [98] is used, see also [128, p.85].

Lemma 3.2.1 ([98]). Let \( 0 < s < m \).
If \( r_c(f) > \frac{ms}{m-s} \), then
\[
\sum_{j=1}^{\infty} 2^{js} [P(A_j)]^{\frac{m-s}{m}} < \infty,
\]
where \( P(A_j) = \int_{A_j} f(x) \, dx \) and
\[
A_j = b(0, 2^{j+1}) \setminus b(0, 2^{j}) \quad \text{for} \quad j = 1, 2, \ldots
\]
with \( b(0,R) = \{ x \in \mathbb{R}^m : ||x|| \leq R \} \) and \( A_0 = b(0,2) \).

Continuing the proof of Theorem 3.2.1 let \( b = (1-q)mp \) and \( 0 < 1 - b/m < 1 \), one gets \( p > 1/(1-q) \).

By exchangeability,
\[
E \left[ (N-1)^{1/m}(C_k V_m)^{1/m} \rho_{i,k,N-1} \right]^{b} \leq (C_k V_m)^{b/m}(N-1)^{b/m-1} E(\mathcal{L}_k^b(\mathcal{X}_N)),
\]
where \( \mathcal{X}_N = \{X_1, X_2, \ldots, X_N\} \), and for any finite point set \( \mathcal{X} \subset \mathbb{R}^m \) and \( b > 0 \):
\[
\mathcal{L}_k^b(\mathcal{X}) = \sum_{x \in \mathcal{X}} \phi_k^b(x, \mathcal{X}),
\]
\[
\phi_k^b(x, \mathcal{X}) = \frac{(N-1)^{b/m}(C_k V_m)^{b/m} \rho_{i,k,N-1}^b}{N}.
\]
where $D_k(x, \mathcal{X})$ denotes the Euclidean distance from $x$ to its $k$-nearest neighbour in the point set $\mathcal{X} \setminus \{x\}$ when $\text{card}(\mathcal{X}) \geq k$; set $D_k(x, \mathcal{X}) = 0$ if $\text{card}(\mathcal{X}) \leq k$.

The function $\mathcal{X} \mapsto L^b_k(\mathcal{X})$ satisfies the subadditivity relation

$$L^b_k(\mathcal{X} \cap \mathcal{Y}) \leq L^b_k(\mathcal{X}) + L^b_k(\mathcal{Y}) + U_k t^b$$

for all $t > 0$ and finite $\mathcal{X}$ and $\mathcal{Y}$ contained in $[0, t]^m$, where $U_k = 2km^{b/2}$, $b > 0$. Indeed, if $\mathcal{X}$ has more than $k$ elements, the $k$-nearest neighbour distances of points in $\mathcal{X}$ can only become smaller when we add some other set $\mathcal{Y}$. Hence, (3.13) holds with $U_k = 0$ if $\mathcal{X}$ and $\mathcal{Y}$ have more than $k$ elements. If $\mathcal{X}$ has $k$ elements or less, then $L^b_k(\mathcal{X})$ is zero, but when the set $\mathcal{Y}$ is added, it is gained at most $k$ new edges from points in $\mathcal{X}$ in the nearest neighbours graph, and each of these is of length most $t p_m$ (for more details, see [128, pp.101-103]).

Let $s(N)$ be the largest $j \in \mathbb{N}$ such that $\mathcal{X}_N = \{X_1, X_2, \ldots, X_N\} \cap A_j$ is not empty. Using ideas from [128, p.87]:

$$\mathcal{X}_N \cap \left( \bigcup_{j=0}^{s(N)} A_j \right) = \bigcup_{j=0}^{s(N)} (X_N \cap A_j),$$

and by the subadditivity property,

$$L^b_k(\mathcal{X}_N) \leq L^b_k(\mathcal{X}_N \cap A_{s(N)}) + L^b_k\left( \mathcal{X}_N \cap \left\{ \bigcup_{j=0}^{s(N)-1} A_j \right\} \right) + U_k 2^{s(N)+1}.$$

Applying subadditivity in the same way to the second term on the right yields

$$L^b_k\left( \mathcal{X}_N \cap \left\{ \bigcup_{j=0}^{s(N)-1} A_j \right\} \right) \leq L^b_k(\mathcal{X}_N \cap A_{s(N)-1}) + L^b_k\left( \mathcal{X}_N \cap \left\{ \bigcup_{j=0}^{s(N)-2} A_j \right\} \right) + U_k 2^{s(N)}.$$

Repeatedly applying subadditivity, it can be arrived at

$$L^b_k(X_1, \ldots, X_N) \leq \sum_{j=0}^{s(N)} L^b_k(\mathcal{X}_N \cap A_j) + 2^{b+s(N)} \frac{U_k}{1-2^{-b}}$$

$$\leq \sum_{j=0}^{s(N)} L^b_k(\mathcal{X}_N \cap A_j) + 2^{b+s(N)} M_k$$

$$\leq \sum_{j=0}^{s(N)} L^b_k(\mathcal{X}_N \cap A_j) + M_k \max_{1 \leq i \leq N} ||X_i||^b$$

(3.14)
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for some constant $M_k$ depending on $m, k$ and $b$.

From (3.13) and (3.14), it is obtained that

$$
\mathbb{E}\left((N-1)^{1/m}(C_k V_m)^{1/m} \rho^{(i)}_{kN-1} \right)^b \\
\leq (C_k V_m)^{b/m}(N-1)^{b/m-1} \mathbb{E}\left( \sum_{j=0}^{d(N)} \mathcal{L}_k^b(\mathcal{X}_N \cap \mathcal{A}_j) \right) \\
+ W_k \mathbb{E}\left((N-1)^{b/m-1} \max_{1 \leq i \leq N} \|X_i\|^b \right)
$$

(3.15)

for some constant $W_k$ depending on $m, k$ and $b$.

Using Lemma 3.3 of [128], it is achieved:

$$
L_k^b(\mathcal{X}) \leq L(diam(\mathcal{X}))^b (\text{card} \mathcal{X})^{1-b/m}
$$

(3.16)

for some constant $L$. Following [98], by Jensen’s inequality and using the fact that $diam(A_j) = 2^j$ from (3.15) and (3.16), we obtain that

$$
(N-1)^{b/m-1} \mathbb{E}\left( \sum_{j=0}^{d(N)} L_k^b(\mathcal{X}_N \cap \mathcal{A}_j) \right) \leq L_1 \sum_{j=0}^{d(N)} 2^j [P(X_1 \in \mathcal{A}_j)]^{1-b/m},
$$

(3.17)

where $L_1 > 0$ is a constant.

Recall our assumptions that $0 < \alpha < \frac{m}{\ell}$ where $\ell \in \{1, 2\}$ and $\alpha = (1-q)m$, and also that $r_c(f) > \frac{lna}{m-a}$. Setting $s = b$ in Lemma 3.2.1, we see that the left hand side of (3.17) is finite, so the first term on the right hand side of (3.15) is bounded by a constant which is independent of $N$.

For a non-negative random variable $Z > 0$, it is know that

$$
\mathbb{E}(Z) = \int_0^\infty \mathbb{P}(Z > z) \, dz,
$$

so the second term in (3.15) is bounded by

$$
W_k \int_0^\infty \mathbb{P}\left( \max_{1 \leq i \leq N} \|X_i\|^b > u \cdot N^{1-b/m} \right) \, du \\
\leq W_k \left[ 1 + N \int_1^\infty \mathbb{P}\left( \|X_1\|^b > \left( u \frac{mb}{m-b} N \right)^{1-b/m} \right) \, du \right].
$$

(3.18)

By the Markov inequality $\mathbb{P}(Z > a) \leq \frac{E[Z]}{a}$ for $a > 0$, we get for $u \geq 1$.

$$
\mathbb{P}\left( \|X_1\|^b > \left( u \frac{mb}{m-b} N \right)^{1-b/m} \right) = \mathbb{P}\left( \|X_1\|^b > u \frac{mb}{m-b} N \right) \\
\leq \mathbb{E}[\|X_1\|^b]/u \frac{mb}{m-b} N.
$$

(3.19)
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From (3.18) and (3.19), it is seen that the second term in (3.15) is bounded by

\[ W_k \left[ 1 + \int_0^{\infty} E\|X_1\|^{mb/(m-b)} \frac{1}{um/(m-b)} du \right] \]

which is independent of \( N \), because \( p \) can be chosen to ensure that \( 0 < 1 - b/m < 1 \), and

\[ E\|X_1\|^{mp(1-q)/(1-p)} < \infty \quad \text{or} \quad r_c(f) > \frac{mp(1-q)}{1-p(1-q)}, \]

which is consistent with conditions of Theorem 2.1. Note that the function \( h(p, q) = \frac{p(1-p)m}{1-(1-q)p} \) is such that \( h(1, q) \) gives the right-hand side of (3.8) and \( h(2, q) \) gives the right-hand side of (3.10). Moreover, if \( r_c(f) > h(1, q) \) for some \( q < 1 \) (resp. \( r_c(f) > h(2, q) \)) for some \( q \) satisfying \( 1/2 < q < 1 \), we also have \( r_c(f) > h(p, q) \) for some \( p > 1 \) (resp. \( r_c(f) > h(p, q) \) for \( p > 2 \)).

3.3 Hypothesis tests

The class \( \mathcal{K} \) is restricted to only those distributions which satisfy the following conditions: for any fixed \( k \geq 1 \) and \( q > 1/2 \),

\[ E(\hat{H}_{N,k,q}) \to H_q \quad \text{as} \quad N \to \infty, \quad \text{and} \]

\[ \hat{H}_{N,k,q} \to H_q \quad \text{in probability as} \quad N \to \infty. \]

By the Theorem 3.2.1, it is known that \( \mathcal{K} \) contains \( T_m(a, \Sigma, \nu) \) for all \( \nu > 2 \) and \( P_m(a, \Sigma, \xi) \) for all \( \xi > 0 \).

Let \( X_1, X_2, \ldots, X_N \) be independent and identically distributed random vectors with common density \( f \in \mathcal{K} \), and let \( \hat{C}_N \) be the sample covariance matrix,

\[ \hat{C}_N = \frac{1}{N-1} \sum_{i=1}^{N} (X_i - \bar{X})(X_i - \bar{X})^T. \]

(1) To test the hypothesis \( X \sim T_m(a, \Sigma, \nu_0) \) where \( \nu_0 > 2 \), the test statistic is defined by

\[ W_{N,k}^S(m, \nu) = H^\max - \hat{H}_{N,k}(m, q), \]

where

\[ H^\max_q = \frac{1}{2} \log |\hat{\Sigma}_N| + c'_q(m, q, \nu) \]

with \( q = 1 - 1/(\nu + m) \) and \( \hat{\Sigma}_N = (1 - 2/\nu)\hat{C}_N. \)
(2) To test the hypothesis \( X \sim P_m(a, \Sigma, \xi_0) \) where \( \xi_0 > 0 \), the test statistic is defined by

\[
W_{N,k}^P(m, \xi) = H_{q}^{\max} - \hat{H}_{N,k}(m, q),
\]

where

\[
H_{q}^{\max} = \frac{1}{2} \log |\hat{\Sigma}_N| + c'_{p}(m, q, \xi)
\]

with \( q = 1 + 1/\xi \) and \( \hat{\Sigma}_N = (2\xi + m + 2)\hat{C}_N \).

By the law of large numbers, \( \hat{C}_N \to C \) in probability as \( N \to \infty \), so by Slutsky's theorem, for any fixed \( k \geq 1 \), it is obtained that

\[
\lim_{N \to \infty} W_{N,k}^S(m, \nu) \overset{p}{\to} \begin{cases} 
0 & \text{if } X \sim T_m(a, \Sigma, \nu), \\
c > 0 & \text{otherwise}, 
\end{cases}
\]

and

\[
\lim_{N \to \infty} W_{N,k}^P(m, \xi) \overset{p}{\to} \begin{cases} 
0 & \text{if } X \sim P_m(a, \Sigma, \xi), \\
c > 0 & \text{otherwise}, 
\end{cases}
\]

where symbol \( \overset{p}{\to} \) stands for convergence in probability and \( c \) is a constant that depends on the distribution of \( X \).

The distributions of \( W_{N,k}^P(m, \nu) \) when \( X \sim T_m(a, \Sigma, \nu) \) and \( W_{N,k}^P(m, \xi) \) when \( X \sim P_m(a, \Sigma, \xi) \) are unknown. An analytical derivation of these distributions seems difficult, because the random variables \( \hat{H}_{N,k} \) and \( \hat{C}_N \) are not independent and their covariance appears to be intractable, despite the fact that the asymptotic distribution of \( \hat{H}_{N,k} \) can be revealed by applying the results of \([24, 30, 98]\) and \([13]\) and that of \( \hat{C}_N \) by the delta method. In the next section, these null distributions are investigated using Monte Carlo methods.

### 3.4 Numerical experiments

#### 3.4.1 Random samples

Random samples from \( T_m(a, \Sigma, \nu) \) and \( P_m(a, \Sigma, \xi) \) can be generated according to the stochastic representation

\[
X = RBU + a,
\]

where \( R \) is the distribution of the radial distance \( \left[(X - a)^T \Sigma^{-1}(X - a)\right]^{1/2} \), \( B \) is an \( m \times m \) matrix with \( B^TB = \Sigma \) and \( U \) is uniformly distributed on the surface of a unit \( m \)-sphere \( S^{m-1} \). In particular,
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- $R^2 \sim \text{InvGamma}(m/2, m/2)$ yields $X \sim T_m(a, \Sigma, \nu)$;

- $R^2 \sim \text{Beta}(m/2, \xi + 1)$ yields $X \sim P_m(a, \Sigma, \xi)$.

Let $I_m$ be the $m \times m$ identity matrix. The distributions are investigated:

- $T_m(\nu) = T_m(0, I_m, \nu)$ for $\nu > 2$ and

- $P_m(\xi) = P_m(0, I_m, \xi)$ for $\xi > 1$.

Let $I_m$ be the $m \times m$ identity matrix. The distributions are investigated:

- $T_m(\nu) = T_m(0, I_m, \nu)$ for $\nu > 2$ and

- $P_m(\xi) = P_m(0, I_m, \xi)$ for $\xi > 1$.

For the case $m = 2$, points on scatter plots are generated for different values of $\xi$ and $\nu$, see Figure 3.1a for $T_m(\alpha, \Sigma, \nu)$ and Figure 3.1b for $P_m(\alpha, \Sigma, \xi)$. One can observe that as $\nu$ and $\xi$ increase the $T_m(\alpha, \Sigma, \nu)$ and $P_m(\alpha, \Sigma, \xi)$ distributions converge to multivariate Gaussian and Uniform distributions respectively.
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3.4.2 Consistency

To investigate the consistency of $W_{N,k}^{S}(m, \nu)$ for various values of $m$ and $\nu$, $M = 100$ random samples of size $N$ from the $T_{m}(\nu)$ distribution are generated with $N$ increasing from $N = 500$ to $N = 5000$ in steps of 500, and recording the value of $W_{N,k}^{S}(m, \nu)$ for $k = 1, 2, 3$ each time. The mean values of the statistics for $k = 1$

![Graphs showing the asymptotic behaviour of $W_{N,k}^{S}(m, \nu)$ as $N \to \infty$ for different values of $m$ and $\nu$. The statistic $W_{N,k}^{S}(m, \nu)$ increases with $\nu$ and decreases with $m$.]

are shown in Figure 3.2, where the length of the error bars is equal to the standard deviation of the statistics around their mean values. The mean statistics for $k = 1, 2, 3$ are shown in Figure 3.3, where it is evident that the statistic of $W_{N,k}^{S}(m, \nu)$ increases with the parameter value $\nu$, and decreases with the dimension $m$. 
Figure 3.3: The asymptotic behaviour of $W_{SN,k}(m, \nu)$ as $N \to \infty$. The statistic of $W_{SN,k}(m, \nu)$ increases with $\nu$ and decreases with $m$.

For fixed $N$ and $(m, \nu)$, a sample of size $N$ from $T_m(\nu)$ distribution is generated and the empirical value of $W_{SN,k}(m, \nu)$ is recorded for a fixed $k$, and this is repeated $M = 10^3$ times. This yields a sample realisation $\{W_1, W_2, \ldots, W_M\}$ from the distribution of $W_{SN,k}(m, \nu)$, from which its mean and variance are estimated by

$$\bar{W}_{SN,k}(m, \nu) = \frac{1}{M} \sum_{j=1}^{M} W_j \quad \text{and} \quad S_{SN,k}^2(m, \nu) = \frac{1}{M-1} \sum_{j=1}^{M} (W_j - \bar{W}_{SN,k}(m, \nu))^2.$$
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standard error $S_{N,k}(m, \nu)$. From these data, it is observed that the empirical variance is decreasing when $k$ increases. From the other hand, the bias or mean $\bar{W}_{N,k}^{S}(m, \nu)$ is smaller for values of $k$ or $m$. These result confirm the variance reduction of $k$-th nearest neighbour estimators observed in [13].

Figure 3.4: Asymptotic behaviour of $W_{N,k}^{P}(m, \xi)$ as $N \to \infty$ for $k = 2$.

The experiment for $W_{N,k}^{P}(m, \xi)$ is repeated but this time with samples increasing in size from $N = 50$ to $N = 500$ in steps of 50. The mean values of the statistics for $k = 2$ are shown in Figure 3.4 where length of the error bars are equal to the standard deviation of the statistics their mean values. The mean statistics for $k = 1, 2, 3$ are shown in Figure 3.5 note that these are only defined for $k > 1/\xi$. The convergence of $W_{N,k}^{P}(m, \xi)$ is evidently much faster than that of $W_{N,k}^{S}(m, \nu)$, perhaps
because the support of $P_m(\xi)$ is bounded for any finite $\xi > 0$ while the support of $T_m(\nu)$ is unbounded.

Figure 3.5: Asymptotic behaviour of $W_m^p(m, \xi)$ as $N \to \infty$. Note that the statistic is defined only for $k > 1/\xi$.

Rates of convergence

In Figure 3.6 shows the convergence of $W_m^S(N, k)$ with $m = 2$, $k = 1$ and $\nu = 5$ as $N \to \infty$ together with the corresponding plot of $\log W_m^S(N, k)$ against $\log N$, which suggests an empirical convergence rate of approximately $O(N^{-1/2})$ as $N \to \infty$.

The experiment for $W_m^p(m, \xi)$ is repeated with $m = 2$, $k = 2$ and $\xi = 2$. The results are shown in Figure 3.7 which in this case suggests an empirical convergence
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rate of approximately $O(N^{-2/3})$ as $N \to \infty$.

Figure 3.6: Asymptotic behaviour of $W_{N,k}^S(m, \nu)$ with $m = 2, k = 1$ and $\nu = 5$.

Figure 3.7: Asymptotic behaviour of $W_{N,k}^P(m, \xi)$ with $m = 2, k = 1$ and $\xi = 2$.

3.4.3 Empirical distribution of the test statistics

For different values of $(N, k)$ and $(m, \nu)$, $n = 100$ random samples of size $N$ from the $T_m(\nu)$ distribution is generated, each time recording the value of $W_{N,k}^S(m, \nu)$. The Shapiro-Wilk test is applied for normality to this random sample from the null distribution of $W_{N,k}^S(m, \nu)$, and is recorded the probability value computed by the test of Shapiro and Wilk [111]. This process is repeated $M = 1000$ times.

Figure 3.8 shows how the mean probability value behaves as $N$ increases for various values of $m$, $k$ and $\nu$. The experiment is repeated for the null distribution of $W_{N,k}^P(m, \xi)$. Figure 3.9 shows how the mean probability value behaves as $N$ increases for various values of $m$, $k$ and $\xi$. 
Figure 3.8: Shapiro-Wilk probability values for $W_{N/A}^2(m, v)$ as $N$ increases for different values of $m$, $k$ and $v$ (100 repetitions).
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Figure 3.9: Shapiro-Wilk probability values for $W^{m,k}_{N}(m, \xi)$ as $N$ increases for different values of $m$, $k$ and $\xi$ (100 repetitions). Note that the statistic is only defined for $k > 1/\xi$. 
3.4.4 Point estimation

For fix $\nu_0$ and $\xi_0$, we generate random points from $T_m(a, \Sigma, \nu)$ and $P_m(\alpha, \Sigma, \xi)$ for $k = 1$ and $m = 3$ then compute the test statistics of $W_{N,k}^{S}(m, \nu)$ and $W_{N,k}^{P}(m, \xi)$ for different values of $\nu$ and $\xi$. The point estimator of $\hat{\nu}$ and $\hat{\xi}$ are 4.7 and 2.8 respectively. Figures 3.10 and 3.11 illustrate the point estimator for $\nu_{true}$ and $\xi_{true}$ that can be computed by

- $\hat{\nu} = \arg\min_{\nu > 2} W_{N,k}^{S}(m, \nu)$ and

- $\hat{\xi} = \arg\min_{\xi > 1} W_{N,k}^{P}(m, \xi)$ respectively.

Figure 3.10: $W_{N,k}^{S}(m, \nu)$ with $N = 10^4$, $k = 1$, $m = 3$ and $\nu_0 = 4$ ($q_0 = 0.86$). The point estimate is $\hat{\nu} = 4.7$.

Figure 3.11: $W_{N,k}^{P}(m, \xi)$ with $N = 10^4$, $k = 1$, $m = 3$ and $\xi_0 = 3$ ($q_0 = 1.33$). The point estimate is $\hat{\xi} = 2.8$. 
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The entropy-based goodness-of-fit tests for generalized von Mises-Fisher distributions and beyond

This chapter introduces the new classes of unimodal rotational invariant directional distributions, which generalize von Mises-Fisher distribution. Three types of distributions are proposed and one of them represents axial data. Each new type provides formulas and short computational study of parameter estimators by method of moments and method of maximum likelihood. The main task of the chapter is to develop the goodness-of-fit test to detect that sample entries follow one of the introduced generalized von Mises-Fisher distribution based on the maximum entropy principle. The chapter uses $k$-th nearest neighbor distances estimator of Shannon entropy and proves its $L^2$-consistence. The chapter also examines the behaviour of the test statistics, finds critical values and computes power of the test on simulated samples. The goodness-of-fit test is applied to local fiber directions in a glass fibre reinforced composite material and the samples which follow axial generalized von Mises-Fisher distribution are detected.

This chapter is organised as follows:

• Section 4.2 reviews the basic facts for von Mises-Fisher distribution.

• Section 4.3 introduces three types of generalized von Mises-Fisher distributions.

• Section 4.4 provides the Shannon entropies of generalized von Mises-Fisher distributions and presents the maximum entropy principle for them. The sta-
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tistical estimation of an entropy is also discussed and the $L^2$ convergence of $k$-nearest neighbor estimators are proven.

- Section 4.5 devotes to the maximum likelihood estimators and estimators by method of moments for generalized von Mises-Fisher distributions.
- Section 4.6 develops the goodness-of-fit test based on maximum entropy principle for generalized von Mises-Fisher distributions.
- Section 4.7 shows the results of numerical experiments based on simulated samples.
- Section 4.8 contains the application of the theory for real data set.

4.1 Introduction

Directional distributions characterize randomness to unit vectors (directions). Spherical data sets appear in a wide range of problems arising from Earth sciences \[102\], biology \[91\], and material science \[33\]. Directional data are important in cosmology and astrophysics, for instance, in results of the Laser Interferometer Gravitational-Wave Observatory \[1\] and the Alpha Magnetic Spectrometer on the International Space Station \[3\]. Further applications and the modern state art of statistical theory on directional data can be found in \[77, 100\] and references therein. The following papers provide the most recent developments in directional statistics \[52, 54, 55, 63, 77, 92, 104, 105, 106, 108, 109, 124, 125\].

In this chapter, some group of random unit vectors are considered with values on sphere $S^{d-1} := \{x \in \mathbb{R}^d : \|x\| = 1\}$, which have the absolutely continuous directional distributions with respect to the uniform distribution on $S^{d-1}$. The scalar product of vectors $a, b \in \mathbb{R}^d$ is denoted by $a^T b$ and the Euclidean norm of $a \in \mathbb{R}^d$ is denoted by $\|a\|$.

The von Mises-Fisher distribution is a fundamental isotropic distribution which is widely used in directional statistics \[86, p. 168\]. It belongs to exponential family of distributions, is rotational invariant and has a density proportional to $\exp(\kappa \mu^T x), x \in S^{d-1}$, such that random vectors are concentrated with rate $\kappa \in \mathbb{R}$ along direction $\mu \in S^{d-1}$. The rotating invariant family of distributions is now being researched extensively \[28, 35, 45, 93\].

Among several important properties of the von Mises-Fisher distribution we focus on maximum entropy characterization, that is, the von Mises-Fisher distribution has
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maximum entropy in the class of continuous distributions on $S^{d-1}$ with a given value of $EX$ \cite{85}. The von Mises-Fisher distribution is widely used for analysis of neutrino arrival directions recorded by the IceCube Neutrino Observatory, see e.g. \cite{23, 31, 78} and arrival directions of ultrahigh energy cosmic rays recorded by the Pierre Auger Observatory, see e.g. \cite{5, 20, 68}.

There are several generalizations, including Fisher-Bingham distribution with a density proportional to $\exp(\kappa \mu^T x + x^T A x)$, $x \in S^{d-1}$ \cite{85}, and generalized von Mises-Fisher distribution of order $k$ (GvMFk) introduced by \cite{46}, having the density proportional to $\exp\left(\sum_{j=1}^k \kappa_j (\mu_j x)^{r_j}\right)$, where $\mu_j \in S^{d-1}$, $\kappa_j \in \mathbb{R}$, $r_j \in \mathbb{N}$, $j = 1, \ldots, k$ and $r_1 \leq \ldots \leq r_k$.

This chapter introduces the new generalization of von Mises-Fisher distribution, which stays in exponential family and rotational invariant with one mode. In contrast to generalized von Mises-Fisher distribution of order $k$ with integer powers $r \in \mathbb{N}$, densities with arbitrary positive power $r \in \mathbb{R}_+$ are considered. The motivation of such choice is to provide the analogue of a generalized Gaussian distribution for random vectors on a unit sphere. To accomplish this, the following three types of distributions of order $\alpha \in \mathbb{R}_+$ are introduced, whose densities $f$ are proportional to

- **Type I, GvMF$_{1,d}$(\(\alpha, \kappa, \mu\))**: $f(x) \propto \exp\left(\frac{\kappa}{\alpha}(\mu^T x)^{<\alpha>}\right)$, $x \in S^{d-1}$,
- **Type II, GvMF$_{2,d}$(\(\alpha, \kappa, \mu\))**: $f(x) \propto \exp\left(\frac{\kappa}{2^\alpha \alpha}||x - \mu||^{2\alpha}\right)$, $x \in S^{d-1}$,
- **Axial Type, GvMF$_{3,d}$(\(\alpha, \kappa, \mu\))**: $f(x) \propto \exp\left(\frac{\kappa}{\alpha}||\mu^T x||^\alpha\right)$, $x \in S^{d-1}$,

where $\kappa \in \mathbb{R}$ is a concentration parameter, and $\mu \in S^{d-1}$ is a mean direction parameter. The whole chapter denotes $x^{<\alpha>}$ by $|x|^\alpha \text{sgn}(x)$, $x \in \mathbb{R}$.

Beside the study of the properties, simulations and parameter estimation for distributions GvMF$_{j,d}$, ($j = 1, 2, 3$), the goodness-of-fit test based on the estimation of the Shannon entropy and independent identically distributed (i.i.d.) sample are developed. These tests exploit the so-called maximum entropy principle, which is also proven in \cite{83} as spherical analogous of results.

In addition, the entropy estimators $\hat{H}_{N,k}$ derived from $k$-th nearest neighbor distances is employed. Starting from the pioneering paper of Kozachenko and Leonenko \cite{71}, which proves by direct probability methods the consistency of $\hat{H}_{N,1}$ for random vectors with values in Euclidean space, a large number of authors consider to extend the set of admissible distributions and improve the convergence of $\hat{H}_{N,k}$, see \cite{13, 18, 30, 38, 39, 44, 49, 75, 76}, and the references therein. In the papers of \cite{79} and...
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[90], the $k$-th nearest neighbor entropy estimation are generalized for hyperspherical distributions.

Unlike the above mentioned works, the limit theory for point processes with a fixed $k$ allows to prove the $L^p$-consistency of functionals of $k$-th nearest neighbor distances for a wider class of distributions. The nearest neighbors method of estimation of the Shannon entropy for manifolds, including spheres, was developed by [99]. In this chapter, the aim is to continue their work and prove the $L^2$-consistency of $\hat{H}_{N,k}$, as $N \to \infty$ with arbitrary $k \geq 1$ and for a random vector on a Riemannian manifold if its density is bounded and has compact support, see Theorem 4.4.6. Therefore, it is shown that $\hat{H}_{N,k}$ is a consistent estimator for the samples from the introduced generalized von Mises-Fisher distributions.

From the recent papers, [13] is mentioned, where the efficient entropy estimation is provided via the weighted $k$-nearest neighbour distances with $k = k_N$ depending on sample size $N$. Moreover, Berrett and Samworth [12] introduced a non-parametric entropy-based test of independence for multidimensional data. Lund and Jammalamadaka [82] considered the entropy-based test of goodness-of-fit for the von Mises distribution on the circle and use a different entropy estimate. The study in this chapter is motivated, particularly, by the work of Chapter 1, where the entropy-based goodness-of-fit test for generalized Gaussian distribution is given.

The theoretical results are verified by computational study on simulated samples and the inflation of variances of $\hat{H}_{N,k}$ is shown as $k$ growths, which confirms the conclusion of [13]. Moreover, the evidence of generalized von Mises-Fisher distributions is detected in the real world data by the presented entropy-based goodness-of-fit test. Particularly, the parts in 3D images of a glass fibre reinforced composite material are examined, where fiber directions follow a generalized von Mises-Fisher distribution of axial type.

4.2 Preliminaries

This section provides some known facts needed for the sequel. Let $\sigma(dx)$ be spherical measure on the sphere $S^{d-1}$. It can be written in polar coordinates $x = (1, u), u \in S^{d-1}$ as $\sigma(dx) = 2^{-1} \pi^{-d/2} \Gamma(d/2) du$. Further, Lemma 2.5.1 from [40] is used for computation of integrals with respect to $\sigma$. Namely, let $g : \mathbb{R} \to \mathbb{R}_+$ be a non-negative Borel function and $a \in S^{d-1}$, then

$$
\int_{x' \cdot x = 1} g(a^T x) \sigma(dx) = \frac{2\pi^{(d-1)/2}}{\Gamma((d-1)/2)} \int_{-1}^{1} g(y)(1-y^2)^{(d-3)/2} dy. \tag{4.1}
$$
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The parameters $\kappa \in \mathbb{R}$, $\mu \in \mathbb{S}^{d-1}$, $d \geq 2$ are taken and further the probability densities is considered with respect to the measure $\sigma$.

**Definition 4.2.1.** A unit random vector $X$ has the $(d-1)$-dimensional von Mises-Fisher distribution $\text{vMF}_{1,d}(\mu, \kappa)$ if its probability density function is

$$f_X(x) = (\kappa/2)^{d/2-1} (2\pi^{d/2}I_{d/2-1}(\kappa))^{-1} \exp(\kappa \mu^T x), \quad x \in \mathbb{S}^{d-1},$$

where $I_\nu$ is the modified Bessel function of order $\nu \geq 0$, see e.g., [59] (A5).]

Note that the modified Bessel function of the $I_\nu$ (see 9.6.18 in [36]) is given by

$$I_\nu(z) = \frac{(z/2)^\nu}{\sqrt{\pi} \Gamma(\nu + 1/2)} \int_0^\pi e^{\pm z \cos \theta} \sin^{2\nu} \theta \, d\theta.$$

In the case $d = 3$, von Mises-Fisher distribution $M_{1,3}(\mu, \kappa)$ is called Fisher distribution and its density simplifies to $\kappa/(4\pi \sinh \kappa) \exp(\kappa \mu^T x), x \in \mathbb{S}^2$. The density of $\text{vMF}_{1,d}$ can be written in the alternative form. We say that a random vector $X$ has the von Mises-Fisher distribution $\text{vMF}_{2,d}(\mu, \kappa)$ if its density function is $f_X(x) = e^x (\kappa/2)^{d/2-1} (2\pi^{d/2}I_{d/2-1}(\kappa))^{-1} \exp(-\kappa \|x - \mu\|^2/2), x \in \mathbb{S}^{d-1}$. Indeed, $\frac{\kappa}{2} \|x - \mu\|^2 = \frac{\kappa}{2} \|\mu\|^2 - \kappa \mu^T x = \kappa - \kappa \mu^T x$ for $x, \mu \in \mathbb{S}^{d-1}$. Let us recall the standard directional statistics.

**Definition 4.2.2.** Let $X$ be random vector with values in $\mathbb{S}^{d-1}$ and $EX \neq 0$. A mean direction of $X$ is a vector $EX/\|EX\|$. A mean resultant length is $\|EX\|$.

The mean resultant length is invariant and the mean direction is equivalent under rotation. Formally, let $U \in SO(d)$ be a rotation matrix, $SO(d)$ is that we will derive the basis functions for their irreducible representations which will be used to obtain the corresponding characters and to demonstrate their orthogonality in [86], then $\|EUX\| = \|EX\|$ and $EUX/\|EUX\| = UEX/\|EX\|$.

Consider the class of distributions on $\mathbb{S}^{d-1}$ with rotational symmetry, that is their distribution functions have a form $f(x) = g(\mu^T x), x, \mu \in \mathbb{S}^{d-1}$, e.g. [15]. Such random vectors $X$ posses a tangent-normal decomposition

$$X = (\mu^T X)\mu + \sqrt{1 - (\mu^T X)^2} Y,$$

where $\mu^T X$ and $Y$ are independent, $\mu \perp Y$, and $Y$ is uniformly distributed on the tangent space $\mathbb{S}^{d-1}_\mu := \{y \in \mathbb{S}^{d-1} | \mu^T y = 0\}$. It follows from [4.2], that the mean resultant length is $\|EX\| = E[\mu^T X]$ and the mean direction equals $\mu.$
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4.3 Generalized von Mises-Fisher distributions

This section introduces the generalizations of the von Mises-Fisher distribution. \( \kappa \in \mathbb{R} \) is named a concentration parameter and \( \mu \in S^{d-1} \) is named a mean direction parameter.

**Definition 4.3.1.** A unit random vector \( X \) has the \((d-1)\)-dimensional Type I generalized von Mises-Fisher distribution \( G_{vMF}^{1,d}(\alpha, \kappa, \mu) \) of order \( \alpha > 0 \) if its probability density function with respect to the uniform distribution is

\[
f_X(x) = c_{1,d}(\kappa, \alpha) \exp\left( \frac{\kappa}{\alpha} (\mu^T x)^{\alpha} \right), x \in S^{d-1},
\]

where

\[
c_{1,d}(\kappa, \alpha) = \left( \frac{2\pi^{d-1}}{\Gamma\left(\frac{d-1}{2}\right)} \right) \int_0^1 \left( e^{\frac{\kappa}{\alpha} y^\alpha} + e^{-\frac{\kappa}{\alpha} y^\alpha} \right) \left( 1 - y^2 \right)^{\frac{d-3}{2}} dy. \tag{4.4}
\]

As an analogue of von Mises-Fisher distribution in the form \( vMF^{2,d} \), the following class is introduced.

**Definition 4.3.2.** A unit random vector \( X \) has the \((d-1)\)-dimensional Type II generalized von Mises-Fisher distribution \( G_{vMF}^{2,d}(\alpha, \kappa, \mu) \) of order \( \alpha > 0 \) if its probability density function with respect to the uniform distribution is

\[
f_X(x) = c_{2,d}(\kappa, \alpha) \exp\left( -\frac{\kappa}{2\alpha} \|x - \mu\|^2 \right), x \in S^{d-1},
\]

where

\[
c_{2,d}(\kappa, \alpha) = \left( \frac{2\pi^{d-1}}{\Gamma\left(\frac{d-1}{2}\right)} \right) \int_0^1 \left( e^{-\frac{\kappa}{\alpha} (1-y)^\alpha} + e^{-\frac{\kappa}{\alpha} (1+y)^\alpha} \right) \left( 1 - y^2 \right)^{d-3} dy. \tag{4.6}
\]

In the case of \( \alpha = 1 \), the introduced distributions \( G_{vMF}^{1,d} \) and \( G_{vMF}^{2,d} \) become the von Mises-Fisher distributions \( vMF^{1,d} \) and \( vMF^{2,d} \) respectively.

If we do not distinguish opposite directions we deal with axial. Commonly used technique in this case is to consider symmetric density functions \( f \) such that \( f(x) = f(-x), x \in S^{d-1} \). Since the motivation is to stay in the class of rotational invariant densities and to generalize the von Mises-Fisher distribution, the following model is proposed for an axial data.

**Definition 4.3.3.** A unit random vector \( X \) has the \((d-1)\)-dimensional axial generalized von Mises-Fisher distribution \( G_{vMF}^{3,d}(\alpha, \kappa, \mu) \) (or distribution of axial type) of order \( \alpha > 0 \) if its probability density function with respect to the uniform distribution is

\[
f_X(x) = c_{3,d}(\kappa, \alpha) \exp\left( \frac{\kappa}{\alpha} |\mu^T x|^\alpha \right), x \in S^{d-1},
\]

where

\[
c_{3,d}(\kappa, \alpha) = \left( \frac{2\pi^{d-1}}{\Gamma\left(\frac{d-1}{2}\right)} \right) \int_0^1 \left( e^{-\frac{\kappa}{\alpha} (1-y)^\alpha} + e^{-\frac{\kappa}{\alpha} (1+y)^\alpha} \right) \left( 1 - y^2 \right)^{d-3} dy. \tag{4.7}
\]
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where \( \kappa \in \mathbb{R}, \mu \in \mathbb{S}^{d-1} \) and

\[
c_{d,3}(\kappa, \alpha) = \left( \frac{4\pi^{d/2}}{\Gamma(d/2)} \int_{0}^{1} e^{\frac{\kappa}{\alpha} \alpha y} (1 - y^2)^{d/2} \, dy \right)^{-1}.
\]

(4.8)

**Remark 4.3.1.** Let us check that \( \int_{\mathbb{S}^{d-1}} f_\lambda(x) \sigma(dx) = 1 \). Then, the constant \( c_{1,d}(\kappa, \alpha) \) equals

\[
\left( \int_{\mathbb{S}^{d-1}} \exp\left( \frac{\kappa}{\alpha} (\mu^T x)^{<\alpha>} \right) \sigma(dx) \right)^{-1}
\]

\[
= \left( \frac{2\pi^{d/2}}{\Gamma(d/2)} \right)^{1} \exp\left( \frac{\kappa}{\alpha} (1-y^2)^{d/2} \right)\left(1-y^2\right)^{d/2} dy \]^{-1}

\[
= \left( \frac{2\pi^{d/2}}{\Gamma(d/2)} \right)^{1} \left( e^{-\frac{\kappa}{\alpha} (1-y^2)^{d/2}} \right)\left(1-y^2\right)^{d/2} dy \]^{-1}.

Similarly, the constant \( c_{2,d}(\kappa, \alpha) \) equals

\[
\left( \int_{\mathbb{S}^{d-1}} \exp\left( -\frac{\kappa}{2\alpha} ||x - \mu||^{2\alpha} \right) \sigma(dx) \right)^{-1} = \left( \int_{\mathbb{S}^{d-1}} \exp\left( -\frac{\kappa}{\alpha} (1-\mu^T x)^{\alpha} \right) \sigma(dx) \right)^{-1}
\]

\[
= \left( \frac{2\pi^{d/2}}{\Gamma(d/2)} \right)^{1} \exp\left( -\frac{\kappa}{\alpha} (1-y^2)^{d/2} \right)\left(1-y^2\right)^{d/2} dy \]^{-1}

\[
= \left( \frac{2\pi^{d/2}}{\Gamma(d/2)} \right)^{1} \left( e^{-\frac{\kappa}{\alpha} (1-y^2)^{d/2}} \right)\left(1-y^2\right)^{d/2} dy \]^{-1}.

**Remark 4.3.2.** As usual for axial distributions, parameter \( \mu \) is defined up to a sign, in a sense that \( \text{GvMF}_{3,d}(\alpha, \kappa, \mu) \) and \( \text{GvMF}_{3,d}(\alpha, \kappa, -\mu) \) are equal. In the case \( \alpha = 2 \), the generalized von Mises-Fisher distribution of axial type reduces to the Watson distribution.

**Remark 4.3.3.** For \( d = 3 \) and \( \alpha = 1 \), one can represent an expansion of the von Mises-Fisher \( \text{vMF}_{1,3}(\mu, \nu) \) density into the series of orthogonal functions \( Y_{l,m} \), \(-l \leq m \leq l, l = 0, 1, 2, \ldots, \) on the sphere (real spherical harmonics, see e.g., \([59] \) p. 437, e.g., \([87] \) S. 13.2]). For example, \([59] \) (5) gives

\[
f(x) = \sum_{l=0}^{\infty} \sqrt{\frac{2l + 1}{4\pi}} \frac{I_{l+1/2}(\kappa)}{I_{1/2}(\kappa)} Y_{l,m}^0(\mu^T x), x \in \mathbb{S}^2,
\]

which can be used potentially for computational purposes. However, it is difficult for general \( \alpha \) to express coefficients of expansions in terms of some known special functions (this is true even for \( \alpha = 2 \), see formulae (7) and (8) in \([59] \)).
Proposition 4.3.2. Let $Y_{e}^{m}(\gamma, \theta) \sigma(d \gamma, d \theta) = \delta_{e}^{m}$, where $Y_{e}^{m}, -e \leq m \leq e, \quad e = 0, 1, 2, \ldots$, on the sphere.

4.3.1 Moments

This section considers the moments of $GvMF_{j,d}(\alpha, \kappa, \mu), j = 1, 2, 3$ distributions. Denote by

$$A_{1}(\kappa, \alpha, \beta) = \int_{0}^{1} e^{\frac{\alpha y}{2}} y^{\beta} (1 - y^{2})^{\frac{d-3}{2}} dy,$$

$$A_{2}(\kappa, \alpha, \beta) = \int_{0}^{2} e^{\frac{\alpha y}{2}} a(2 - y) \frac{d-3}{2} y^{\frac{d-3}{2}+\beta} dy.$$ 

Proposition 4.3.1. Let $\beta \geq 0$ and $X \sim GvMF_{1,d}(\alpha, \kappa, \mu)$, then

$$E((\mu^{T}X)^{<\beta>}) = \frac{A_{1}(\kappa, \alpha, \beta) - A_{1}(-\kappa, \alpha, \beta)}{A_{1}(\kappa, \alpha, 0) + A_{1}(-\kappa, \alpha, 0)}. \tag{4.11}$$

Proof. Let $f$ be the density of the form (4.3), then

$$E((\mu^{T}X)^{<\beta>} = \int_{S^{d-1}} (\mu^{T}x)^{<\beta>} f(x) \sigma(dx)$$

$$= c_{1,d}(\kappa, \alpha) \frac{2^{\frac{d-1}{2}}}{\Gamma\left(\frac{d-1}{2}\right)} \int_{-1}^{1} y^{<\beta>} \exp\left(\frac{\kappa}{\alpha} y^{<\alpha>}\right) (1 - y^{2})^{\frac{d-3}{2}} dy$$

$$= c_{1,d}(\kappa, \alpha) \frac{2^{\frac{d-1}{2}}}{\Gamma\left(\frac{d-1}{2}\right)} \int_{0}^{1} \left(e^{\frac{\alpha y}{2}} - e^{-\frac{\alpha y}{2}}\right) y^{\beta} (1 - y^{2})^{\frac{d-3}{2}} dy$$

$$= \int_{0}^{1} \left(e^{\frac{\alpha y}{2}} + e^{-\frac{\alpha y}{2}}\right) (1 - y^{2})^{\frac{d-3}{2}} dy.$$
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Proof. Let $f$ be the density of the form (4.5), then

$$
E \left\| X - \mu \right\|^2 = \int_{S^{d-1}} \| x - \mu \|^2 f(x) \sigma(dx) = \int_{S^{d-1}} (2 - 2\mu^T x)^\beta f(x) \sigma(dx)
$$

(4.1)

$$
c_{2,d}(\kappa, \alpha) \frac{2\pi^{\frac{d-1}{2}}}{\Gamma \left( \frac{d-1}{2} \right)} \int_{-1}^{1} (2 - 2y)^\beta \exp \left( -\frac{\kappa}{\alpha} (1 - y) \right) (1 - y^2)^{\frac{d-3}{2}} dy
$$

$$
= 2^\beta \int_{-1}^{1} (1 - y)^\beta e^{-\frac{\kappa}{\alpha} (1 - y)} \left( 1 - y^2 \right)^{\frac{d-3}{2}} dy
$$

$$
= 2^\beta \int_{0}^{2} e^{-\frac{\kappa}{\alpha} z} (2 - z)^{\frac{d-3}{2}} z^{\frac{d-1}{2} + \beta} dz
$$

$$
= 2^\beta \int_{0}^{2} e^{-\frac{\kappa}{\alpha} z} (2 - z)^{\frac{d-3}{2} + \beta} dz.
$$

(4.1)

Note that the mean direction of $X \sim \text{GvMF}_{2,d}(\alpha, \kappa, \mu)$ is $\mu$ and its mean resultant length equals

$$
\| E[X] \| = E[\mu^T X] = 1 - \frac{A_2(\kappa, \alpha, 1)}{A_2(\kappa, \alpha, 0)}.
$$

(4.14)

**Proposition 4.3.3.** Let $\beta \geq 0$ and $X \sim \text{GvMF}_{3,d}(\alpha, \kappa, \mu)$, then

$$
E \left( |\mu^T X|^\beta \right) = \frac{A_1(\kappa, \alpha, 1)}{A_1(\kappa, \alpha, 0)}.
$$

(4.15)

Proof. Let $f$ be the density of the form (4.7), then

$$
E \left( |\mu^T X|^\beta \right) = \int_{S^{d-1}} |\mu^T x|^\beta f(x) \sigma(dx)
$$

(4.1)

$$
c_{3,d}(\kappa, \alpha) \frac{2\pi^{\frac{d-1}{2}}}{\Gamma \left( \frac{d-1}{2} \right)} \int_{-1}^{1} |y|^\beta \exp \left( -\frac{\kappa}{\alpha} |y| \right) \left( 1 - y^2 \right)^{\frac{d-3}{2}} dy
$$

$$
= \frac{\int_{0}^{1} e^{-\frac{\kappa}{\alpha} z} z^\beta \left( 1 - z^2 \right)^{\frac{d-3}{2}} dz}{\int_{0}^{1} e^{-\frac{\kappa}{\alpha} z} (1 - z^2)^{\frac{d-3}{2}} dz}.
$$

(4.1)

Note that the mean direction of $X \sim \text{GvMF}_{3,d}(\alpha, \kappa, \mu)$ is not defined and its mean resultant length $\| E[X] \| = E[\mu^T X]$ equals 0.

4.4 Entropy

This section finds the entropy of generalized von Mises-Fisher distributions, and shows the maximum entropy principle for them. Then, the statistical estimation of an
entropy is discussed and the $L^2$ convergence of the $k$-th nearest neighbour estimator is proven for random variables on compact manifolds.

### 4.4.1 Maximum entropy principle for generalized von-Mises Fisher distributions

Recall that the entropy of a continuous random vector $X \in \mathbb{S}^{d-1}$ with a density $f$ is

$$H(X) = -\int_{\mathbb{S}^{d-1}} (\log f(x)) f(x) \sigma(dx).$$  \hspace{1cm} (4.16)

For a density version $f$, its support is denoted by $\text{supp} f = \{x \in \mathbb{S}^{d-1} : f(x) > 0\}$. Clearly, the integral in $H(X)$ is taken over $\text{supp} f$.

**Theorem 4.4.1.** Let $X_j \sim \text{GvMF}_{j,d}(\alpha, \kappa, \mu)$, $j = 1, 2, 3$, then

$$H(X_1) = -\log c_{1,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} \mathbb{E}((\mu^T X_1)^{<\alpha>}),$$  \hspace{1cm} (4.17)

$$H(X_2) = -\log c_{2,d}(\kappa, \alpha) + \frac{\kappa}{2\sqrt{\alpha}} \mathbb{E}\|X_2 - \mu\|^{2\alpha},$$  \hspace{1cm} (4.18)

$$H(X_3) = -\log c_{3,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} \mathbb{E}|\mu^T X_3|^\alpha.$$  \hspace{1cm} (4.19)

**Proof.** Let $X_1$ have density $f_1$, then the entropy of $X_1$ equals

$$-\int_{\mathbb{S}^{d-1}} (\log f_1(x)) f_1(x) \sigma(dx) = -\log c_{1,d}(\kappa, \alpha) \int_{\mathbb{S}^{d-1}} f_1(x) \sigma(dx) - \frac{\kappa}{\alpha} \int_{\mathbb{S}^{d-1}} (\mu^T x)^{<\alpha>} f_1(x) \sigma(dx) = -\log c_{1,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} \mathbb{E}(\mu^T X_1)^{<\alpha>}.$$

For $X_2$ with density $f_2$ it follows that

$$H(X_2) = -\int_{\mathbb{S}^{d-1}} (\log f_2(x)) f_2(x) \sigma(dx) = -\log c_{2,d}(\kappa, \alpha) \int_{\mathbb{S}^{d-1}} f_2(x) \sigma(dx) + \frac{\kappa}{2\sqrt{\alpha}} \int_{\mathbb{S}^{d-1}} \|x - \mu\|^{2\alpha} f(x) \sigma(dx) = -\log c_{2,d}(\kappa, \alpha) + \frac{\kappa}{2\sqrt{\alpha}} \mathbb{E}\|X_2 - \mu\|^{2\alpha}.$$

For $X_3$ with density $f_3$

$$H(X_3) = -\int_{\mathbb{S}^{d-1}} (\log f_3(x)) f_3(x) \sigma(dx) = -\log c_{3,d}(\kappa, \alpha) \int_{\mathbb{S}^{d-1}} f_3(x) \sigma(dx) - \frac{\kappa}{\alpha} \int_{\mathbb{S}^{d-1}} (\mu^T X_3)^\alpha f(x) \sigma(dx) = -\log c_{3,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} \mathbb{E}|\mu^T X_3|^\alpha.$$
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**Theorem 4.4.2.** Let a unit random vector $Z \in S^{d-1}$ have a generalized von Mises-Fisher distribution $GvMF_{1,d}(\alpha, \kappa, \mu)$. Then $Z$ has the maximum entropy value over all continuous random variables $X$ on $S^{d-1}$ with
\[
E((\mu^T X)^{<\alpha>}) = E((\mu^T Z)^{<\alpha>}). \tag{4.20}
\]

**Proof.** Let $X$ be a random unit vector on $S^{d-1}, d \geq 2$ such that (4.20) holds true. Let $f$ and $f^*$ be the densities of $X$ and $Z$ respectively. By Jensen’s inequality,
\[
\int_{S^{d-1}} f(x) \log f^*(x) \sigma(dx) - \int_{S^{d-1}} f(x) \log f(x) \sigma(dx) = \int_{S^{d-1}} f(x) \log \frac{f^*(x)}{f(x)} \sigma(dx) \leq \log \left( \int_{S^{d-1}} f(x) \frac{f^*(x)}{f(x)} \sigma(dx) \right) = 0
\]
with equality if and only if $f = f^*$ almost everywhere with respect to the Lebesgue measure on $S^{d-1}$. So,
\[
H(X) = -\int_{S^{d-1}} f(x) \log f(x) \sigma(dx) \leq -\int_{S^{d-1}} f(x) \log f^*(x) \sigma(dx). \tag{4.21}
\]
In this case $f^*(x) = \log c_{1,d}(\kappa, \alpha) + \frac{\kappa}{\alpha} |\mu^T x|^{<\alpha>}, x \in S^{d-1}$ and hence
\[
H(X) \leq -\int_{S^{d-1}} f(x) \log f^*(x) \sigma(dx)
= -\log c_{1,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} \int_{S^{d-1}} |\mu^T x|^{<\alpha>} f(x) \sigma(dx)
= -\log c_{1,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} E[(\mu^T X)^{<\alpha>}]
= -\log c_{1,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} \int_{S^{d-1}} (\mu^T x)^{<\alpha>} f^*(x) \sigma(dx)
= -\int_{S^{d-1}} f^*(x) \log f^*(x) \sigma(dx) = H(Z).
\]

The maximum entropy principle for generalized von Mises-Fisher distribution of Type II has the following form.

**Theorem 4.4.3.** Let a unit random vector $Z \in S^{d-1}$ have a generalized von Mises-Fisher distribution $GvMF_{2,d}(\alpha, \kappa, \mu)$. Then $Z$ has the maximum entropy value over all continuous random variables $X$ on $S^{d-1}$ with
\[
E\|X - \mu\|^{2\alpha} = E\|Z - \mu\|^{2\alpha}. \tag{4.22}
\]
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4.4.2 Entropy estimation

Theorem 4.4.4. Let a unit random vector \( X \in \mathbb{S}^{d-1} \) have an axial generalized von Mises-Fisher distribution \( \text{GvMF}_{3,d}(\alpha, \kappa, \mu) \). Then \( X \) has the maximum entropy value over all continuous random variables \( X \) on \( \mathbb{S}^{d-1} \) with

\[
E[|\mu^T X|^\alpha] = E[|\mu^T Z|^\alpha].
\]

(4.23)

Proof. The proof is similar to Theorems 4.4.2 and 4.4.3. In this case, \( f^+(x) = \log c_{3,d}(\kappa, \alpha) + \frac{\kappa}{\alpha} |\mu^T x|^\alpha, x \in \mathbb{S}^{d-1} \) and

\[
H(X) \leq -\log c_{3,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} \int_{\mathbb{S}^{d-1}} |\mu^T x|^\alpha f(x) \, \sigma(dx)
\]

\[
= -\log c_{3,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} \int_{\mathbb{S}^{d-1}} |\mu^T x|^\alpha f(x) \, \sigma(dx)
\]

\[= -\frac{\kappa}{\alpha} \int_{\mathbb{S}^{d-1}} |\mu^T x|^\alpha f(x) \, \sigma(dx) = H(Z).\]

\[\square\]

4.4.2 Entropy estimation

This section gives the method of an entropy estimation for unit random vectors. Actually, the phase-state is extended to the arbitrary compact Riemannian manifold.

Let \( m, d \in \mathbb{N}, m \leq d, \) and \( \mathcal{M} \) be a \( m \)-dimensional \( C^1 \) manifold embedded in \( \mathbb{R}^d \) with the atlas \( (U_i, g_i), i \in I_0 \), i.e., for each \( y \in \mathcal{M} \) there exists an open subset \( U_i \) of \( \mathbb{R}^m \) and a continuously differentiable injection \( g_i : U_i \to \mathbb{R}^d \), such that \( y \in g_i(U) \subset \mathcal{M}, \) and \( g_i \) is an open map from \( U_i \) to \( \mathcal{M}, \) and the linear map \( g_i'(u) \) has full rank for all \( u \in U_i. \)
Theorem 4.4.5. Let $k \geq 1$ put $q = 1$ or $q = 2$. Suppose there exists $p \geq q$ such that
\[
\sup_{N \geq k} \mathbb{E} \left[ \left| \xi \left( N^{1/k} x, N^{1/k} \mathcal{X}_N \right) \right|^p \right] < \infty.
\]
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Then as $N \to \infty$ we have $L^q$ convergence

$$\frac{1}{N} \sum_{x \in X_N} \xi(N^\frac{1}{N}x, N^\frac{1}{N}X_N) \to \int_M \mathbb{E}[\xi(0, \mathcal{P}_\lambda)] f(x) \nu(dx), \quad (4.28)$$

where $\mathcal{P}_\lambda$ denotes a homogeneous Poisson point process of intensity $\lambda > 0$ in $\mathbb{R}^m$ (embedded in $\mathbb{R}^d$).

For the bounded random variables $X_i, i \geq 1$ and $\rho_k(x, X_N)$, we generalize Lemma 7.8 from [99], which was proved for the case $k = 1$.

**Lemma 4.4.1.** Let $f$ is bounded and has compact support on $\mathcal{M}$, then for any $\delta \in (0, m)$

$$\sup_{N \geq k} \rho_k^\delta(N^\frac{1}{N}X_1, N^\frac{1}{N}X_N) < \infty.$$ 

**Proof.** The proof is very similar to [99, Lemma 7.8]. Recall that $\mathcal{M}$ has the atlas $((U_i, g_i), i \in I_0)$, where $I_0 = \{1, \ldots, i_0\}$, and there exist $\delta_i, x_i, i \in I_0$ such that $\mathcal{M} \subset \cup_{i \in I_0} B_{\delta_i}(y_i)$.

Denote $A_i = B_{\delta_i} \setminus \cup_{j < i} B_{\delta_j}(y_j)$. Since $\text{supp}(f)$ is bounded then there exist $i_0 \in \mathbb{N}$ and constant $C > 0$ such that

$$\mathbb{E}[N^\frac{1}{N} \rho_k^\delta(X_1, X_N)] = N^\frac{1}{N} \mathbb{E} \left( \sum_{x \in X_N} \rho_k^\delta(x, X_N) \right)$$

$$\leq N^\frac{1}{N} \left[ \sum_{i=1}^{i_0} \sum_{x \in A_i \cap X_N} \rho_k^\delta(x, A_i \cap X_N) + C \right]. \quad (4.29)$$

Now, we prove that for all finite $\mathcal{Y} \subset A_i$

$$\sum_{x \in \mathcal{Y}} \rho_k^\delta(x, \mathcal{Y}) \leq C_i [\text{card}(\mathcal{Y})]^{1-\frac{\delta}{m}},$$

where $C_i > 0$. Let $\mathcal{Y} \subset A_i$ and $y_j \in \mathcal{Y}$ be a the $j$-th nearest neighbor of $x \in \mathcal{Y}$. Taking $z_j \in \mathcal{Y}$ such that $g_i^{-1}(z_j)$ to be $j$-th nearest neighbor of $g_i^{-1}(x)$ in $g_i^{-1}(\mathcal{Y})$, it is obtained from [99, Lemma 4.1] that

$$\rho_k(x, \mathcal{Y}) = \max\{||y_1 - x||, \ldots, ||y_k - x||\} \leq \max\{||z_1 - x||, \ldots, ||z_k - x||\}$$

$$\leq C_i \max\{||g_i^{-1}(z_1) - g_i^{-1}(x)||, \ldots, ||g_i^{-1}(z_k) - g_i^{-1}(x)||\}$$

$$= C_i \rho_k(g_i^{-1}(x), g_i^{-1}(\mathcal{Y})).$$
Thus, from \cite{129} Lemma 3.3 we have for any $\delta \in (0, m)$
\[
\sum_{x \in A_i \cap \mathcal{X}_N} \rho_k^\delta(x, A_i \cap \mathcal{X}_N) \\
\leq C_1[\text{diam}(g_t^{-1}(A_i \cap \mathcal{X}_N))]^\delta[\text{card}(g_t^{-1}(A_i \cap \mathcal{X}_N))]^{1-\frac{\delta}{m}} \leq \tilde{C}_1 N^{1-\frac{\delta}{m}}.
\]

Hence, the right hand side of (4.29) is bounded above uniformly. $\square$

Now we prove the $L^2$ convergence of the $k$-th nearest neighbor estimator
\[
\tilde{H}_{N,k}(\mathcal{X}_N) = \frac{1}{N} \sum_{x \in \mathcal{X}_N} \xi \left( \frac{1}{N} x, \frac{1}{N} \mathcal{X}_N \right), \quad (4.30)
\]
which is an extension from the case $k = 1$ to $k \geq 1$ of Theorem 2.4 from \cite{99}.

**Theorem 4.4.6.** Suppose $f$ is bounded and has compact support. Then for every fixed $k \geq 1$
\[
\mathbb{E} \left[ \tilde{H}_{N,k}(\mathcal{X}_N) - H(X) \right]^2 \rightarrow 0 \quad \text{as } N \rightarrow \infty. \quad (4.31)
\]

**Proof.** Theorem 4.4.5 is applied. First, $\mathbb{E}[\xi(0, \mathcal{P}_x)]$ is computed, where
\[
\xi(0, \mathcal{P}_x) = \log V_m - \psi(k) + m \log \rho_k(0, \mathcal{P}_x).
\]
The random variable $\rho_k(0, \mathcal{P}_x)$ is the distance to the $k$th point of $\mathcal{P}_x$ from 0 and \{\$\rho_k(0, \mathcal{P}_x) \leq t \} = \{x \in \mathcal{P}_x, x \in B_t(0) \geq k\}$.

Therefore, $\rho_k(0, \mathcal{P}_x)$ also has the Erlang distribution with parameters $k$ and $\lambda |B_t(0)| = \lambda t^m V_m$, that is
\[
\mathbb{P}(\rho_k(0, \mathcal{P}_x) \leq t) = \mathbb{P}(\mathcal{P}_x \cap B_t(0) \geq k) = \lambda^{t^m V_m} \psi(k).
\]

Then
\[
m \mathbb{E}[\log \rho_k(0, \mathcal{P}_x)] = \int_0^\infty \log t^m (\lambda V_m)^k \frac{t^{m-1}(k-1)!}{(k-1)!} e^{-\lambda t^m V_m} dt \\
= -\log(\lambda V_m) + \int_0^\infty \log y \frac{y^{k-1}}{(k-1)!} e^{-y} dy \\
= -\log \lambda - \log V_m + \psi(k).
\]

Thus, repeating the lines of proof of Theorem 2.1.3 in Chapter 2, it is obtained that
\[
\int \mathbb{E}[\xi(0, \mathcal{P}_x)] f(x) \nu(dx) = -\int \mathbb{E}[\log f(x)] f(x) \nu(dx) = H(X).
\]
Second, condition (4.27) is checked. Note that for every $\delta \in (0, 1)$ and $p > 1$ there exists $C > 0$ such that

$$|\log t|^p \leq C \sup_{t>0} \left| \log \frac{V_m}{m} - \psi(k) \right|^p,$$

(4.32)

term (4.32) is finite because

$$\sup_{N \geq k} \mathbb{E} \rho_k^{-\delta} \left( \left( N \frac{1}{m} X_1, N \frac{1}{m} \mathcal{X}_N \right) \right) \mathbb{P}_{[0,1]} \left( \rho_k^{\delta} \left( N \frac{1}{m} X_1, N \frac{1}{m} \mathcal{X}_N \right) \right) < \infty,$$

(4.34)

where (4.34) is ensured by [99] Lemma 7.5 if $f$ is bounded and $\delta \in (0, m)$. Hence, for (4.27) to be satisfied, it remains to show that

$$\sup_{N \geq k} \mathbb{E} \rho_k^{-\delta} \left( \left( N \frac{1}{m} X_1, N \frac{1}{m} \mathcal{X}_N \right) \right) \mathbb{P}_{[1,\infty]} \left( \rho_k^{\delta} \left( N \frac{1}{m} X_1, N \frac{1}{m} \mathcal{X}_N \right) \right) < \infty.$$

(4.35)

Thus, applying Lemma 4.4.1 we get that (4.35) holds true if $0 < \delta < m$.

The 2-dimensional sphere $S^2$ is a compact manifold with $d = 3$ $m = 2$ and $\nu = \sigma$. Thus, Theorem 4.4.3 is valid for all bounded densities on $S^2$, the $k$-th nearest neighbour estimator has the form

$$\hat{H}_{N,k}(\mathcal{X}_N) = \frac{2}{N} \sum_{i=1}^{N} \log \rho_k(X_i, \mathcal{X}_N) - \psi(k) + \log(N-1) + \log \pi,$$

and $\hat{H}_{N,k}(\mathcal{X}_N) \to H(X)$ in $L^2(\Omega)$. This yields that $\hat{H}_{N,k}(\mathcal{X}_N)$ is a consistent estimator of the Shannon entropy.

## 4.5 Estimation of parameters

### 4.5.1 Fisher's maximum likelihood estimation

Let $\mathcal{X}_N = \{x_1, \ldots, x_n\}$ be a random sample. The log-likelihood $l(\mathcal{X}_N)$ is written down for random samples from the introduced generalized von Mises-Fisher distributions.
Lemma 4.5.1. Let $X_j, N \sim GvMF_j, d(\alpha, \kappa, \mu), j = 1, 2, 3$ then

$$l(X_1, N) = N \log c_{1,d}(\kappa, \alpha) + \frac{\kappa}{\alpha} \sum_{i=1}^{N} (\mu^T x_i)^{<\alpha>}, \quad (4.36)$$

$$l(X_2, N) = N \log c_{2,d}(\kappa, \alpha) - \frac{\kappa}{2^{\alpha}} \sum_{i=1}^{N} \|x_i - \mu\|^{2\alpha}, \quad (4.37)$$

$$l(X_3, N) = N \log c_{3,d}(\kappa, \alpha) + \frac{\kappa}{\alpha} \sum_{i=1}^{N} |\mu^T x_i|^{\alpha}. \quad (4.38)$$

Proof. The statements follow from the direct calculation of $l(X_N)$. 

For each case, numerical methods are used to find the maximum likelihood estimates $(\hat{\mu}_L, \hat{\kappa}_L, \hat{\alpha}_L)$ of $(\mu, \kappa, \alpha)$ which maximize the log-likelihoods (4.36)-(4.38).

The problem becomes easier when parameter $\alpha$ is known. In such a case, the maximum likelihood estimates is derived taking derivatives of (4.36)-(4.38). The estimator of $\mu$ and $\kappa$ is defined as

- Let $X_N \sim GvMF_{1,d}(\alpha, \kappa, \mu)$, then $\hat{\mu}_L = \arg \max_{\mu \in S^{d-1} \cap \mathbb{S}^{d-1}} \sum_{i=1}^{N} (\mu^T x_i)^{<\alpha>}$,

$$\frac{A_1(\hat{\kappa}_L, \alpha, \alpha) - A_1(-\hat{\kappa}_L, \alpha, \alpha)}{A_1(\hat{\kappa}_L, \alpha, 0) + A_1(-\hat{\kappa}_L, \alpha, 0)} = \frac{1}{N} \sum_{i=1}^{N} (\mu^T x_i)^{<\alpha>}.$$

- Let $X_N \sim GvMF_{2,d}(\alpha, \kappa, \mu)$, then $\hat{\mu}_L = \arg \min_{\mu \in S^{d-1}} \sum_{i=1}^{N} \|x_i - \mu\|^{2\alpha}$,

$$2^\alpha A_2(\hat{\kappa}_L, \alpha, \alpha) = \sum_{i=1}^{N} \|x_i - \hat{\mu}_L\|^{2\alpha}.$$

- Let $X_N \sim GvMF_{3,d}(\alpha, \kappa, \mu)$, then $\hat{\mu}_L = \arg \max_{\mu \in S^{d-1} \cap \mathbb{S}^{d-1}} \sum_{i=1}^{N} |\mu^T x_i|^{\alpha}$,

$$\frac{A_1(\hat{\kappa}_L, \alpha, \alpha)}{A_1(\hat{\kappa}_L, \alpha, 0)} = \frac{1}{N} \sum_{i=1}^{N} |\mu^T x_i|^{\alpha}.$$

4.5.2 Method of moments and generalized von Mises-Fisher distributions of I and II types

This section considers parameter estimation of generalized von Mises-Fisher distributions based on moments estimation. In the case of non-axial random vector $X \in \mathbb{S}^{d-1}$,
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it is assumed that $||EX|| \neq 0$. It is known from Definition 4.2.2 that $\mu := \bar{x}_N/||\bar{x}_N||$, where $\bar{x}_N = \frac{1}{N} \sum_{i=1}^{N} x_i$, is the natural estimator for mean direction parameter $\mu$. In order to find estimates for parameters $\alpha$ and $\kappa$ at least two more moment statistics are needed. A standard approach involves the use of resultant length. For the second relations, $E(\text{sgn}(X_i^T EX_1))$ and $E(||x_2 - \mu||^4)$ are chosen for vectors $X_1 \sim \text{GvMF}_{j,d}(\alpha, \kappa, \mu)(j = 1, 2)$. Applying (4.12) and (4.14), one can get the estimators $\hat{k}$, $\hat{a}$ as a solution of the following equations

$$\frac{A_1(\hat{k}, \hat{a}, 1) - A_1(-\hat{k}, \hat{a}, 1)}{A_1(\hat{k}, \hat{a}, 0) + A_1(-\hat{k}, \hat{a}, 0)} = ||\bar{x}_{1,N}||,$$

$$\frac{A_1(\hat{k}, \hat{a}, 1) - A_1(-\hat{k}, \hat{a}, 1)}{A_1(\hat{k}, \hat{a}, 0) + A_1(-\hat{k}, \hat{a}, 0)} = \frac{\sum_{i=1}^{N} \text{sgn}(x_i^T) \bar{x}_{1,N}}{N||\bar{x}_{1,N}||},$$

$$\frac{A_2(\hat{k}, \hat{a}, 1)}{A_2(\hat{k}, \hat{a}, 0)} = 1 - ||\bar{x}_{2,N}||,$$

for the samples $\bar{x}_{1,N} \sim \text{GvMF}_{1,d}(\alpha, \kappa, \mu)$ and $\bar{x}_{2,N} \sim \text{GvMF}_{2,d}(\alpha, \kappa, \mu)$, respectively.

Remark 4.5.1. If the parameter $\alpha$ is known, the problem of moment estimation can be reduced to the solution of one equation. Namely,

$$\frac{A_1(\hat{k}, \alpha, 1) - A_1(-\hat{k}, \alpha, 1)}{A_1(\hat{k}, \alpha, 0) + A_1(-\hat{k}, \alpha, 0)} = ||\bar{x}_{1,N}||,$$

and

$$\frac{A_2(\hat{k}, \alpha, 1)}{A_2(\hat{k}, \alpha, 0)} = 1 - ||\bar{x}_{2,N}||.$$

In the case of a symmetrically distributed random vector $X \in S^{d-1}, EX = 0$ and the value of $EX/||EX||$ is not defined. Recall the tangent-normal decomposition (4.2) of a random vector $X \in S^{d-1},$ that is $X = \mu \xi + \sqrt{1 - \xi^2} Y$, where $\mu \in S^{d-1}$ is a mean direction parameter, $\xi$ is a random variable on $[-1, 1]$ independent of a uniformly distributed random vector $Y \in S^{d-2}$ such that $\mu \perp Y$.

To find relations which determine the parameter $\mu$ and distribution $\xi$ we consider an orientation tensor $T(X)$ given by

$$T(X) = XX^T = \xi^2 \mu \mu^T + \xi \sqrt{1 - \xi^2}(\mu Y^T + Y \mu^T) + (1 - \xi^2)YY^T. \quad (4.39)$$

Therefore, the mean orientation tensor is

$$\mathbb{E}T(X) = \mathbb{E}[XX^T] = \mu \mu^T \mathbb{E}\xi^2 + (1 - \mathbb{E}\xi^2)\mathbb{E}YY^T. \quad (4.40)$$
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Theorem 4.5.1. Let a random vector $X$ has a representation as above, i.e., $X = \mu \xi + \sqrt{1 - \xi^2} Y$. Then

$$
\mu \mu^T = \sqrt{\frac{d - 1}{d \mathbb{E}[X(X^T)X^T] - 1}} \left( \mathbb{E}T(X) - \frac{1}{d} I_d \right) + \frac{1}{d} I_d, \quad (4.41)
$$

$$
\mathbb{E}\xi^2 = \frac{1}{d} + \sqrt{\frac{d - 1}{d}} \sqrt{\mathbb{E}[X(X^T)X^T] - \frac{1}{d}}, \quad (4.42)
$$

$$
\mathbb{E}\xi^4 = \mathbb{E} \left[ X^T \mathbb{E}T(X)X - \frac{1 - \mathbb{E}\xi^2}{d - 1} \right]^2 \frac{d - 1}{d \mathbb{E}[X(X^T)X^T] - 1}. \quad (4.43)
$$

where $I_d$ is $d \times d$ identity matrix.

Proof. Let $U_\mu \in SO(d)$, such that $\mu = U_\mu e_x$, where $e_x = (1, 0, \ldots, 0)^T$. Denote by $\tilde{Y} = U_\mu^{-1} Y$. The vector $\tilde{Y}$ is uniformly distributed on $S^{d-2}$ with the first coordinate equal 0. Then $X = U_\mu (\xi e_x + \sqrt{1 - \xi^2} \tilde{Y})$ and

$$
\mathbb{E}XX^T = U_\mu \left( e_x e_x^T \mathbb{E}\xi^2 + (1 - \mathbb{E}\xi^2) \mathbb{E}\tilde{Y} \tilde{Y}^T \right) U_\mu^{-1}.
$$

It follows from the symmetry that $\mathbb{E}\tilde{Y} \tilde{Y}^T = \frac{1}{d-1} \begin{pmatrix} 0 & 0 \\ 0 & I_{d-1} \end{pmatrix}$. Therefore,

$$
\mathbb{E}XX^T = U_\mu \left( e_x e_x^T \mathbb{E}\xi^2 + \frac{1 - \mathbb{E}\xi^2}{d - 1} (I_d - e_x e_x^T) \right) U_\mu^T
$$

$$
= \mathbb{E}\xi^2 \mu \mu^T + \frac{1 - \mathbb{E}\xi^2}{d - 1} (I_d - \mu \mu^T). \quad (4.44)
$$

Thus, $\mu \mu^T = \frac{d - 1}{d \mathbb{E}\xi^2 - 1} \left( \mathbb{E}XX^T - \frac{1 - \mathbb{E}\xi^2}{d - 1} \right)$. Then consider $X^T \mathbb{E}T(X)X$. From (4.44), it follows that

$$
X^T \mathbb{E}T(X)X = X^T \mu \mu^T X \mathbb{E}\xi^2 + \frac{1 - \mathbb{E}\xi^2}{d - 1} (1 - X^T \mu \mu^T X) = \mathbb{E}\xi^2 \mathbb{E}\xi^2 + \frac{1 - \mathbb{E}\xi^2}{d - 1} (1 - \mathbb{E}\xi^2).
$$

and $\mathbb{E}[X^T \mathbb{E}T(X)X] = (\mathbb{E}\xi^2)^2 + \frac{(1 - \mathbb{E}\xi^2)^2}{d - 1}$. This yields

$$
\mathbb{E}\xi^2 = \frac{1}{d} + \sqrt{\frac{d - 1}{d}} \sqrt{\mathbb{E}[X(X^T)X^T] - \frac{1}{d}}
$$

and

$$
\mu \mu^T = \sqrt{\frac{d - 1}{d \mathbb{E}[X(X^T)X^T] - 1}} \left( \mathbb{E}XX^T - \frac{1}{d} I_d \right) + \frac{1}{d} I_d.
$$

Finally,

$$
\mathbb{E} \left[ X^T \mathbb{E}T(X)X - \frac{1 - \mathbb{E}\xi^2}{d - 1} \right] = \left( \frac{d \mathbb{E}\xi^2 - 1}{d - 1} \right)^2 \mathbb{E}\xi^4.
$$

\qed
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Note that for an axial vector $X$, the random variable $\xi$ has a symmetric distribution on $[-1, 1]$, therefore $E \xi = 0$. So, if $\xi$ has two-dimensional parametric distribution, one get from Theorem 4.5.1 the parameter estimates for $\xi$.

Theorem 4.5.1 is applied for the random sample $X_N = \{x_1, \ldots, x_N\}$ from $\text{GvMF}_{3,d}(\alpha, \kappa, \mu)$. Denote by $\bar{T} = \frac{1}{n} \sum_{i=1}^{n} x_i x_i^T$. Then $E \xi^2 = E(\mu^T x_1)^2$ and $E \xi^4 = E(\mu^T x_1)^4$ are given in Proposition 4.3.3.

**Corollary 4.5.1.1.** Let $X_N \sim \text{GvMF}_{3,d}(\alpha, \kappa, \mu)$ and denote by $\bar{T} = \frac{1}{n} \sum_{i=1}^{n} x_i x_i^T$ and $\bar{V} = \frac{1}{n} \sum_{i=1}^{n} x_i \bar{T} x_i^T$. Then (4.41), (4.43) hold true and

$$\hat{\mu} \hat{\kappa}^T = \frac{d-1}{d \bar{V} - 1} \left( \hat{\mu} - \frac{1}{d} \bar{I}_d \right) + \frac{1}{d} \bar{I}_d, \quad A_1(\hat{\kappa}, \hat{\alpha}, 2) = \frac{1}{d} + \sqrt{\frac{d-1}{d}} \sqrt{\hat{V} - \frac{1}{d}},$$

$$A_1(\kappa, \alpha, 4) = \frac{d-1}{d \bar{V} - 1} \sum_{i=1}^{N} x_i \bar{T} x_i^T - \frac{1}{d} \sqrt{d \bar{V} - 1} \left( \sqrt{d \bar{V} - 1} \right)^2.$$ 

Thus, if $X \sim \text{GvMF}_{1,d}(\alpha, \kappa, \mu)$, then the estimator for $\kappa$ is the solution of equation

$$\|\bar{x}\| = A_{1,d}(\hat{\kappa}, \alpha, 1).$$

**Lemma 4.5.2.** Let $\alpha > 0, \beta > 0$. Then for any $\kappa > 0$ and $R \in (0, 1)$ there exists a unique solution of equation $A_{1,d}(\kappa, \alpha, 1) = R$.

**Proof.** Obviously, $A_{1,d}(\cdot, \alpha, 1)$ is a continuous function.

If $X \sim \text{GvMF}_{2,d}(\alpha, \kappa, \mu)$, then $\hat{\kappa}$ is the solution of

$$\|\bar{x}\| = \hat{R} = 1 - \frac{A_{2,d}(\hat{\kappa}, \alpha, 1)}{A_{2,d}(\hat{\kappa}, \alpha, 0)}.$$ 

**Remark 4.5.2.** Let us write down other further characteristics of $X \sim \text{GvMF}_{2,d}(\alpha, \kappa, \mu)$ in terms of function $A_{2,d}$. Then

$$c_{2,d}(\kappa, \alpha) = \left( \frac{2 \pi^{\frac{d-1}{2}}}{\Gamma\left(\frac{d-1}{2}\right)} A_{2,d}(\kappa, \alpha, 0) \right)^{-1},$$

$$E\|X - \mu\|^2 = A_{2,d}(\bar{\kappa}, \alpha, 1) \frac{A_{2,d}(\bar{\kappa}, \alpha, 1)}{A_{2,d}(\bar{\kappa}, \alpha, 0)} = 2 \frac{A_{2,d}(\bar{\kappa}, \alpha, 1)}{A_{2,d}(\bar{\kappa}, \alpha, 0)}.$$
4.6 Goodness-of-fit test based on the maximum entropy principle

This section provides the statistical test for verification that a random sample follows a generalized von Mises-Fisher distribution. The methodology for all three introduced distributions is very similar. For simplicity, detailed explanation for the Type II distribution is provided.

4.6.1 Type II

Denote by GvMF$_{2,d}$ the class of generalized von Mises-Fisher distributions GvMF$_{2,d}(\alpha, \kappa, \mu)$, $\alpha > 0$, $\kappa > 0$ and $\mu \in S^{d-1}$. Let $X_N = \{x_1, \ldots, x_N\}$ be a random sample of vectors on a sphere $S^{d-1}$ and $x_j \overset{d}{=} X, j = 1, \ldots, N$ with unknown distribution.

Let $Z \sim$ GvMF$_{2}(\alpha, \kappa, \mu)$. From (4.10), (4.13) and Theorem 4.4.3 it is known that $H(Z) \geq H(X)$ for all continuous random vectors $X \in S^{d-1}$ with $E\|X - \mu\|^2 = 2^\alpha A_2(\kappa, \alpha, \alpha) A_2(\kappa, \alpha, 0)$.

Using Theorem 4.4.1, we get

$$\inf_{\alpha, \kappa > 0, \mu \in S^{d-1}} \{ -\log c_{2,d}(\kappa, \alpha) + \frac{\kappa}{\alpha} A_2(\kappa, \alpha, \alpha) \} \leq H(X) \geq H(Z) \geq H(X)$$

for all continuous random vectors $X \in S^{d-1}$ with $E\|X - \mu\|^2 = 2^\alpha A_2(\kappa, \alpha, \alpha) A_2(\kappa, \alpha, 0)$. Moreover, equality in (4.45) appears if and only if $X$ belongs to some distribution from the family GvMF$_{2,d}$. The unobservable value of $E\|X - \mu\|^2$ is substituted by its statistical counterpart $\frac{1}{N} \sum_{i=1}^N \|x_i - \mu\|^2$ and the statistics $S_2(X_N)$ is defined by

$$\inf_{\alpha, \kappa > 0, \mu \in S^{d-1}} \{ -\log c_{2,d}(\kappa, \alpha) + \frac{\kappa}{\alpha} A_2(\kappa, \alpha, \alpha) \} \leq S_2(X_N) \leq 2^\alpha A_2(\kappa, \alpha, \alpha) A_2(\kappa, \alpha, 0).$$

Consider the value under $\inf$ in $S_2(X_N)$. Under the condition

$$\frac{1}{N} \sum_{i=1}^N \|x_i - \mu\|^2 = A_2(\kappa, \alpha, \alpha) A_2(\kappa, \alpha, 0)$$

it follows that

$$-\log c_{2,d}(\kappa, \alpha) + \frac{\kappa}{\alpha} A_2(\kappa, \alpha, \alpha) = -\left( \log c_{2,d}(\kappa, \alpha) - \frac{\kappa}{\alpha} A_2(\kappa, \alpha, \alpha) \right) = -\frac{l_2(X_N)}{N}.$$
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Then,

$$S_2(\mathcal{X}_N) = -\frac{1}{N} \sup_{\mu \in \mathbb{S}^{d-1}} \left\{ I(\mathcal{X}_N) \left| \frac{\sum_{i=1}^N \|x_i - \mu\|^{2\alpha}}{N^{2\alpha}} = A_2(\kappa, \alpha, \alpha) \right. \right\}.$$

Let us consider unconditional maximization of log-likelihood $l_2(\mathcal{X}_N)$. Partial derivative with respect to $\kappa$ equals

$$\frac{\partial l_2(\mathcal{X}_N)}{\partial \kappa} = \frac{\partial}{\partial \kappa} \left( \log \frac{\Gamma \left( \frac{d-1}{2} \right)}{2^{\frac{d-1}{2}}} - \log A_2(\kappa, \alpha, 0) - \frac{\kappa}{\alpha 2^\alpha N} \sum_{i=1}^N \|x_i - \mu\|^{2\alpha} \right)$$

$$= \frac{1}{\alpha} A_2(\kappa, \alpha, 0) - \frac{1}{\alpha 2^\alpha N} \sum_{i=1}^N \|x_i - \mu\|^{2\alpha},$$

where $\frac{\partial}{\partial \kappa} A_2(\kappa, \alpha, 0) = -\frac{1}{\alpha} A_2(\kappa, \alpha, \alpha)$ is used. Thus, the supremum in $S_2(\mathcal{X}_N)$ with respect to $\kappa$ coincides with the unconditional supremum of $l_2(\mathcal{X}_N)$ and

$$S_2(\mathcal{X}_N) = -\frac{1}{N} \sup_{\kappa>0, \mu \in \mathbb{S}^{d-1}} l_2(\mathcal{X}_N). \quad (4.46)$$

Let $\Theta_0$ be a compact subset of $\mathbb{R}_+^2$ large enough to contain all values of parameters $(\alpha, \kappa)$ appearing in practice. Consider the following hypotheses

- $H_{2,0} : \mathcal{X}_N \sim \text{GvMF}_{2,d}$, for some $(\alpha, \kappa) \in \Theta_0$, and $\mu \in \mathcal{S}^{d-1},$

- $H_{2,1} : \mathcal{X}_N \not\sim \text{GvMF}_{2,d}$ for all $(\alpha, \kappa) \in \Theta_0$ and $\mu \in \mathcal{S}^{d-1}$. 

Since $\Theta_0$ is compact, maximum likelihood estimators $\hat{\kappa}_L, \hat{\alpha}_L$ are consistent. Theorem 4.4.6 is proven that the $k$-th nearest neighbor estimator $\hat{H}_{N,k}$ of $H(X)$ is $L^2-$ consistent for any $k \in \mathbb{N}$. Thus, $H_{2,0}$ vs. $H_{2,1}$ are tested with the statistic

$$\hat{T}_{2,k}^L(\mathcal{X}_N) := -\log c_{2,d}(\hat{\kappa}_L, \hat{\alpha}_L) + \frac{\hat{\kappa}_L}{\hat{\alpha}_L} \frac{A_2(\hat{\kappa}_L, \hat{\alpha}_L)}{A_2(\hat{\kappa}_L, \hat{\alpha}_L, 0)} - \hat{H}_{N,k} \quad (4.47)$$

which tends in probability to 0, as $N \to \infty$. $H_0$ with level of significance $\beta$ is rejected if $|\hat{T}_{2,k}^L(\mathcal{X}_N)| \geq x_\beta$, where $x_\beta$ is a critical value determined by $\mathbb{P}_{H_0}(|\hat{T}_{2,k}^L(\mathcal{X}_N)| \geq x_\beta) \leq \beta$. The usage of maximum likelihood estimates will yields the higher power of the test.

**Remark 4.6.1.** It is easy to see that maximum likelihood estimates of $\alpha, \kappa$, estimator $\hat{H}_{N,k}$ and the statistics $\hat{T}_{2,k}^L$ are rotational invariant.
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Furthermore, by Slutsky’s theorem, the maximum likelihood estimates of $\alpha, \kappa$ in (4.47) can be replaced by any consistent estimates $\hat{\alpha}, \hat{\kappa}$. Indeed, if $x_1 \sim \text{GvMF}_{2,d}(\alpha, \kappa, \mu)$ under hypothesis $H_{2,0}$, then

$$2^\alpha \frac{A_2(\hat{\kappa}, \hat{\alpha})}{A_2(\hat{\kappa}, \hat{\alpha}, 0)} \xrightarrow{p} 2^\alpha \frac{A_2(\kappa, \alpha, \alpha)}{A_2, d(\kappa, \alpha, 0)} = \mathbb{E} ||x_1 - \mu||^\alpha$$

and

$$\hat{T}_{2,k}(x_N) := -\log c_{2,d}(\hat{\kappa}, \hat{\alpha}) + \frac{\hat{k} A_2(\hat{\kappa}, \hat{\alpha}, \hat{\alpha})}{\hat{\alpha} A_2(\hat{\kappa}, \hat{\alpha}, 0)} - \widetilde{H}_{N,k} \xrightarrow{p \text{ under } H_0} H(x_1) - H(x_1) = 0$$

as $N \to \infty$.

The critical values $x_\beta$ can be found by Monte Carlo simulations of test statistics $\hat{T}_{2,N}$ or $\hat{T}_{2,N}$.

4.6.2 Type I and axial data

The goodness-of-fit test for the axial generalized von-Mises distribution and the distribution of the Type I are constructed similarly to Type II distributions. Let $\Theta_0$ be a compact subset of $\mathbb{R}^2_+$ large enough to contain all values parameters $(\alpha, \kappa)$ appearing in practice. Let $j = 1, 3$ and consider the following hypotheses

- $H_{j,0} : X \sim \text{GvMF}_{j,d}$ for some $(\alpha, \kappa) \in \Theta_0$ and $\mu \in S^{d-1}$,
- $H_{j,1} : X \not\sim \text{GvMF}_{j,d}$ for all $(\alpha, \kappa) \in \Theta_0$ and $\mu \in S^{d-1}$.

For testing $H_{1,0}$ vs. $H_{1,1}$ the statistic $\hat{T}_{1,N}$ is used given by

$$\hat{T}_{1,k}(x_N) := -\log c_{1,d}(\hat{\kappa}, \hat{\alpha}) - \frac{\hat{k} A_1(\hat{\kappa}, \hat{\alpha}, \hat{\alpha})}{\hat{\alpha} A_1(\hat{\kappa}, \hat{\alpha}, 0)} - \tilde{H}_{N,k}, \quad (4.48)$$

where $\hat{\alpha}, \hat{\kappa}$ are some consistent estimates of $\alpha, \kappa$.

For the axial distribution, $H_{3,0}$ vs. $H_{3,1}$ are tested by the test statistic $\hat{T}_{3,N}$ given by

$$\hat{T}_{3,k}(x_N) := -\log c_{3,d}(\hat{\kappa}, \hat{\alpha}) - \frac{\hat{k} A_3(\hat{\kappa}, \hat{\alpha}, \hat{\alpha})}{\hat{\alpha} A_3(\hat{\kappa}, \hat{\alpha}, 0)} - \tilde{H}_{N,k}, \quad (4.49)$$

where $\hat{\alpha}, \hat{\kappa}$ are some consistent estimates of $\alpha, \kappa$.

**Remark 4.6.2.** Note that our goodness-of-fit tests do not detect some particular generalized von Mises-Fisher distribution but tell whether a sample belongs to the parametric family $\text{GvMF}_{j,d}$, $j = 1, 2, 3$. 
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4.7 Numerical experiments

This section provides the method for simulation of GvMF\(_{j,d}\) distributed random vectors and study the behaviour of the test statistic \(\hat{T}_{j,k}\) on simulated samples \(j = 1, 2, 3\).

4.7.1 Simulation

Let \(X_j \sim \text{GvMF}_{j,d}(\alpha, \kappa, \mu), j = 1, 2, 3\). Due to the tangent-normal decomposition

\[
X_j = (\mu^T X_j)\mu + \sqrt{1 - (\mu^T X_j)^2} Y_j,
\]

where \(Y_j, j = 1, 2, 3\) are orthogonal to \(\mu\) and uniformly distributed on \(S^{d-2}\). Therefore, in order to simulate \(X_j\) it can be easily simulated random vectors \(Y_j\) and independent random variables \(\mu^T X_j\). Let us find the distributions of \(\mu^T X_j\) for \(j = 1, 2, 3\). The probability densities \(f_j\) of \(\mu^T X_j\) are given in \([77]\) (2.22) or can be found by applying (4.1).

**Lemma 4.7.1.** The random variables \(\mu^T X_1, \mu^T X_2,\) and \(\mu^T X_3\) have probability densities \(f_1, f_2,\) and \(f_3\) respectively, given by

\[
f_1(y) = \frac{2\pi^{d-1} c_1,d(\kappa, \alpha)}{\Gamma\left(\frac{d-1}{2}\right)} \exp\left(\frac{\kappa}{\alpha} y^{<\alpha>}\right) (1 - y^2)^{\frac{d-3}{2}}, y \in [-1, 1],
\]

(4.50)

\[
f_2(y) = \frac{2\pi^{d-1} c_2,d(\kappa, \alpha)}{\Gamma\left(\frac{d-1}{2}\right)} \exp\left(-\frac{\kappa}{\alpha} (1 - y)^\alpha\right) (1 - y^2)^{\frac{d-3}{2}}, y \in [-1, 1],
\]

(4.51)

\[
f_3(y) = \frac{2\pi^{d-1} c_3,d(\kappa, \alpha)}{\Gamma\left(\frac{d-1}{2}\right)} \exp\left(\frac{\kappa}{\alpha} |y|^{\alpha}\right) (1 - y^2)^{\frac{d-3}{2}}, y \in [-1, 1].
\]

(4.52)

**Proof.** Consider \(\mu^T X_1\). It follows from (4.1) that

\[
P(\mu^T X_1 \leq u) = c_{1,d}(\kappa, \alpha) \int_{\|x\|=1} 1 \{\mu^T x \leq u\} \exp\left(\frac{\kappa}{\alpha} |\mu^T x|^{<\alpha>}\right) \sigma(dx)
\]

\[
= c_{1,d}(\kappa, \alpha) \frac{2\pi^{d-1}}{\Gamma\left(\frac{d-1}{2}\right)} \int_{-1}^1 1 \{y \leq u\} \exp\left(\frac{\kappa}{\alpha} |y|^{<\alpha>}\right) dy = \int_{-1}^u f_1(y) dy.
\]

The cases of \(\mu^T X_2\) and \(\mu^T X_3\) are similar. \(\square\)

Applying described procedure of simulation several samples of generalized von Mises-Fisher distributions are obtained with 1000 entries on 2-dimensional sphere deferred in the Appendix C the locations of samples entries on a unit sphere and the corresponding histograms and probability densities of random variables \(\mu^T X_i, (i = 1, 2, 3)\) a.
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One can observe that larger values of parameter \( \kappa \) corresponds to more concentrated samples along direction \( \mu \).

A short computational study of the parameter estimation methods is provided from sections 4.5.1 and 4.5.2 in the Appendix C.

The method of moments is preferable for Types I and II, if the computing power plays a decisive role. For axial data this method has no such advantages because we need to operate with an orientation tensor. The experiments show that the speed of convergence \( \hat{\alpha} \to \alpha \) and \( \hat{\kappa} \to \kappa \) depend on the values of \( \alpha \) and \( \kappa \) and the speed of convergence of \( \hat{\kappa} \to \kappa \) is more quickly than \( \hat{\alpha} \to \alpha \). The section can also conclude that the errors of maximum likelihood estimators are generally less than the estimators of moment. Comparing the errors by the distribution type, it is observed that samples of Type II very often carry the smallest error.

4.7.2 Entropy estimation

This section applies \( k \)-NNE estimator (4.24) to the simulated set of samples. The estimator \( \hat{H}_{N,k}(X_N) \) is computed and let us denote the sample variances of entropy estimation as \( \text{sVar}(\hat{H}_{N,k}(\alpha, \kappa)) \) for \( k = 1, 2, 3, 4, 5, \kappa \in \{0.1, 0.5, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 7\} \), and \( \alpha \in \{0.5, 1, 1.5, 2, 2.5, 3\} \). Figure 4.1 illustrates the distribution of \( \hat{H}_{N,k}(X_N) \) with \( k = 3 \) by histograms for samples simulated from distributions \( GvMF_{j,3}(1.5, 2, \cdot) \), \( j = 1, 2, 3 \).

In order to choose the right value of \( k \) the sample variances \( \text{sVar}(\hat{H}_{N,k}(\alpha, \kappa)) \) is compared for \( k = 1, 2, 3, 4, 5 \). The minimum and maximum values of \( \text{sVar}(\hat{H}_{N,k}(\alpha, \kappa)) \) with respect to \( \alpha \) and \( \kappa \) are presented in Table 4.1. These results confirm the conclusion in [13], that is, the asymptotic variance of \( \hat{H}_{N,k} \) decreases rapidly up to \( k = 3 \).
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One can observe that k-th nearest neighbor estimates depend on values α and κ. Although, the sample variances are quite small for all examined values of α and κ and sample size N = 1000.

Thus, we choose k = 3 for computations in the next sections.

4.7.3 Test statistic

This section presents our study of the goodness-of-fit tests from Section 4.6 and their test statistics $\hat{T}_{j,k}(\mathcal{X}_N)$, $j = 1, 2, 3$ from (4.47), (4.48) and (4.49) with $k = 3$ and $N = 1000$. We compute $\hat{T}_{j,k}^L(\mathcal{X}_N)$ and $\hat{T}_{j,k}^M(\mathcal{X}_N)$ separately with maximum likelihood estimates and moment estimates of parameters α, κ, respectively.

For comparison of different types of estimates, the fact that we look on the sample variances $\text{sVar}(\hat{T}_{j,k}^M(\alpha, \kappa))$ and $\text{sVar}(\hat{T}_{j,k}^L(\alpha, \kappa))$ of $\hat{T}_{j,k}^M(\mathcal{X}_N)$ and $\hat{T}_{j,k}^L(\mathcal{X}_N)$, respectively, for all combinations of parameters $\kappa \in \{0.1, 0.5, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 7\}$ and $\alpha \in \{0.5, 1, 1.5, 2, 2.5, 3\}$. The minimum and maximum values of $\text{sVar}(\hat{T}_{j,k}^M(\alpha, \kappa))$ and $\text{sVar}(\hat{T}_{j,k}^L(\alpha, \kappa))$ are presented in Table 4.2. Numbers in this table demonstrate significant benefits of the maximum likelihood estimator over the method of moments for distributions of I and II types. For axial data, one can also prefer $\hat{T}_{j,k}^L$. Additionally, one can observe from Table 4.2 and tables with errors of estimates $\hat{k}^L, \hat{k}^M, \hat{\alpha}^L, \hat{\alpha}^M$ that the statistics $\hat{T}_{j,k}^M$ and $\hat{T}_{j,k}^L$ are much more accurate than estimators of parameters and they have small variances even for small α, κ in contrast to $\hat{a}, \hat{\kappa}$, whose deviations are large.

Section 4.6 chooses the two-sided test with rejection criteria $|\hat{T}_{j,k}^L| > x_\beta$. This choice is confirmed by histograms $\hat{T}_{j,k}^L$ with $\alpha = 1.5$ and $\kappa = 2$, see Figure 4.2.

It is seen that the statistics $\hat{T}_{j,k}^L$ have approximately symmetric distribution with mode at 0. Therefore, the rejection region is put as $(-\infty, -x_\beta) \cup [x_\beta, +\infty)$, where critical values $x_\beta$ are obtained as a sample quantiles $\mathbb{P}_{H_0}(\hat{T}_{j,k}^L > x_{\beta,j}) \leq \beta$, $j = 1, 2, 3$. The corresponding values of $x_{\beta,j}$ with significance level $\beta = 0.05$ are presented in Table 4.3 for $\hat{T}_{1,k}^L$, in Table 4.4 for $\hat{T}_{2,k}^L$, and in Table 4.5 for $\hat{T}_{3,k}^L$.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GvMF$<em>{1,3}(\alpha, \kappa)$, $\min</em>{s\kappa}$ (sVar)</td>
<td>0.00214</td>
<td>0.00092</td>
<td>0.00058</td>
<td>0.00042</td>
<td>0.00034</td>
</tr>
<tr>
<td>GvMF$<em>{2,3}(\alpha, \kappa)$, $\min</em>{s\kappa}$ (sVar)</td>
<td>0.00388</td>
<td>0.00239</td>
<td>0.00208</td>
<td>0.00185</td>
<td>0.00152</td>
</tr>
<tr>
<td>GvMF$<em>{3,3}(\alpha, \kappa)$, $\min</em>{s\kappa}$ (sVar)</td>
<td>0.00212</td>
<td>0.00093</td>
<td>0.00059</td>
<td>0.00043</td>
<td>0.00034</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GvMF$<em>{1,3}(\alpha, \kappa)$, $\max</em>{s\kappa}$ (sVar)</td>
<td>0.00212</td>
<td>0.00093</td>
<td>0.00059</td>
<td>0.00043</td>
<td>0.00034</td>
</tr>
<tr>
<td>GvMF$<em>{2,3}(\alpha, \kappa)$, $\max</em>{s\kappa}$ (sVar)</td>
<td>0.00404</td>
<td>0.00304</td>
<td>0.00275</td>
<td>0.00152</td>
<td>0.00257</td>
</tr>
<tr>
<td>GvMF$<em>{3,3}(\alpha, \kappa)$, $\max</em>{s\kappa}$ (sVar)</td>
<td>0.00334</td>
<td>0.00207</td>
<td>0.00170</td>
<td>0.00152</td>
<td>0.00144</td>
</tr>
</tbody>
</table>
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Table 4.2: Sample variances $s_{\text{Var}}(\hat{T}_{j,3}(\alpha, \kappa))$

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Method of moments</th>
<th>Maximum likelihood method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\text{GvMF}_{1,3}$</td>
<td>$\text{GvMF}_{2,3}$</td>
</tr>
<tr>
<td>$\min_{\alpha, \kappa}(s_{\text{Var}})$</td>
<td>0.000563</td>
<td>0.000538</td>
</tr>
<tr>
<td>$\max_{\alpha, \kappa}(s_{\text{Var}})$</td>
<td>0.001014</td>
<td>0.001558</td>
</tr>
</tbody>
</table>

Figure 4.2: Histograms of $\hat{T}_{j,3}(X_{N})$, $X_{N} \sim \text{GvMF}_{j,3}(\alpha, \kappa, \cdot)$ with $\alpha = 1.5$ and $\kappa = 2$.

Table 4.3: Critical values $x_{\beta,1}$ for test statistic $\hat{T}_{1,3}$ and $\beta = 0.05$ with respect to $\alpha$ (rows) and $\kappa$ (columns), multiplied by $10^2$.

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>0.5</strong></td>
<td>4.884</td>
<td>4.626</td>
<td>5.128</td>
<td>5.281</td>
<td>5.069</td>
<td>4.960</td>
<td>4.726</td>
<td>4.999</td>
<td>5.132</td>
<td>5.360</td>
<td>5.301</td>
</tr>
</tbody>
</table>

Table 4.4: Critical values $x_{\beta,2}$ for test statistic $\hat{T}_{2,3}$ and $\beta = 0.05$ with respect to $\alpha$ (rows) and $\kappa$ (columns), multiplied by $10^2$.

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>0.5</strong></td>
<td>4.921</td>
<td>4.795</td>
<td>4.750</td>
<td>4.962</td>
<td>4.711</td>
<td>5.015</td>
<td>4.742</td>
<td>5.182</td>
<td>5.430</td>
<td>5.374</td>
<td>5.388</td>
</tr>
<tr>
<td><strong>2.5</strong></td>
<td>5.066</td>
<td>4.753</td>
<td>5.034</td>
<td>4.805</td>
<td>4.768</td>
<td>4.930</td>
<td>4.973</td>
<td>5.346</td>
<td>5.283</td>
<td>5.138</td>
<td>5.074</td>
</tr>
<tr>
<td><strong>3</strong></td>
<td>4.713</td>
<td>4.417</td>
<td>4.731</td>
<td>4.907</td>
<td>5.001</td>
<td>5.007</td>
<td>4.870</td>
<td>5.023</td>
<td>5.015</td>
<td>5.083</td>
<td>5.116</td>
</tr>
</tbody>
</table>
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Table 4.5: Critical values $x_{p,3}$ for test statistic $\hat{T}_{1,3}$ and $\beta = 0.05$ with respect to $\alpha$ (rows) and $\kappa$ (columns), multiplied by $10^2$.

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>4.932</td>
<td>5.095</td>
<td>4.843</td>
<td>4.863</td>
<td>5.040</td>
<td>5.000</td>
<td>5.477</td>
<td>5.810</td>
<td>5.219</td>
<td>5.527</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>4.925</td>
<td>4.799</td>
<td>4.938</td>
<td>4.831</td>
<td>4.735</td>
<td>5.024</td>
<td>4.739</td>
<td>4.917</td>
<td>4.899</td>
<td>4.703</td>
<td></td>
</tr>
</tbody>
</table>

The study of the goodness-of-fit test’s power is also provided for the samples from Fisher-Bingham distribution. We put $\mu_1 = (1, 0, 0)^T$ and $\mu_2 = (0, \sqrt{2}/2, \sqrt{2}/2)^T$ and consider the following series of hypotheses.

For Type I:

- $H_{10}^1: X_N \sim \text{GvMF}_{1,3}$,

- $H_{1j}^1: X$ has the Fisher-Bingham distribution with density $\propto \exp(3\mu_1^T x + 0.35j(\mu_2^T x)^2)$, $x \in S^2$, $j = 1, \ldots, 20$.

For axial type:

- $H_{00}^2: X_N \sim \text{GvMF}_{3,3}$,

- $H_{2j}^2: X_N$ has the Fisher-Bingham distribution with density $\propto \exp(0.05j(\mu_1^T x) + 6(\mu_2^T x)^2)$, $x \in S^2$, $j = 1, \ldots, 20$.

For each $j = 1, \ldots, 20$, 500 samples $X_{jN}$ are simulated under $H_{1j}^1$ and $X_{2j}^2$ under $H_{2j}^1$ with sample size $N = 1000$. The simulation procedure from the R package is used “Directional” in [118]. In order to simplify replacements, $H_{10}^1$ and $H_{00}^2$ are rejected if $|\hat{T}_{1,3}(X_{jN})| > x_{1\beta}^{(1)}$ and $|\hat{T}_{2,3}(X_{jN})| > x_{1\beta}^{(2)}$ respectively, where critical values $x_{1\beta}^{(1)} = 0.05373$ and $x_{1\beta}^{(2)} = 0.05917$ are taken as maximum of $x_{\beta}$ from Tables 4.3 and 4.5 for significance level $\beta = 0.05$.

The ratios of rejections $H_{10}^1$ and $H_{00}^2$ are presented in Figure 4.3.
4.8 Application to a real data set

This section applies the introduced goodness-of-fit test to the data set consists of fiber directions in a glass fibre reinforced composite material. The 3D-images of a fibre composite obtained by micro computed tomography and are provided by the Institute for Composite Materials (IVW) in Kaiserslautern, Germany, see Figure 4.4a (left). The detailed description of the material can be found in [126] and it was the object...
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of studies in [34] and [33], where the regions of anomaly behaviour of the fibres were found. The data set is provided by Prof. Claudia Redenbach (TU Kaiserslautern) and consists of local direction of fibres estimated by the tools of MAVI software [42]. Each data set entry \( Y_{k}, k = ([1, 97] \times [1, 80] \times [1, 64]) \cap \mathbb{N}^3 \) is the average of fibre local directions in small observation windows \( W \) with \( 75 \times 75 \times 75 \) voxels each. Note that some of such windows can be empty or they might contain not enough material for direction computation. \( J_W \) is denoted the collection of indexes \( k \) such that \( Y_k \) is non-empty. In the considered data set \( |J_W| = 430741 \) and its precise construction is given in [34].

The estimating procedure of directions in MAVI software produces vectors on a unit sphere which are not necessarily symmetrically distributed. However, the fibres are not oriented, therefore an axial distribution of their directions is expected. The symmetrization of original sample is proposed by \( X \) are not oriented, therefore an axial distribution of their directions is expected. The unit sphere which are not necessarily symmetrically distributed. However, the fibres given in \( W \) are i.i.d random variables with \( \mathbb{P}(\xi_k = +1) = \mathbb{P}(\xi_k = -1) = \frac{1}{2} \). The whole material into blocks \( W_i \) are separated, each of size \( 16 \times 15 \times 16 \), such that \( J_1 = J_W \cap ([l_1, l_1 + 16) \times [l_2, l_2 + 16) \times [l_3, l_3 + 16), l = (l_1, l_2, l_3) \) and consider subsamples \( \mathcal{X}_1 = \{X_k, k \in J_1\} \) with simple sizes \( 2736 \leq |\mathcal{X}_1| \leq 3745 \). For each subsample \( \mathcal{X}_1 \) the introduced goodness-of-fit test is provided for distributions \( \text{GvMF}_{3,3} \), i.e., the following is tested

- \( H_{0,1} : \mathcal{X}_1 \sim \text{GvMF}_{3,3} \)
- \( H_{1,1} : \mathcal{X}_1 \not\sim \text{GvMF}_{3,3} \).

At first, the maximum likelihood estimation of parameters \( \alpha \) and \( \kappa \) (for the variety of their values \( \hat{\alpha}_1 \) and \( \hat{\kappa}_1 \) see Figure 4.4b) is provided. Second, we need to simulate the samples of statistics \( \hat{T}_{3,3}(\mathcal{X}_1) \) under hypothesis \( \mathcal{X}_1 \sim \text{GvMF}_{3,3}(\hat{\alpha}_1, \hat{\kappa}_1, \cdot) \) based on samples sizes \( |\mathcal{X}_1| \). Unfortunately, our computational resources was limited and we have to group simulations with close values of \( \hat{\alpha}_1 \) and \( \hat{\kappa}_1 \). One can observe that the majority of \( \hat{\alpha}_1 \) belongs to the interval \([3, 11]\) and the ratios \( \frac{\hat{\kappa}_1}{\hat{\alpha}_1} \) are mostly in \([3, 7]\). Therefore, we simulate \( 800 \) samples \( \mathcal{Y}_N \sim \text{GvMF}_{3,3}(\alpha, \kappa, \cdot) \) each of size \( N = 3500 \) for all combinations of \( \alpha \in \{4, 6, 8, 10\} \) and \( \frac{\kappa}{\alpha} \in \{4, 6\} \) to obtain the corresponding empirical distributions of \( \hat{T}_{3,3}(\mathcal{Y}_N) \).

Then, the statistics values of \( \hat{T}_{3,3}(\mathcal{X}_1) \) are computed for each \( I \) and their \( p \)-values. It is obtained that the goodness-of-fit test rejects almost all hypotheses \( H_{0,1} \) with significance level \( 0.05 \), and detects \( 3 \) regions with directional distributions \( \text{GvMF}_{3,3} \) (see Table 4.6 for the samples \( \mathcal{X}_1 \) with \( p \)-values greater than \( 0.01 \)). In order to illustrate how tight the fitted distributions are, two blocks \( W_i \) are presented with \( I = (49, 61, 1) \).
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and \( l = (49, 61, 1) \), the QQ-plots for samples \( \{ \hat{\mu}_l^T X_l \} \) and distribution \( f_3 \) defined in (4.52) with parameters \((\hat{\alpha}_l, \hat{\kappa}_l, \cdot)\), see Figure 4.5.

Table 4.6: Results of goodness-of-fit tests \( H_{0,l} \) vs. \( H_{1,l} \) for fiber directions in glass fibre reinforced composite material.

<table>
<thead>
<tr>
<th>( l_1 )</th>
<th>( l_2 )</th>
<th>( l_3 )</th>
<th>( | X | )</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\kappa} )</th>
<th>( H_{N,3} )</th>
<th>( T_{1,3}(X_l) )</th>
<th>( p\text{-value} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>49</td>
<td>46</td>
<td>1</td>
<td>3434</td>
<td>8.80</td>
<td>53.90</td>
<td>0.4369</td>
<td>0.02344</td>
<td>0.0775</td>
</tr>
<tr>
<td>49</td>
<td>61</td>
<td>1</td>
<td>3222</td>
<td>8.53</td>
<td>47.62</td>
<td>0.7132</td>
<td>0.01976</td>
<td>0.1234</td>
</tr>
<tr>
<td>49</td>
<td>16</td>
<td>17</td>
<td>3474</td>
<td>8.84</td>
<td>53.63</td>
<td>0.4690</td>
<td>0.02987</td>
<td>0.0263</td>
</tr>
<tr>
<td>49</td>
<td>61</td>
<td>17</td>
<td>3364</td>
<td>10.22</td>
<td>60.91</td>
<td>0.4628</td>
<td>0.02946</td>
<td>0.0263</td>
</tr>
<tr>
<td>1</td>
<td>46</td>
<td>65</td>
<td>3319</td>
<td>7.25</td>
<td>36.45</td>
<td>1.0455</td>
<td>0.02057</td>
<td>0.1275</td>
</tr>
</tbody>
</table>

For each type of distributions \( \text{GvMF}_{1,3}, \text{GvMF}_{2,3}, \text{GvMF}_{3,3} \) 1000 samples are simulated with \( N = 1000 \) entries each for several values of \( \alpha \in \{0.5, 1, 1.5, 2, 2.5, 3\} \) and \( \kappa \in \{0.5, 1, 1.5, 2, 2.5, 3, 4, 5, 6\} \). For each sample, the maximum likelihood estimates \( \hat{\mu}_l, \hat{\alpha}_l, \hat{\kappa}_l \) and moment estimates \( \bar{\mu}_M, \bar{\alpha}_M, \bar{\kappa}_M \) are computed. The sample mean square errors of \( \hat{\alpha}_L \) and \( \hat{\alpha}_M \) is presented in Tables C.1 (type I), C.3 (type II), and C.5 (axial type). The mean square errors of \( \hat{\kappa}_L \) and \( \hat{\kappa}_M \) can be found in Tables C.2 (Type I), C.4 (Type II), and C.6 (axial data). We group error values of \( \hat{\kappa}_L, \hat{\kappa}_M \) and \( \hat{\alpha}_L, \hat{\alpha}_M \) in order to decide which method is more appropriate for parameter estimation. If computing power is a factor, the method of moments is appropriate for Types I and II. This method has no advantages for axial data because it requires the usage of an orientation tensor.
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**Figure 4.5:** QQ plots for samples \( \hat{\mu}_l^T X_l \) and distributions with density \( f_3 \).
Chapter 5

Conclusions

The main results from each chapter of the thesis will be presented here. This chapter also discusses some possible future works.

5.1 Research summary

Chapter 1 contains the review of the Shannon and Rényi entropies and the statistical methods of their estimation. It includes the properties of Shannon and Rényi entropy for discrete and continuous distributions.

The maximum Shannon entropy principle and the $k$-th nearest neighbour distances method of Shannon entropy are used in Chapter 2 to offer a non-parametric goodness-of-fit test for a class of multivariate generalized Gaussian distributions. Some basic explanations and notations which are associated with the multivariate generalized Gaussian distribution are defined in terms of entropy-based test. For an arbitrary fixed $k \geq 1$, the proof of $L^2$ consistency is presented for the $k$-th nearest neighbour distance estimator of the Shannon entropy. Based on the maximum entropy principle, a non-parametric goodness-of-fit test is constructed for a class of implemented generalized multivariate Gaussian distributions. In addition to, $N$ random points from the generalized Gaussian distribution are generated to figure out the function of empirical probability, cumulative and log-density of generalized Gaussian distribution for different values of $s$ parameter. The simulation procedure from the Python package is used. The asymptotic behaviour of test statistic is provided for different values of $m$-dimension, $s$-parameter and the $k$-th nearest neighbour distances as $N$ tends to infinity. For a fixed $(N, k)$ and $(m, s)$, we generate a sample of size $N$ from the generalized Gaussian distribution is generated and the empirical value of the test statistic is recorded, by repeating this $M = 250$ times. This yields a sample realisation from the distribution of test statistic, from which we estimate its mean and variance. Moreover, under the null hypothesis, data from the generalized Gaus-
sian distribution are generated and the behaviour of the test statistic is examined where the value is approaching to zero. Under the alternative hypothesis, data from the multivariate Student-t distribution are generated and the behaviour of the test statistic is investigated where the value is approaching a constant. It is also defined that how $p$-values behave as the sample size increases. The simulation part suggests that the null hypothesis cannot be rejected for samples of size $N = 200$ or more. To each of these 200 samples from the distribution of the test statistic, then we apply the Shapiro-Wilk test is applied for normality \cite{111} and the $p$-value returned by the test is recorded. One can visually observe that the distributions of the generalized Gaussian and multivariate Student-t distribution are hardly distinguishable. Therefore, the goodness-of-fit test for detecting the generalized Gaussian distribution is applied.

Chapter 3 introduces a class of the Rényi entropy based on an independent identically distributed sample that is drawn from an unknown distribution $f$ in $\mathbb{R}^m$. Then, a non-parametric test of goodness-of-fit is presented for a classes of multivariate Student and Pearson type II (or Barenblatt) distributions based on the maximum Rényi entropy principle and consistency of the $k$-th nearest neighbour distance estimator for arbitrary fixed $k \geq 1$. The $k$-th nearest neighbours estimator of Rényi entropy is also used to prove $L^2$- accuracy. The asymptotic behaviour of the test statistics on data obtained from the multivariate Student and Pearson type II distributions are proposed in Chapter 3. The tests are supported by Monte-Carlo simulation.

In Chapter 4, the new classes of unimodal rotational invariant directional distributions that generalize the von Mises-Fisher distributions are introduced. This chapter proposes three different types of distributions, one of which is for axial data. Formulas and a brief computational analysis of parameter estimators are provided using the method of moments and the method of maximum likelihood for each new type, moreover some basic facts regarding the von Mises-Fisher distribution are described. The aim of Chapter 4 is to establish a goodness-of-fit test to decide if sample entries follow one of the introduced the generalized von Mises-Fisher distributions based on the concept of the maximum entropy. On simulated samples, we analyse the behaviour of the test statistics is analysed, critical values are found, and the power of the test is computed. In a glass fibre reinforced composite material, we use the goodness-of-fit test to identify samples that follow the axial generalized von Mises-Fisher distribution. Moreover, Chapter 4 is dedicated to the Shannon entropy of generalized von Mises-Fisher distributions and the maximum entropy principle. Then, the statistical estimation of entropy is discussed and the $L^2$ convergence of the $k$-th
5.2. Future research directions

For further investigation and relevant research directions, there are some interesting questions which can be considered for future research study. It would be beneficial to use the $k$-th nearest neighbour method for the estimator Tsallis entropy and use the test goodness-of-fit for other exponentially family. Some of them are written in below.

**Problem 1.** To investigate the nearest neighbour estimates for the Tsallis entropy in \cite{119}

\[
H^T = H^T(X) = H^T_q(f) = \frac{1}{q-1} \left( 1 - E f^{q-1}(X) \right) = \frac{1}{q-1} \left( 1 - \int_{\mathbb{R}^m} f^q(x) \, dx \right)
\]

and variance of entropy for a random vector $X$ with pdf $f$ is defined as

\[
\text{Var} \{-\log f(X)\} = E[\log f(X)]^2 - H(X)^2,
\]

where the Shannon entropy

\[
H(X) = E\{-\log f(X)\}.
\]

**Problem 2.** To investigate entropy based tests for generalized Gaussian, Student and Pearson type II distribution using a weighted average of $k$-th nearest neighbour estimates or efficient $k$-th nearest neighbour estimates proposed by Berrett, Samworth and Yuan \cite{13}.

**Problem 3.** To construct the goodness-of-fit test for other classes of multivariate distributions such as multivariate Gamma, Exponential and normal inverse Gaussian.

**Problem 4.** To investigate the nearest neighbour estimates of (non-symmetric) statistical distances between two distributions with densities $f$ and $g$, such as Kullback-Leibler divergence

\[
K(f, g) = \int_{\mathbb{R}^m} f(x) \log \frac{f(x)}{g(x)} \, dx,
\]

Bregman divergence

\[
D_q(f, g) = \int_{\mathbb{R}^m} \left[ g^q(x) + \frac{1}{q-1} f^q(x) - \frac{q}{q-1} f(x) g^{q-1}(x) \right] \, dx, \quad q \neq 1,
\]
based on two samples.

**Problem 5.** To generalize the nearest neighbour method for dependent observations.
Appendices
Appendix A

Lower bound on Shannon entropy

Below, some essentials about lower bounds of Shannon entropy are presented. Firstly, it is shown that there exist densities such that $-\infty = H(f) < \infty$. An example of Gnedenko and Kolmogorov is modified [47, p.223]. For other examples, see [8].

Example 1. Let $m = 1$ and consider the density

$$f(x) = \left( x \log^2 \frac{e}{x} \right)^{-1} 1_{[0,1]}(x), \quad x \in \mathbb{R}. \quad (A.1)$$

If $X$ is random variable with density (A.1), then for $s = 1$

$$E_X = E|X| = \int_0^1 \left[ \log^2 \frac{e}{x} \right]^{-1} dx = 1 - E_1(1) \approx 0.40365..., \quad (A.2)$$

where

$$E_p(z) = z^{p-1} \Gamma(1 - p, z) = z^{p-1} \int_z^\infty \frac{e^{-t} t^p}{e^t} dt, \quad p > 0, \quad z \geq 0,$$

is the generalized exponential integral. Thus by Theorem [2.3.1] with $m = 1$ and $\alpha = 1$,

$$H(f) \leq \log [2eE|X|] \approx 0.8073.$$  

From the other hand,

$$H(f) = -\int_0^1 \left[ x \log^2 \frac{e}{x} \right]^{-1} \log \left[ x \log^2 \frac{e}{x} \right]^{-1} dx = -\infty.$$

Example 2. For $m \geq 2$, the similar properties has the density

$$f(x) = c_2(m) \left\| x \right\|^m \log^2 \frac{e}{\left\| x \right\|} \| x \|^{-1} 1_{B_1(0)}(x), \quad x \in \mathbb{R}^m,$$

where $c_2(m) = \Gamma(m/2)/(2\pi^{m/2})$. Namely, $f$ has finite moments but $H(f) = -\infty$.  
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If a random vector $X$ in $\mathbb{R}^m$ has a bounded density $f$ with $\|f\|_\infty = \sup_{x \in \mathbb{R}^m} f(x) < \infty$, then there is a lower bound for its entropy \[ H(f) \geq \frac{1}{m} \log \|f\|_\infty^{-1/m}. \] (A.3)

If, in addition, $f$ is log-concave (that is, $\log f$ is concave), then
\[ \log \|f\|_\infty^{-1/m} \leq \frac{1}{m} H(f) \leq 1 + \log \|f\|_\infty^{-1/m}. \]

Moreover, provided the existence of $p$th moment $\|X\|_p = \left\{ \mathbb{E} \|X\|^p \right\}^{1/p} < \infty$, $p \geq 1$, one has for a log-concave density $f$, see [88],
\[ H(f) \geq \log \frac{2\|X - \mathbb{E}[X]\|_p}{[\Gamma(1 + p)]^{1/p}}. \] (A.4)

If $m = 1$, then for symmetric log-concave random variable
\[ H(f) \geq \log \frac{2\|X\|_p}{[\Gamma(p + 1)]^{1/p}}, \quad p > -1. \] (A.5)

If a symmetric log-concave random vector on $\mathbb{R}^m$ has finite second moment, then
\[ H(f) \geq \frac{m}{2} \log \left( \frac{\det \Sigma_x}{c_3(m)} \right)^{1/m}, \] (A.6)

where $\Sigma_x = \mathbb{E}[(X - \mathbb{E}X)(X - \mathbb{E}X)^T]$ denotes the covariance matrix of $X$ and
\[ c_3(m) = \frac{e^{2m^2}}{4\sqrt{2(m + 2)}}. \] (A.7)

Constant $c_3(m)$ can be improved in the case of unconditional random vectors. A function $f : \mathbb{R}^m \to \mathbb{R}^m$ is called unconditional if for every $(x_1, \ldots, x_m) \in \mathbb{R}^m$ and $(\epsilon_1, \ldots, \epsilon_m) \in \{-1, 1\}^m$, one has
\[ f(\epsilon_1 x_1, \ldots, \epsilon_m x_m) = f(x_1, \ldots, x_m). \]

For example, the density of standard isotropic Gaussian vector is unconditional. Thus, if $X$ is unconditional, symmetric, and log-concave, then
\[ c_3(m) = e^2/2. \] (A.8)

The constant (A.8) is better than the constant (A.7) for $m \geq 5$.

The Shannon entropy, $H = -\sum_k p_k \log p_k$, can be easily be infinite, see [7]. Perhaps the simplest example is to consider the sum
\[ Q(s) = \sum_{k=[e]}^{\infty} \frac{1}{K(\log K)^{1+s}} , \]

which converge for \( s > 0 \), diverges for \( s \leq 0 \) and \([e]\) is the integer part of \( e\).

The corresponding probabilities are

\[ p_K = \frac{1}{Q(s)K(\log K)^{1+s}}, \quad K \geq [e]. \]

Then, the Shannon entropy

\[
H(X) = \log Q(s) + \frac{1}{Q(s)} \sum_{k} \frac{1}{K(\log K)^s} + \frac{1 + s}{Q(s)} \sum_{k} \frac{\log(\log K)}{K(\log K)^{1+s}}
\]

\[ = \log Q(s) + \frac{1}{Q(s)} \sum_{k} \frac{1}{K(\log K)^s} - \frac{dQ(s)/ds}{Q(s)}. \]

The first and third terms converge for \( s > 0 \), but the second term converges only for \( s > 1 \). As a result, this probability distribution has infinite Shannon entropy over the entire range \( s \in (0, 1) \).

Apart from the entire range \( s \in (0, 1) \) above, there are many examples along similar line. For example, one could consider the sums,

\[ Q_1(s) = \sum_{k=[e^s]}^{\infty} \frac{1}{K \log K(\log \log K)^{1+s}}; \]

or

\[ Q_2(s) = \sum_{k=[e^{e^s}]}^{\infty} \frac{1}{K \log K(\log \log K)(\log \log \log K)^{1+s}}. \]

**Alternative conditions for consistency of nearest neighbour estimates of Shannon entropy**

An alternative sets of conditions for consistency of the nearest neighbour estimates of Shannon entropy are presented after Bulinski and Dimitrov \([18, 19]\). These conditions are also proved for generalized Gaussian distribution.

For \( k \geq 1 \), let \( f(x), x \in \mathbb{R}^m \), be a density which satisfies the following conditions:

**Condition A.0.1.** For some \( \epsilon > 0 \) and \( R > 0 \),

\[ \int_{\mathbb{R}^m} \left[ \sup_{[0,R]} I_f(x,r) \right] \epsilon f(x) dx < \infty \quad (A.9) \]
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\[ \int_{\mathbb{R}^m} \left[ \inf_{r \in [0,R]} I_f(x,r) \right]^{-\epsilon} f(x) dx < \infty, \quad (A.10) \]

where

\[ I_f(x,r) = \frac{\int_{\|x-y\| \leq r} f(y) dy}{\left[ r^m V_m \right]}, \quad V_m = \frac{\pi^{m/2}}{\Gamma \left( \frac{m}{2} + 1 \right)}. \]

**Condition A.0.2.** For some \( p > 1 \)

\[ \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} |\log \|x-y\||^p f(x) f(y) dx dy < \infty. \quad (A.11) \]

From \[18, 19\], one can obtain the following results.

**Theorem A.0.3.** Assume that Condition \[A.0.1\] hold.

1. If Condition \[A.0.2\] holds for some \( p > 1 \), then for any fixed \( k \in \{1, \ldots, N - 1\} \)

\[ \mathbb{E}\left[ H_{N,k} - H \right] \rightarrow 0 \quad \text{as} \quad N \rightarrow \infty. \quad (A.12) \]

2. If Condition \[A.0.2\] holds for some \( p > 2 \), then for any fixed \( k \in \{1, \ldots, N - 1\} \)

\[ \mathbb{E}\left[ H_{N,k} - H \right]^2 \rightarrow 0 \quad \text{as} \quad N \rightarrow \infty. \quad (A.13) \]

**Remark A.0.1.** Condition \((A_1)\), \( \int_{\mathbb{R}^m} \left[ \sup_{r \in [0,R]} I_f(x,r) \right]^p f(x) dx < \infty \), in Theorem \[A.0.3\] can be replaced by the following condition: for some \( M > 0 \)

\[ f(x) \leq M < \infty, \quad x \in \mathbb{R}^m; \quad (A.14) \]

while the condition \((A_2)\), \( \int_{\mathbb{R}^m} \left[ \inf_{r \in [0,R]} I_f(x,r) \right]^{-\epsilon} f(x) dx < \infty \), in Theorem \[A.0.3\] can be replaced by the following condition: for a fixed \( R > 0 \), there exists a constant \( c > 0 \), such that

\[ \inf_{r \in [0,R]} I_f(x,r) \geq cf(x), \quad x \in \mathbb{R}^m, \quad (A.15) \]

and for some \( \epsilon > 0 \)

\[ \int_{\mathbb{R}^m} f^{1-\epsilon}(x) dx < \infty. \quad (A.16) \]
Remark A.0.2. Condition (A.0.1) was introduced in [77] and [49], while condition (A.15) is considered in [30] for \( k = 1 \) (together with other conditions), see also in [39] and [38].

Remark A.0.3. For \( k = 1 \), it was proven by Bulinski and Dimitrov [18] that (A.12), (A.13) hold for multidimensional Gaussian distribution while [30] show that (A.12) and (A.13) hold for \( GG(m, s) \) and Student distributions.

Proposition A.0.1. The density function \( f(x) = f_0 \exp\{-\frac{\|x\|^2}{s}\} \), \( x \in \mathbb{R}^m \) of \( GG(m, s) \) distribution belongs to the class \( \mathcal{K} \) for \( k = 1, s > 0, m \geq 1 \).

Proof. It is easy to see that (A.14) for \( p > 2 \) (and hence (A.9)) and (A.0.2) hold for \( GG(m, s) \) distribution. To prove (A.10) we note that for \( x, y \in \mathbb{R}^m \)

\[
\|y\|^2 = \|x\|^2 + \|y - x\|^2 + 2 \langle x, y - x \rangle.
\]

Using an elementary inequality:

\[
(a + b)^\alpha \leq a^\alpha + b^\alpha, \quad a, b \geq 0, \quad \alpha \in [0, 1],
\]

for \( 0 < s \leq 2 \) it follows that:

\[
\|y\|^s = \left( \|y\|^2 \right)^{s/2} \leq \left( \|x\|^2 + \|y - x\|^2 + 2 \langle x, y - x \rangle \right)^{s/2} 
\leq \|x\|^s + \|y - x\|^s + 2^{s/2} \langle x, y - x \rangle^{s/2}.
\]

Therefore,

\[
f(y) = c_0 \exp\{-\frac{1}{s} \|x\|^s\} \geq c_0 \exp\left\{-\frac{1}{s} \left( \|x\|^s + \|y - x\|^2 + 2 \langle x, y - x \rangle^{s/2} \right) \right\} 
\geq f(x) \exp\left\{-\frac{1}{s} \|y - x\|^2 - \frac{1}{s} 2^{s/2} \langle x, y - x \rangle^{s/2} \right\}.
\]

(A.17)

Let us fix an arbitrary \( x \in \mathbb{R}^m, R > 0 \), and for any \( r \in (0, R) \) by (A.17) we obtain

\[
\int_{\|x - y\| \leq r} f(y) dy \geq f(x) \int_{\|x - y\| \leq r} \exp\left\{-\frac{1}{s} \|y - x\|^2 \right\} \exp\left\{-\frac{1}{s} 2^{s/2} \langle x, y - x \rangle^{s/2} \right\} dx 
\geq f(x) \int_{\|z\| \leq r} \exp\left\{-\frac{1}{s} \|z\|^s \right\} \exp\left\{-\frac{1}{s} 2^{s/2} \langle x, z \rangle^{s/2} \right\} dz.
\]

(A.18)

Simple inequality: \( e^u \geq 1 + u, u \in \mathbb{R} \), leads to the formula

\[
\int_{\|z\| \leq r} e^{-\frac{1}{2}s \langle x, z \rangle^{s/2}} dz \geq \int_{\|z\| \leq r} \left( 1 - \frac{1}{s} 2^{s/2} \langle x, z \rangle^{s/2} \right) dz 
= V_m r^m - \frac{1}{s} \int_{\|z\| \leq r} \langle x, z \rangle^{s/2} dz.
\]
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Using Cauchy-Schwartz inequality,

\[ |\langle x, z \rangle|^2 \leq \|x\|\|z\|, \]

it follows that

\[
\int_{\|z\| \leq r} \exp \left\{ -\frac{1}{s} 2^s |\langle x, z \rangle|^{s/2} \right\} \, dz \geq V_m r^m - \frac{1}{s} 2^s \|x\|^s \int_{\|z\| \leq r} \|z\|^s \, dz \\
= V_m r^m - \frac{1}{s} 2^s \|x\|^s \int_{\|z\| \leq r} \|z\|^s \, dz \\
= V_m r^m - \frac{1}{s} 2^s \|x\|^s \cdot \frac{2\pi^{m/2}}{\Gamma(m/2)} \left( m + \frac{s}{2} \right) \\
= V_m r^m - \frac{2^s \pi^{m/2}}{s\Gamma(m/2)(m + \frac{s}{2})} \|x\|^s r^{m+\frac{s}{2}}. \tag{A.19}
\]

From (A.18) and (A.19) we get

\[
\int_{\|x - y\| \leq r} f(y) \, dy \geq f(x) \exp \left\{ -\frac{1}{s} \right\} \left[ r^m V_m (1 - c_s r^{s/2} \|x\|^s) \right], \tag{A.20}
\]

where

\[ c_s = \frac{2^s}{s} \frac{m}{2(m + \frac{s}{2})} = \frac{2^s}{s} \frac{m}{2m + s} \]

and

\[ m_f(x, R) = \inf_{r \in [0, R]} \left[ \int_{\|x - y\| \leq r} f(y) \, dy \frac{1}{r^m V_m} \right] \geq f(x) e^{-1/R} \left( 1 - R^2 c_s \|x\|^{s/2} \right) = F(x). \]

Note that there exists \( \varepsilon \in (0, 1) \) such that for a fixed \( R > 0 \)

\[
\int_{\mathbb{R}^n} \frac{1}{F(x)^\varepsilon} f(x) \, dx = \int_{\mathbb{R}^n} \frac{f^{1-\varepsilon}(x)}{\left( 1 - R^2 c_s \|x\|^{s/2} \right)^\varepsilon} \, dx \\
= c_0^{-1} e^{-\frac{1}{R^2}} \int_{\mathbb{R}^n} \exp \left\{ \|x(1 - \varepsilon)^{1/s}\| \right\} \frac{1}{\left( 1 - R^2 c_s \|x\|^{s/2} \right)^\varepsilon} \, dx < \infty,
\]

and (A.10) holds for \( 0 < s \leq 2 \). For \( s \geq 2 \), we use an elementary inequality

\[ (x + y)^\alpha \leq 2^{\alpha-1}(x^\alpha + y^\alpha), \quad \alpha \geq 1, \quad x, y \geq 0. \]
We have
\[ \|y\|^s = (\|y\|^2)^{s/2} \leq 2^{1/2} \left[ \|x\|^s + (\|y - x\|^2 + 2|\langle x, y - x \rangle|)^{s/2} \right] \]
\[ \leq 2^{1/2} \left[ \|x\|^s + 2^{1/2} \left( \|y - x\|^s + 2^{1/2}|\langle x, y - x \rangle|^{s/2} \right) \right] \]
\[ = 2^{1/2} \|x\|^s + 2^{s/2}\|y - x\|^s + 2 \frac{3s}{2} |\langle x, y - x \rangle|^{3s/4} . \]

Therefore,
\[ f(y) \geq c_0 \exp \left\{ -\frac{1}{s} \|x\|^s \frac{2^{1/2}}{2} \right\} \exp \left\{ -\frac{1}{s} 2^{s/2} \|y - x\|^s \right\} \exp \left\{ -\frac{1}{s} 2 \frac{3s}{2} |\langle x, y - x \rangle|^{3s/4} \right\} \]
and
\[ \int_{\|x - y\| \leq r} f(y)dy \geq c_0 \exp \left\{ -\frac{1}{s} \|x\|^s \frac{2^{1/2}}{2} \right\} \exp \left\{ -\frac{1}{s} 2^{s/2} r^s \right\} r^m V_m (1 - c^* \|x\|^{3s/4} R^2) , \]
where
\[ c^* = \frac{m}{s} 2^{3s/2} \frac{1}{2^{m+3s} - 4} . \]

Thus,
\[ m_f(x,R) \geq c_0 e^{-\frac{1}{2} \|x\|^2} e^{-\frac{1}{2} 2^{s/2} R^2} (1 - c^* \|x\|^{3s/4} R^2) = F_1(x) . \]

Note that there exists \( \varepsilon \in (0,1) \) such that for a fixed \( R > 0 \):
\[ \int_{\mathbb{R}^m} \frac{f(x)dx}{F_1(x)^\varepsilon} = c_0^{-\varepsilon} e^{-\frac{1}{2} 2^{s/2} R^2} \int_{\mathbb{R}^m} e^{-\frac{1}{2} 2^{s/2} \|x(1-\varepsilon)^{1/\varepsilon}\|^s} \frac{dx}{(1-R^2 c^* \|x\|^{3s/4})} < \infty \]
and (A.10) holds for \( s \geq 2 \).
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Numerical result for Rényi entropy

This section contains some numerical experiments for Rényi entropy and shows empirical distribution of multivariate Student, Pearson type II distribution for different values of degrees of freedom \( \text{dof} \), \( q \) and \( m \) dimensions.

Figure B.1: Empirical distribution of \( ST(m, \nu) \) for \( m = 1 \) and different values of \( \text{dof} \).

Figure B.2: Heatmaps for multivariate Pearson type II distribution as \( q \) increase the plots becomes uniform distribution, \( m = 2 \).
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Figure B.3: Scatter plots for bivariate Student and Pearson type II distributions.

Figure B.4: Visualization of multivariate Pearson Type II distribution for $m = 3$ and different values of $q$. 

(a) $q = 1.2$

(b) $q = 1.3$

(c) $q = 1.4$

(d) $q = 1.9$
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Numerical experiments for von Mises-Fisher distributions

In the Appendix C, tables of mean square errors of estimates of $\kappa$ and $\alpha$ and plots with relations of the generalized von Mises-Fisher distributions are presented. The procedure of simulation obtaining several samples of generalized von Mises-Fisher distributions with 1000 entries on 2-dimensional sphere is also shown.

Table C.1: Mean square error of estimator of $\hat{\alpha}_M$ (top raw) and $\hat{\alpha}_L$ (bottom raw) for GvMF$_{1,3}$ distribution, for different values of $\alpha$ (rows) and $\kappa$ (columns) with aspect of Type I

<table>
<thead>
<tr>
<th></th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.01131</td>
<td>0.00309</td>
<td>0.00229</td>
<td>0.00334</td>
<td>0.00720</td>
<td>0.00234</td>
<td>0.00067</td>
<td>0.00084</td>
<td>0.00046</td>
</tr>
<tr>
<td>1</td>
<td>0.01303</td>
<td>0.00294</td>
<td>0.00209</td>
<td>0.00290</td>
<td>0.00600</td>
<td>0.01028</td>
<td>0.01568</td>
<td>0.02000</td>
<td>0.02222</td>
</tr>
<tr>
<td>1.5</td>
<td>0.21929</td>
<td>0.03207</td>
<td>0.01518</td>
<td>0.00838</td>
<td>0.00480</td>
<td>0.00508</td>
<td>0.00644</td>
<td>0.00850</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.89383</td>
<td>0.44954</td>
<td>0.12728</td>
<td>0.07106</td>
<td>0.04816</td>
<td>0.03330</td>
<td>0.02949</td>
<td>0.01985</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>8.34069</td>
<td>2.90354</td>
<td>0.89834</td>
<td>0.44383</td>
<td>0.27728</td>
<td>0.16670</td>
<td>0.08593</td>
<td>0.05485</td>
<td>0.04011</td>
</tr>
<tr>
<td>3</td>
<td>10.1863</td>
<td>18.7129</td>
<td>8.74483</td>
<td>0.30553</td>
<td>0.13914</td>
<td>0.09861</td>
<td>0.05726</td>
<td>0.03554</td>
<td>0.02187</td>
</tr>
<tr>
<td>15.44292</td>
<td>4.46642</td>
<td>1.21787</td>
<td>0.42840</td>
<td>0.23206</td>
<td>0.16395</td>
<td>0.08478</td>
<td>0.05083</td>
<td>0.03633</td>
<td></td>
</tr>
<tr>
<td>10.1863</td>
<td>8.74483</td>
<td>6.31836</td>
<td>6.33024</td>
<td>3.48461</td>
<td>2.84763</td>
<td>1.35829</td>
<td>0.62283</td>
<td>0.50274</td>
<td></td>
</tr>
<tr>
<td>18.7129</td>
<td>8.33385</td>
<td>3.35711</td>
<td>1.24416</td>
<td>0.60680</td>
<td>0.36062</td>
<td>0.20265</td>
<td>0.11569</td>
<td>0.08699</td>
<td></td>
</tr>
</tbody>
</table>
Let us illustrate the generalized von Mises-Fisher distribution on 2-dimensional sphere by several samples with 1000 entries. For all samples, mean direction $\mu = (0, \sqrt{2/2}, \sqrt{2/2})$ is fixed. For different values of $\alpha$ and $\kappa$, locations of samples entries on a unit sphere are presented for Type I, see Figure C.2 (with value $\alpha = 0.5$) and Figure C.4 (with $\alpha = 1.5$); for Type 2, Figures C.6 and C.8 with $\alpha = 0.5$ and $\alpha = 1.5$, respectively, and the samples of axial data are presented in Figure C.10 (with $\alpha = 0.5$) and C.12 (with $\alpha = 1.5$). The corresponding histograms and probability densities of random variables $\mu^T X_i, i = 1, 2, 3$ can be found in Figures C.1 (with value $\alpha = 0.5$) and C.3 (with value $\alpha = 1.5$) for Type I, in Figures C.5 (with value $\alpha = 0.5$) and C.7 (with value $\alpha = 1.5$) for Type II, and in Figures C.9 (with value $\alpha = 0.5$) and C.11 (with value $\alpha = 1.5$) for axial data.

### Table C.3: Mean square error of estimator of $\hat{\kappa}_M$ (top raw) and $\hat{\kappa}_L$ (bottom raw) for GvMF$_{1,3}$ distribution, for different values of $\alpha$ (rows) and $\kappa$ (columns) with regard to Type II

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.5</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.04439</td>
<td>0.00892</td>
<td>0.00384</td>
<td>0.00280</td>
<td>0.00200</td>
<td>0.00176</td>
<td>0.00174</td>
<td>0.00208</td>
<td>0.00112</td>
</tr>
<tr>
<td>1</td>
<td>0.1176</td>
<td>0.02004</td>
<td>0.01238</td>
<td>0.00772</td>
<td>0.00629</td>
<td>0.00536</td>
<td>0.00524</td>
<td>0.00583</td>
<td>0.00394</td>
</tr>
<tr>
<td>1.5</td>
<td>0.15498</td>
<td>0.02641</td>
<td>0.01200</td>
<td>0.00721</td>
<td>0.00555</td>
<td>0.00469</td>
<td>0.00369</td>
<td>0.00357</td>
<td>0.00341</td>
</tr>
<tr>
<td>2</td>
<td>0.20075</td>
<td>0.05492</td>
<td>0.02785</td>
<td>0.01742</td>
<td>0.01282</td>
<td>0.01291</td>
<td>0.00981</td>
<td>0.00956</td>
<td>0.00925</td>
</tr>
<tr>
<td>2.5</td>
<td>0.30670</td>
<td>0.05952</td>
<td>0.02937</td>
<td>0.01765</td>
<td>0.01473</td>
<td>0.01303</td>
<td>0.01006</td>
<td>0.01004</td>
<td>0.00962</td>
</tr>
<tr>
<td>3</td>
<td>0.40815</td>
<td>0.09795</td>
<td>0.05109</td>
<td>0.03886</td>
<td>0.02962</td>
<td>0.02579</td>
<td>0.02119</td>
<td>0.02306</td>
<td>0.02214</td>
</tr>
<tr>
<td>0.5</td>
<td>0.40585</td>
<td>0.09406</td>
<td>0.05020</td>
<td>0.03618</td>
<td>0.02640</td>
<td>0.02466</td>
<td>0.01993</td>
<td>0.02191</td>
<td>0.02198</td>
</tr>
<tr>
<td>1</td>
<td>0.51124</td>
<td>0.12344</td>
<td>0.08888</td>
<td>0.06883</td>
<td>0.05843</td>
<td>0.05474</td>
<td>0.05298</td>
<td>0.04757</td>
<td>0.05053</td>
</tr>
<tr>
<td>1.5</td>
<td>0.7192</td>
<td>0.18736</td>
<td>0.14068</td>
<td>0.11680</td>
<td>0.11100</td>
<td>0.11534</td>
<td>0.09450</td>
<td>0.10280</td>
<td>0.10102</td>
</tr>
<tr>
<td>2</td>
<td>0.92430</td>
<td>0.18199</td>
<td>0.09598</td>
<td>0.08051</td>
<td>0.07280</td>
<td>0.07200</td>
<td>0.06493</td>
<td>0.07062</td>
<td>0.06307</td>
</tr>
</tbody>
</table>

### Appendix C. Numerical experiments for von Mises-Fisher distributions
The mean square errors of \( \hat{\kappa}_L \) and \( \hat{\kappa}_M \) can be found in Tables C.4 (Type II), and C.6 (axial data). We group error values of \( \hat{\kappa}_L, \hat{\kappa}_M \) and \( \hat{\alpha}_L, \hat{\alpha}_M \) in order to decide which method is more appropriate for parameter estimation. The method of moments is preferable for Types I and II, if the computing power plays a decisive role. For axial data, this method has no such advantage because it needs to operate with an orientation tensor.

### Table C.4: Mean square error of estimator of \( \hat{\alpha} \) orientation tensor.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.00593</td>
<td>0.00788</td>
<td>0.01080</td>
<td>0.01751</td>
<td>0.03210</td>
<td>0.05688</td>
<td>0.15497</td>
<td>0.39889</td>
<td>0.26720</td>
</tr>
<tr>
<td>1.0</td>
<td>0.00585</td>
<td>0.00619</td>
<td>0.00815</td>
<td>0.01132</td>
<td>0.02080</td>
<td>0.02932</td>
<td>0.06803</td>
<td>0.16595</td>
<td>0.29599</td>
</tr>
<tr>
<td>1.5</td>
<td>0.00540</td>
<td>0.00611</td>
<td>0.00912</td>
<td>0.01328</td>
<td>0.02487</td>
<td>0.03871</td>
<td>0.08558</td>
<td>0.18878</td>
<td>0.31815</td>
</tr>
<tr>
<td>2.0</td>
<td>0.00504</td>
<td>0.00602</td>
<td>0.00885</td>
<td>0.01432</td>
<td>0.02260</td>
<td>0.03695</td>
<td>0.07654</td>
<td>0.16276</td>
<td>0.28533</td>
</tr>
<tr>
<td>2.5</td>
<td>0.00492</td>
<td>0.00547</td>
<td>0.00715</td>
<td>0.01170</td>
<td>0.02059</td>
<td>0.03221</td>
<td>0.07713</td>
<td>0.17453</td>
<td>0.29812</td>
</tr>
</tbody>
</table>

It can be seen that the critical values of \( x_{\beta,j} \), \( j = 1, 2, 3 \), are obtained as a sample quantiles for test statistic \( \hat{T}_{1,3}^L \) with respect to significance level \( \beta = 0.025 \) are presented clearly in Table C.7 for \( \hat{T}_{1,3}^L \), in Table C.8 for \( \hat{T}_{2,3}^L \) and in Table C.9 for \( \hat{T}_{3,3}^L \).

### Table C.5: Mean square error of estimator of \( \hat{\alpha}_M \) (top raw) and \( \hat{\kappa}_L \) (bottom raw) for GvMF distribution, for different values of \( \alpha \) (rows) and \( \kappa \) (columns) with aspect of Type II.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.01072</td>
<td>0.00103</td>
<td>0.00126</td>
<td>0.00147</td>
<td>0.00217</td>
<td>0.00272</td>
<td>0.00395</td>
<td>0.00699</td>
<td>0.01112</td>
</tr>
<tr>
<td>1.0</td>
<td>0.01004</td>
<td>0.00103</td>
<td>0.00119</td>
<td>0.00140</td>
<td>0.00205</td>
<td>0.00290</td>
<td>0.00290</td>
<td>0.00290</td>
<td>0.00290</td>
</tr>
<tr>
<td>1.5</td>
<td>0.00797</td>
<td>0.00776</td>
<td>0.00784</td>
<td>0.00765</td>
<td>0.00756</td>
<td>0.00756</td>
<td>0.00756</td>
<td>0.00756</td>
<td>0.00756</td>
</tr>
<tr>
<td>2.0</td>
<td>0.00725</td>
<td>0.00706</td>
<td>0.00685</td>
<td>0.00646</td>
<td>0.00646</td>
<td>0.00646</td>
<td>0.00646</td>
<td>0.00646</td>
<td>0.00646</td>
</tr>
<tr>
<td>2.5</td>
<td>0.00697</td>
<td>0.00688</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
</tr>
<tr>
<td>3.0</td>
<td>0.00697</td>
<td>0.00688</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
</tr>
<tr>
<td>4.0</td>
<td>0.00697</td>
<td>0.00688</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
</tr>
<tr>
<td>5.0</td>
<td>0.00697</td>
<td>0.00688</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
</tr>
<tr>
<td>6.0</td>
<td>0.00697</td>
<td>0.00688</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
<td>0.00678</td>
</tr>
</tbody>
</table>

### Table C.6: Mean square error of estimator of \( \alpha \) orientation tensor.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.72887</td>
<td>0.23713</td>
<td>0.11809</td>
<td>0.07490</td>
<td>0.05809</td>
<td>0.03753</td>
<td>0.02852</td>
<td>0.01925</td>
<td>0.01203</td>
</tr>
<tr>
<td>1.0</td>
<td>1.99071</td>
<td>0.21501</td>
<td>0.08130</td>
<td>0.04956</td>
<td>0.03090</td>
<td>0.02432</td>
<td>0.02189</td>
<td>0.01923</td>
<td>0.01272</td>
</tr>
<tr>
<td>1.5</td>
<td>5.17467</td>
<td>0.59325</td>
<td>0.20077</td>
<td>1.02807</td>
<td>0.99527</td>
<td>0.97284</td>
<td>0.08872</td>
<td>0.07233</td>
<td>0.06224</td>
</tr>
<tr>
<td>2.0</td>
<td>7.58889</td>
<td>1.11221</td>
<td>0.28031</td>
<td>0.14598</td>
<td>0.08200</td>
<td>0.06144</td>
<td>0.04110</td>
<td>0.03296</td>
<td>0.02763</td>
</tr>
<tr>
<td>2.5</td>
<td>1.61793</td>
<td>1.34087</td>
<td>0.96170</td>
<td>0.37039</td>
<td>0.28955</td>
<td>0.15980</td>
<td>0.09065</td>
<td>0.05065</td>
<td>0.03471</td>
</tr>
<tr>
<td>3.0</td>
<td>11.8352</td>
<td>4.29336</td>
<td>1.22665</td>
<td>0.40504</td>
<td>0.20974</td>
<td>0.16143</td>
<td>0.08807</td>
<td>0.05484</td>
<td>0.04622</td>
</tr>
<tr>
<td>3.5</td>
<td>31.4653</td>
<td>2.42570</td>
<td>1.51950</td>
<td>0.79157</td>
<td>0.47397</td>
<td>0.33233</td>
<td>0.17312</td>
<td>0.11837</td>
<td>0.08002</td>
</tr>
<tr>
<td>4.0</td>
<td>17.0535</td>
<td>7.75701</td>
<td>3.11424</td>
<td>1.16675</td>
<td>0.52106</td>
<td>0.34421</td>
<td>0.18537</td>
<td>0.12971</td>
<td>0.08197</td>
</tr>
<tr>
<td>4.5</td>
<td>4.87113</td>
<td>4.08307</td>
<td>2.94881</td>
<td>1.72811</td>
<td>1.07687</td>
<td>0.70276</td>
<td>0.35226</td>
<td>0.20735</td>
<td>0.15167</td>
</tr>
<tr>
<td>5.0</td>
<td>17.9716</td>
<td>10.7576</td>
<td>5.75811</td>
<td>2.78445</td>
<td>1.28941</td>
<td>0.74024</td>
<td>0.35797</td>
<td>0.22610</td>
<td>0.15511</td>
</tr>
</tbody>
</table>
### Appendix C. Numerical experiments for von Mises-Fisher distributions

**Table C.6:** Mean square error of estimator of $\hat{\kappa}_M$ (top raw) and $\hat{\kappa}_L$ (bottom raw) for GvMF$_{3,3}$ distribution, for different values of $\alpha$ (rows) and $\kappa$ (columns) with aspect of Type III

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>0.5</td>
<td>0.0602</td>
<td>0.06435</td>
<td>0.05186</td>
<td>0.04292</td>
<td>0.0382</td>
<td>0.04729</td>
<td>0.0507</td>
<td>0.05118</td>
</tr>
<tr>
<td></td>
<td>0.6041</td>
<td>0.04156</td>
<td>0.04885</td>
<td>0.05101</td>
<td>0.05939</td>
<td>0.06571</td>
<td>0.10154</td>
<td>0.12560</td>
<td>0.15621</td>
</tr>
<tr>
<td></td>
<td>0.64104</td>
<td>0.12997</td>
<td>0.13578</td>
<td>0.14216</td>
<td>0.14670</td>
<td>0.12929</td>
<td>0.14336</td>
<td>0.14140</td>
<td>0.14276</td>
</tr>
<tr>
<td></td>
<td>0.64104</td>
<td>0.12997</td>
<td>0.13578</td>
<td>0.14216</td>
<td>0.14670</td>
<td>0.12929</td>
<td>0.14336</td>
<td>0.14140</td>
<td>0.14276</td>
</tr>
</tbody>
</table>

**Table C.7:** Critical values $x_{\beta,1}$ for test statistic $\hat{T}^{L}_{1,3}$ and $\beta = 0.025$ with respect to $\alpha$ (rows) and $\kappa$ (columns), multiplied by $10^2$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
</table>

**Table C.8:** Critical values $x_{\beta,2}$ for test statistic $\hat{T}^{L}_{2,3}$ and $\beta = 0.025$ with respect to $\alpha$ (rows) and $\kappa$ (columns), multiplied by $10^2$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>0.5</td>
<td>5.634</td>
<td>5.792</td>
<td>6.048</td>
<td>6.222</td>
<td>6.357</td>
<td>6.899</td>
<td>6.8</td>
<td>7.125</td>
<td>6.695</td>
<td>6.935</td>
</tr>
</tbody>
</table>
Table C.9: Critical values $x_{\beta,3}$ for test statistic $\hat{T}_{L,3}$ and $\beta = 0.025$ with respect to $\alpha$ (rows) and $\kappa$ (columns), multiplied by $10^2$.

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
</table>

Figure C.1: Density $f_1$ from \(4.50\) for $\alpha = 0.5$ and different values of $\kappa$.

Figure C.2: Realisations of $X \sim \text{GvMF}_{1,3}(\alpha, \kappa, \mu)$ with $\alpha = 0.5$ and different values of $\kappa$. 
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Figure C.3: Density $f_1$ from (4.50) for $\alpha = 1.5$ and different values of $\kappa$.

Figure C.4: Realisations of $X \sim \text{GvMF}_{1,3}(\alpha, \kappa, \mu)$ with $\alpha = 1.5$ and different values of $\kappa$.

Figure C.5: Density $f_2$ from (4.51) for $\alpha = 0.5$ and different values of $\kappa$.

Figure C.6: Realisations of $X \sim \text{GvMF}_{2,3}(\alpha, \kappa, \mu)$ with $\alpha = 0.5$ and different values of $\kappa$. 
Figure C.7: Density $f_2$ from (4.51) for $\alpha = 1.5$ and different values of $\kappa$.

Figure C.8: Realisations of $X \sim \text{GvMF}_{2,3}(\alpha, \kappa, \mu)$ with $\alpha = 1.5$ and different values of $\kappa$.

Figure C.9: Density $f_3$ from (4.52) for $\alpha = 0.5$ and different values of $\kappa$.

Figure C.10: Realisations of $X \sim \text{GvMF}_{3,3}(\alpha, \kappa, \mu)$ with $\alpha = 0.5$ and different values of $\kappa$. 
Appendix C. Numerical experiments for von Mises-Fisher distributions

Figure C.11: Density $f_3$ from (4.52) for $\alpha = 1.5$ and different values of $\kappa$. 

(a) $\kappa = 1$  
(b) $\kappa = 4$  
(c) $\kappa = 8$

Figure C.12: Realisations of $X \sim \text{GvMF}_{3,3}(\alpha, \kappa, \mu)$ with $\alpha = 1.5$ and different values of $\kappa$. 

(a) $\kappa = 1$  
(b) $\kappa = 4$  
(c) $\kappa = 8$
— Appendix D —

Historical perspective of Entropy

The concept of entropy has an exciting long history. The notion of entropy way first defined by German physicist Rudolph Clausius in 1865 as a general law of physics, which now is known as the second law of thermodynamic. Researchers in that time were forced to understand and predict macroscopic observable phenomenon since the atomic (microscopic) nature of matter was not discovered yet. Clausius showed that there exist an exact differential function $dS = dQ/T$ where $dS$ is the differential change in entropy resulting from an infinitesimal flow of heat $dQ$ at temperature $T$,\[^89\]. Clausius also showed that in any equilibrium state, the observable thermodynamic state parameters (such as mole number, pressure and volume) attain values for which the entropy is maximum subject to any physical constraints, see \[^6\].

In 1876, the physicists, Joshua Willard Gibss formulated the principles of statistical mechanics based on the Clausius ideas. Later in the 19th and early 20th centuries, James Clerk Maxwell and Ludwing Boltzmann developed these concepts further. Boltzmann was able to describe his entropy function by the equation

$$H = k_B \log W \quad \text{or} \quad H = k_B \log P$$

(D.1)

where $k_B$ denotes the Boltzmann’s constant and $P = 1/W$ and $W$ is the number of microstates that are consistent with the given equilibrium microstate. The constant $k_B$ was not written by Boltzmann himself because of the Planck’s reading of \[^96\]. Boltzmann considered the entropy as a measure of statistical disorder or "mixedupness". Then, American mathematical physicist J. Willard Gibbs refined this concept into a common formula for statistical mechanical entropy which is considered as one of the foundations of statistical mechanics theory. The general formula for the entropy of a system that was obtained by Gibbs’ systematic development of statistical thermodynamics is given by

$$H = -k_B \sum p_k \log p_k$$

(D.2)
where $p_K$ denotes the probability of a system being in various $\{K\}$ microstates. The next significant development in entropy appeared in 1948 from an unexpected area of communication theory. The concept of information entropy was published in a seminal paper "A mathematical Theory of Communication" by an American mathematician Claude Elwood Shannon, known as the father of information of Shannon theory [110]. In that year, Claude Shannon developed a complete theoretical framework for quantifying the performance of communication links. Shannon entropy is a measure of the uncertainty or disorder associated with a random variable. Primarily, Shannon entropy measures the expected value of the information contained in a message. Any communication link contains a source, transmitter, a physical link and a receiver. Such a link will be used to transmit a message of interest. Shannon defined as a following form:

$$H = -K \sum p_K \log p_K$$  \hspace{1cm} (D.3)

where $K$ denotes a positive constant, Shannon interpreted $H$ as the average uncertainty. Shannon also proposed that the entropy help us to maximize of the bit transfer rate under a quality constraint. Jaynes (1950) suggested to use the entropy measure for radio interferometric image deconvolution in order to choose from a group of possible solutions that include minimum information or following the definition of Shannon entropy that has maximum entropy. A great amount of work has been achieved in the last 30 years using entropy for the general question of data filtering and deconvolution. Significant developments and applications of theory have been established by Irving S. Reed, David E. Muller and Fumitada Itakura in 1960 and 1966 respectively, [6].

The concept of entropy in other areas science

In molecular biology, using the concept of information entropy in molecular biology allows us to distinguish information- coding regions between random ones in ensembles of genomes and quantify the information content. The application of information theory in molecular biology indicates the association of regulatory molecules accompanied by their binding sites and protein-protein interactions. Besides, information theory demonstrates the recognition of the polymorphism nature of many viral proteins based on drug design by maximizing the information shared between the target and drug ensembles, see [2].
In psychology, entropy has many practical applications in psychological sciences. As indicated from information theory, the concept of entropy supplies a useful framework for explaining the nature and psychological impact of uncertainty. Hirsh [57] found out that the entropy model of uncertainty enables us to understand the competition between behavioural affordance and competing perceptual. Psychological entropy emerges conversely in association with the integrity of the existence of an individual in the world. The entropy-based model also demonstrates the critical importance of uncertainty management for productivity, well-being and individual’s survival within the physical context and a broader evolutionary. Entropy model of uncertainty plays an essential role in psychological sciences. It presents a critical adaptive challenge for any organism and appears with activity in heightened noradrenaline release and the anterior cingulate cortex. Finally, the entropy-based framework shows how cognitive and behavioural consequences of heightened uncertainty can be defined.

In finance, the concept and relevant principles of entropy have been used in the area of finance for an extended period. Entropy usually can be defined as an essential tool in portfolio selection and asset pricing. The entropy concept in portfolio selection was adjusted initially in [101]. Entropy was first used as a measure of risk in the field of portfolio selection. It was replaced with variance in typical mean-variance models by some scholars. In contrast, entropy was added to the original portfolio models and optimized the new models later by some other scholars. Moreover, entropy can also be used as a measure of risk for applying fuzzy portfolio selection situation. Finally, entropy can be used as a measure of capital increment, portfolio diversification and option pricing in finance [131].

It is well-known that the concept of entropy has various explanations and is measured in a separate system in other areas. In classical physics, entropy aims to point out the proportional of the quantity of energy to do physical movements. It appears to be key concept in the Second Law of thermodynamics that describes an isolated system; any activity increases the entropy. In other words, entropy is a significant physical concept originated from this law. It also helps to measure the quantity of order, disorder and chaos. In quantum mechanics, the notion of entropy was extended by von Neumann entropy to the quantum system with the density matrix’s help. In a dynamical system, entropy quantifies the exponential complexity of the average flow of information per unit of time. In the theory of probability, the entropy of random variable measures the uncertainty. In sociology, entropy is the natural decay of structures, such as organization, law and convention [80].
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— Appendix E —

Numerical simulation codes

The python code below can be used to fit our simulation model to investigate the behaviour of test statistics. The data are generated sample points from multivariate generalized Gaussian distribution are generated using the Python software which was implemented for computing programme codes. Here, 5000 number of replications of experiments of different sizes \( N = 10, 100, 1000, \ldots \) are generated from several alternatives to normality and \( \tilde{H}_{N,k} \) is computed from samples of different sample sizes generated from normal distributions with parameters \( s = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4 \) and for the first, second and third nearest neighbour distances.

For an alternative hypothesis, the Student distribution has been considered. Between 100 and 1000 simulated random samples of size \( N \) have been generated and sample values of test statistics are evaluated using a Monte Carlo simulation and also each of the sample sizes has been repeated 5000 times. The aim is to demonstrate that this empirical distribution is not a Gaussian distribution.

For different values of \((N, k)\) and \((m, s)\), we generate \( N_T = 1000 \) samples from the \( GG(m, s) \) distribution and record the corresponding values of \( T_{N,k}(m, s) \), repeating this \( M = 100 \) times. To each of these 10 samples from the distribution of \( T_{N,k}(m, s) \) we then apply the Shapiro-Wilk test for normality and record the \( p \)-value returned by the test.

```python
import numpy as np
import scipy as sc
import scipy.stats as st
import matplotlib.pyplot as plt
import matplotlib.ticker as tkr
from sklearn.neighbors import KDTree

GR = (1+np.sqrt(5))/2 # aspect ratio for plots

# Multivariate Gaussian distribution
```
def create_points_GG(npts, dim=2, expo=2, std=True):
    '''
    If $X = UR$ where $U$ is uniformly distributed on the unit sphere in $R^m$
    and $R = V^{1/s}$ where $V \sim \text{Gamma}(m/s,2)$ then $X \sim \text{GG}(m,s)$. From (Solaro 2004).
    '''
    # set mean vector and covariance matrix
    mvec = [0]*dim
    cmtx = np.identity(dim)
    # create isotropic normal vectors
    zpts = st.multivariate_normal.rvs(mvec, cmtx, npts)
    # project onto sphere
    upts = np.array([z/np.linalg.norm(z) for z in zpts])
    # create gamma values
    gvals = st.gamma.rvs(dim/expo, scale=2, size=npts)**(1/expo)
    # create points
    points = np.multiply(upts, gvals[:, np.newaxis]) if dim > 1 else np.reshape(np.multiply(upts, gvals),(npts,1))
    # standardise if required
    if std:
        sf = (2**(2/expo))*sc.special.gamma((dim+2)/expo)/
             (dim*sc.special.gamma(dim/expo))
        points = points/np.sqrt(sf)
    return points

# Multivariate Student-t distribution
def create_points_T(npts, dim=2, dof=10, std=False):
    '''If $X = Z/\sqrt{G}$ where $Z \sim N(0,I_m)$ and $G \sim \text{Gamma}(nu/2,2/nu)$ then $X \sim \text{IST}(m,nu)''.
    
    # set mean vector and covariance matrix
    mvec = [0]*dim
    cmtx = np.identity(dim)
    # create normal vectors
    zpts = np.random.multivariate_normal(mvec, cmtx, npts)
    # create gamma values
    gvals = np.tile(np.random.gamma(dof/2.0, 2.0/dof, npts),(dim,1)).T
    # create points
points = zpts/np.sqrt(gvals)
# standardise if required
if std:
    sf = dof/(dof-2)
    points = points/np.sqrt(sf)
return(points)
\begin{minted}{python}
def compute_constant(dim=2, expo=2):
    return (expo*np.e/dim)**(dim/expo)*np.pi**(dim/2)*sc.special.gamma
            (dim/expo+1)/sc.special.gamma(dim/2+1)

def compute_sample_moment(points, expo):
    # Euclidean norms
    norms = np.sqrt(np.sum(points**2, axis=1))
    # power-weighted norms
    pw_norms = norms**expo
    # value
    return np.mean(pw_norms)

def compute_near_neighbour_distances(points, nnmax):
    # search tree
    tree = KDTree(points)
    # extract distances
    dist, ind = tree.query(points, k=nnmax+1)
    # exclude zeroth neighbour (the point itself)
    return dist[:,1:]

def compute_entropy_estimates(points, nnmax=1):
    # dimensions
    npts, dim = points.shape
    # volume of unit ball
    vub = (np.pi**(dim/2))/(sc.special.gamma(dim/2 + 1))
    # digamma function values (scipy.special.digamma is slow)
    psi = -np.euler_gamma + np.array([0] +
            [1/i for i in range(1,nnmax)]).cumsum()
    # near neighbour distances
    nnd = compute_near_neighbour_distances(points, nnmax)
def compute_statistics(points, expo=2, nnmax=1):
    # dimensions
    npts, dim = points.shape
    # entropy estimates
    eest = compute_entropy_estimates(points, nnmax)
    # moment estimate
    smom = compute_sample_moment(points, expo)
    # constant
    const = compute_constant(dim, expo)
    # value
    return eest - (dim/expo)*np.log(smom) - np.log(const)

# Set parameter values
# These are used further down!
# dimension
mvals = np.array([1, 2, 3])
# neighbours
kvals = np.array([1, 2, 3])
# exponent
svals = np.array([0.5, 1.0, 1.5, 2.0, 2.5])
# sample size
Nmin = 10, Nmax = 500, Ninc = 10
Nvals = np.arange(start=Nmin, stop=Nmax+1, step=Ninc)
# repetitions
nreps = 10

# Create data
def create_data(Nvals, mvals, svals, kvals, nreps):
    # init memory
datacube = np.zeros(shape=(nreps, len(Nvals), len(mvals), len(svals), len(svals), len(kvals)))
    # info
import datetime

print('Started at: {}'.format(datetime.datetime.now()))

# main loop
for rep in range(nreps):
    # progress bar
    print('' + 'x'*(rep+1) + '-'*(nreps-rep-1), end=''
    # iterate over m-values
    for midx, m in enumerate(mvals):
        # iterate over sR-values (reality)
        for sRidx, sR in enumerate(svals):
            # create sample
            pts = create_points_GG(Nmax, dim=m, expo=sR)
            # iterate over subsamples
            for Nidx, N in enumerate(Nvals):
                # iterate over sH-values (hypothesised)
                for sHidx, sH in enumerate(svals):
                    datacube[rep,Nidx,midx,sRidx,sHidx]=
                    compute_statistic(pts[:N], expo=sH,
                                      nnmax=len(kvals))

print('Ended at: {}'.format(datetime.datetime.now()))

return(datacube)

# check
if input("Generate data: are you sure? (y/n)") == "y":
    data = create_data(Nvals, mvals, svals, kvals, nreps)

# save data
np.save('datacube1.npy', data)

data.shape

# load data
data2 = np.load('datacube1.npy')
data2.shape

# plot separately with errorbars (k fixed)
kval = 1
kidx = np.where(kvals==kval)[0][0]
width = 12
fig, axes = plt.subplots(nrows=len(svals), ncols=len(mvals),
sharex=True, sharey=True, figsize=(width,1.5*width))
for sidx, sval in enumerate(svals):
    for midx, mval in enumerate(mvals):
        ax = axes[sidx,midx]
        ax.axhline(y=0, linewidth=1, color='k')
        desc = st.describe(data[:,:,midx,sidx,sidx,kidx])
        ax.errorbar(x=Nvals, y=desc.mean, yerr=np.sqrt(desc.variance)/np.sqrt(nreps), capsize=5, errorevery=5)
        ax.set_title(‘m={}, s={}, k={}'.format(mval,sval,kval));
        if sidx == len(svals)-1: ax.set_xlabel(‘$N$’, fontsize=12)
        if midx == 0: ax.set_ylabel(‘$T_N,k(m,s)$’, fontsize=16)
        ax.set_xlim([Nmin,Nmax])
        ax.set_ylim([-0.05,0.05]) # tweak
        ax.grid(1);
fig.tight_layout()
plt.savefig(‘consistency-k={}.png’.format(kval))
plt.show();