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The detection of spatial or temporal variations in very thin samples has important applications in the biological
sciences. For example, cellular membranes exhibit changes in lipid composition and order, which in turn
modulate their function in space and time. Simultaneous measurement of thickness and refractive index
would be one way to observe these variations, yet doing it noninvasively remains an elusive goal. Here
we present a microscopic-imaging technique to simultaneously measure the thickness and refractive index
of thin layers in a spatially resolved manner using reflectometry. A coherent laser beam, focussed by a
high-numerical-aperture microscope objective and reflected by the sample, is measured using its heterodyne
interference with a reference in order to determine the amplitude and phase of the reflected field and thus
the complex reflection coefficient. Comparing the results with the theoretically calculated reflection of a
thin layer under coherent illumination of high numerical aperture by the microscope objective, the refractive
index and thickness of the layer are determined. We present results on a layer of polyvinylacetate (PVA)
with a thickness of approximately 80 nm. These results have a precision better than 10% in the thickness
and better than 1% in the refractive index. The measured refractive index is consistent with literature
values, and the measured thickness is close to measurements of the same sample by quantitative differential
interference contrast (qDIC). We discuss the significance of these results and the possibility of performing
accurate measurements on nanometric layers. Notably, the shot-noise limit of the technique is below 0.5 nm

in thickness and 0.0005 in refractive index for millisecond measurement times.

I. INTRODUCTION

Reflectometry has long been used as a noninvasive op-
tical probe for properties of a sample. Typically, the
wavelength and polarisation of the incident light are var-
ied and the intensity and polarisation of the reflected
light are measured. Alternatively, interferometric reflec-
tometry (iRef) employs an additional reference and mea-
sures its interference with the reflected field to determine
the phase of the light.

The interference of reflections at different interfaces of
a coated glass capillary filled with a liquid has been used
to measure the liquid’s refractive index.! The same prin-
ciple has been used on planar layers to measure crystal
etch rate? and diamond crystal growth;® in both cases,
this has been done on layers with thicknesses on the order
of microns. Adsorption of polymer layers as thin as 80 nm
has also been studied with this type of technique.* A com-
mercial setup has been used to study biological samples
by looking at the interference between light reflected at
the interface between air and the sample, which sits on a
substrate consisting of a SiO4 layer on top of a Si layer,
and light reflected at the SiO»-Si interface. This setup
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has been used to noninvasively monitor DNA degrada-
tion, DNA-protein binding and single-virus deposition
on surfaces (using ebolavirus and Marburg virus, both
of which have a minor axis of about 80 nm).5 It has also
been used to observe antibody-antigen and DNA-DNA
interaction.?® Its accuracy is about 50 nm, although with
the aid of nanoparticle labelling (which makes it invasive)
the accuracy improves to about 20 nm. On a much larger
scale, there is global positioning system (GPS) interfer-
ometric reflectometry, which consists of a receiver above
ground detecting electromagnetic waves emitted by satel-
lite, containing the interference of the direct path with
the reflection from the ground; this has been used to
measure soil moisture.”

Interferometric scattering microscopy (iISCAT') uses re-
flectometry of a planar interface to measure the proper-
ties of small objects close to the interface. It has been
used to observe virus capsid self-assembly,® the bend-
ing of 200-nm microtubules,? the dynamics of coexist-
ing lipid domains'® and differences in the lateral dif-
fusion of labelled lipid molecules in supported lipid bi-
layers depending on the label (fluorophores and metal-
lic nanoparticles).!! Differential iSCAT has been used to
measure protein secretions by single cells.'? Holographic
off-axis interferometry, combined with white-light inter-
ferometry, has been used to measure the spatiotemporal
evolution of liquid films.'?



Ellipsometry uses reflectometry at inclined incidence
and exploits the differences in the Fresnel coefficients for
the polarisation components parallel and perpendicular
to the plane of incidence. By measuring the intensity
and polarisation of the light reflected by a thin layer, the
complex reflection coefficients for the two polarisations
are determined, and thus the thickness and/or refractive
index of the layer can be deduced. Notably, this tech-
nique uses a defined angle of incidence, requiring layers
which are laterally homogeneous (in both thickness and
refractive index) over a size much larger than the wave-
length employed, typically at least 100 pm. The tech-
nique has been used to measure the thicknesses of uni-
form inorganic'* and organic'®16 layers and long-range
non-uniform inorganic layers'” (i.e. layers which exhibit
appreciable thickness differences over distances of several
millimetres) with nanometre resolution, as well as the re-
fractive index of metallic substrates on which nanometric
layers of water are adsorbed.'® Biological applications of
ellipsometry include the measurement of the thickness of
macaque retinal nerve layers,'® which was measured to be
between about 20 um and about 215 um. A related tech-
nique called circular heterodyne interferometry uses the
reflection of a rotating linear polarisation and detection
of the angle of maximum transmission through an anal-
yser to retrieve thickness and refractive index by measur-
ing at two analyser angles.? Spectroscopic ellipsometry,
combining measurements at multiple wavelengths, has
been employed to determine the thickness and (by study-
ing absorption bands) the chemical composition of silane
films several hundred nanometres thick,2! as well as to
measure the thickness and electric permittivity of nano-
metric tellurium layers and decananometric polypyrrole
layers.??

Despite the high sensitivity offered by these techniques,
full advantage of the complex reflected field is typically
not taken. Most of the aforementioned measurements
are only of the thickness or the refractive index (or
some other parameter, such as moisture) of the sample.
Ellipsometry?? can determine both refractive index and
thickness, but it requires laterally homogeneous layers
over a large scale and does not have microscopic imaging
capabilities.

We present here a novel heterodyne interferometric re-
flectometry technique (HiRef) which can measure the
thickness and refractive index of a sample simultaneously
and with microscopic optical-diffraction-limited lateral
spatial resolution. We demonstrate accurate measure-
ments on samples tens of nanometres thick, and we dis-
cuss the possibility of improving this to a few nanometres
in the future, as well as potential applications.

Il. HETERODYNE INTERFEROMETRIC
REFLECTOMETRY (HIREF)

We develop here a theoretical description of HiRef,
which will be used for quantitative analysis of the thick-
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FIG. 1. Sketch of reflection by a homogeneous layer of refrac-
tive index n1 between two homogeneous semi-infinite media
of refractive index ng and nas.

ness and refractive index of thin samples.

A. Reflection by a layer

Suppose a homogeneous, isotropic layer of a material
with thickness d and refractive index m; is sandwiched
between two homogeneous semi-infinite media with re-
fractive indices ng > nq and no < ny. Neglecting ab-
sorption, a plane light wave incident on the layer (for
example, from the ng side, as shown in figure 1) can be
either reflected or transmitted, with the relative ampli-
tudes of the reflected and transmitted waves given by the
Fresnel coefficients:23
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where the subscript ;I indicates that the light is incident
on the planar boundary between media with refractive
indices n; and n; from the n; side, 6; is the angle of in-
cidence, 6; is the angle of transmission (given by Snell’s
law, n;sin(6;) = n;sin(6;)), and the superscripts / and L
denote the polarisation components parallel and perpen-
dicular, respectively, to the plane of incidence.

If we place a detector on the ng side, we can collect
the light reflected by the layer. The amplitude of the
reflected field is given by interference between all the re-
flection orders (where the j-th reflection order refers to
the light that has been reflected exactly j times at the
ni-nsy interface before reaching the detector). Light in-
cident from the ng side is reflected at the first boundary
with a relative amplitude sg = 791, where the superscript
is omitted for clarity in the following calculations. Light
transmitted into the second semi-infinite medium is not
measured. Light transmitted back into the first semi-
infinite medium after having been reflected a total of j
times at the ni-ns interface and j — 1 times at the ng-n;



interface has the relative complex amplitude
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where A = 2kdncos(6,) is the phase due to propagation
through the layer and back, k = 27/ is the wave number
of the light of wavelength A, and 6; is the propagation
angle in the layer. The relative complex amplitude of the
detected wave is then
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where |rigri2¢"2| < 1 for 6y (the angle of incidence) out-
side the total internal reflection (TIR) regime. Note that
if there is no layer (i.e. d = 0) then the right side of
equation 6 reduces to rg2, the reflection coefficient at
the boundary between the two semi-infinite media, as
can be seen by using equations 1-4 and performing some
straightforward, albeit somewhat lengthy, algebra.
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FIG. 2. |s/ro2| (top) and arg(s) (bottom) as functions of d
and n, for normal incidence with ne = 1.333, no = 1.518 and
A = 550 nm.

For normal incidence (6p = 0), equation 6 can be writ-
ten as

_ (no +n1)(n1 — n2)e™® + (ng — n1)(ny + no)
(no —n1)(n1 — n2)et® + (ng +nq)(ng +nz)

Figure 2 shows the resulting amplitude and phase of s for
ng = 1.518, no = 1.333, A = 550 nm, layer thicknesses
between 0 and 600 nm and layer refractive indices be-
tween ng and ng. The aforementioned values of ng and
ny have been chosen to match microscope-slide glass?*
and water??, respectively. It is evident that s is periodic
in d with a period that is decreasing with ny, as expected
from the term e’ in equation 6; the thickness range was
chosen to show three such periods. It is also clear that
|s| < ro2 for any d as long as ny < ny < no.

B. Interferometric detection of reflection focussed by a
microscope objective

HiRef makes use of the heterodyne-detected interfer-
ence between two beams (see section ITT A), one of which
(called the probe beam) interacts with the sample and
one of which (called the reference beam) acts as an ex-
ternal reference, to obtain the reflected amplitude and
phase. This allows the determination of two properties
of the sample, such as thickness and refractive index, si-
multaneously.

We consider here an aplanatic objective of numerical
aperture NA. The light field incident on the sample has
a wide angular distribution over the polar angle 8 (equal
to the angle of incidence 6y), and the maximum angle of
incidence is given by 6, = arcsin(NA/ng), where ng is
the refractive index of the semi-infinite medium the light
is incident from. The probe beam entering the objective
back-focal plane is chosen to be circularly polarised (see
section IIT A), so the probe field in cartesian polarisation
basis is given by

E,(0) = £(6) <1> et (8)

with
E(0) = Eg+/cos(6) ef(gsm(e)/sm(em))z, (9)

where we assume a gaussian beam profile in the back-
focal plane of the objective with inverse objective fill fac-
tor (that is, the ratio between the objective back-focal
plane radius and the radius at which the input-beam in-
tensity is 1/e?) (.25 The fields parallel and perpendicular
to the plane of incidence, which are not mixed by the
reflection, are then given by
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where ¢ is the azimuthal angle. The probe beam is re-
flected by the sample and recollimated by the objective,



and it then interferes with a frequency-shifted reference
beam, which does not interact with the sample, in an
image plane of the objective back-focal plane. The refer-
ence beam is also circularly polarised and has the same
beam profile as the probe beam. The reflection inverts
the circular polarisation relative to the propagation di-
rection, so we use a reference beam which has opposite
circular polarisation to the beam entering the objective.
We can therefore assume that its field distribution in the
image plane of the back-focal plane of the objective is
equal to that of the probe beam, so, up to a constant
phase shift, E,(0) = e *“*E,(f), where (2 is the hetero-
dyne frequency shift (see section IITA). We thus have,
for each incidence direction (6, ¢), the interference term

10, ¢) = 2Re(B/*s/E] + B} s B}
— —|E(9)]*Re ((s//(e) +54(0)) ei9t>, (12)

where * indicates the complex conjugate. The interfer-
ence does not depend on ¢ because we use co-circular po-
larisations (that is, circular polarisations with the same
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FIG. 3. |S/So2| (top) and arg(s) (bottom) as functions of d
and n; for an aplanatic objective with numerical aperture 1.27
and fill factor 1, materials with refractive indices ns = 1.333
and no = 1.518, and circularly polarised light with wavelength
A =550 nm.
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handedness) for the reflected probe beam and the ref-
erence beam at the beam-splitter (see section IITA). A
dual-channel lock-in detection recovers both the in-phase
and in-quadrature components at the frequency €2, so we
can detect the complex signal

S =S, /0 " E@©) (5/(60) + 5*(0)) sin(0) a6, (13)

where Sy is a constant which depends on the laser pow-
ers used, the detection efficiency and other setup-specific
constants. The parameters used here are such that TIR
does not occur, as the NA of the objective is below the
lowest refractive index of the layer structure considered.
Therefore, the expressions derived in section ITA for s
are valid. Expressions for s including the case of TIR
can be derived in a similar fashion.

Figure 3 shows the amplitude and phase of S/Spa,
where Syo is the signal detected in the absence of the
thin layer, for which s/ = rj, and s = rg5. Note that
Soz is real. The wavelength and refractive indices used
are the same as in figure 2; 6, = 56.8°, as determined
by NA = 1.27; and { = 1. We find that the qualitative
pattern seen with normal incidence remains, but it is
distorted, with features ocurring for smaller thicknesses.
The distortion increases as the thickness increases, and
eventually the features fade into each other because of
the suppression of the signal from the second interface
by destructive interference, which is due to the variation
of the phase with the angle of incidence. Another way
to understand this is to note that the focal depth is so
short that the reflection from the second interface is out
of focus and thus suppressed in the confocal detection of
the interference with the reference beam. The signal still
satisfies |\S| < Spa.

We note that using objectives of lower NA will cause
the results to tend towards the normal-incidence case
shown in figure 3. Already for NA = (.75, shown in
figure 4, the deviations from normal incidence are minor.

C. Retrieving thickness and refractive index

For normal incidence, equation 6 can be solved analyt-
ically for d, yielding

i 1 (ng—nl n0+n1—(n0—n1)s)

d= o
2knq & ny +mn1 ng —ny — (ng +n1)s

(14)

Now, the argument of the logarithm in equation 14 has a
magnitude of 1, since log(ae™’) = In(a) +if3 for o, B € R
and we require In(«) = 0 for d to be real, which in turn
requires a = 1 and thus |ae’’| = 1. This condition can
be used to obtain

no — na — 2ngRe(s) + (ng + n2)|s|?
ny = nonsg 3
ng — ng — 2nsRe(s) — (ng + n2)|s|

(15)
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FIG. 4. |S/Soz2| (top) and arg(s) (bottom) as functions of
d and n; for an aplanatic objective with numerical aperture
0.75 and all other parameters as in figure 3. Note that the
results are similar to those of normal incidence.

Figure 5 shows the resulting thickness and refractive in-
dex of the layer as a function of s/rg2, where we have cho-
sen the solution (the branch of the complex logarithm)
having the smallest thickness.

We can see that around the circumference, changing
the phase of s/rp2 while keeping its magnitude close to
1, the thickness of the layer changes while its refractive
index remains close to ng. Going instead radially, chang-
ing the real part of s/rgy starting from 1, the refractive
index increases from ny for s = 1 to /nang for s = 0 and
further to ng for s = —1.

In the case of reflection of a focussed beam (instead of
a plane wave at normal incidence), with the signal given
by equation 13 and shown in figure 3, the refractive index
and thickness of the layer can be determined numerically
for the angular distribution considered (given by the ob-
jective NA and (). Figure 6 shows the resulting d and n;
as functions of S/Spz.

We find that the qualitative behaviour is similar
to the one at normal incidence shown in figure 5,
apart from a region with no solutions (white) given by
|S/So2| > R(arg(S/So2)). The radius R of this region de-
creases with increasing angle arg(S/Sp2), down to about
0.85 in the third quadrant. This behaviour reflects the

angular averaging of the reflection coefficient, which for
a finite thickness d reduces |S/Sp2| below its maximum
of 1.

Measuring S/Sps therefore allows the determination of
the refractive index and the thickness with high spatial
resolution given by the sub-micron focus size created by
the objective.

I1l. MATERIALS & METHODS
A. Experimental setup

The experimental setup is shown schematically in
figure 7 and described below, with more detail given
elsewhere.?6 A titanium-sapphire laser (Spectra-Physics
Mai Tai) emits 100-fs pulses centred at a wavelength of
820 nm with 80-MHz repetition rate, which pump an op-
tical parametric oscillator (OPO, Inspire Radiantis). The
OPO emits a beam of 150-fs pulses centred at 550 nm
with horizontal (in the plane of the schematic) linear po-
larisation. This beam enters an acousto-optic modula-
tor (AOM, IntraAction ASM-802B67) driven at 82 MHz.
The zeroth- and first-order deflected beams are used
as reference and probe beams, respectively, for HiRef.
The probe beam is reflected by a 20R/80T beam-splitter
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FIG. 5. d (top) and n; (bottom) as functions of s/rgs for nor-
mal incidence with ny = 1.333, ngp = 1.518 and A\ = 550 nm.
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FIG. 7. Schematic diagram of the HiRef setup used. OPO:
optical parametric oscillator; BS: beam-splitter; A/4: quarter-
wave plate; A\/2: half-wave plate.

quarter-wave plate (Casix WPA400-550-4) and a half-
wave plate (Casix WPA400-550-2), which allow full con-
trol of its polarisation state. After the wave plates, the
beam is reflected by a dichroic mirror (Eksma Optics,
HR415-550nm/HT630-1300nm), transmitted through a
10-mm-thick SF2 glass block used to adjust the beam
centring in the back-focal plane of the objective by tip
and tilt, and focussed by a lens with a focal length of
100 mm (Edmund Optics T49-360) onto the image plane
of an inverted microscope (Nikon Ti-U). The beam enters
the right port of the microscope, is reflected upwards by
the port prism, is collimated by a 1.5x tube lens with
a focal length of 300 mm, and is focussed onto the sam-
ple by a 60x 1.27-NA water-immersion objective (Nikon
MRD70650). The power at the sample is about 10 yW.

The beam reflected by the sample travels back through
the optics and is transmitted by the 20R/80T beam-
splitter. We note that rgo is about 6.5% for the samples
we have studied, corresponding to a reflected power of
only 0.42%, or 42 nW for an incident power of 10 pW at
the sample. The beam is then recombined with the ref-
erence beam by a low-polarising 45R/45T beam-splitter
(BS, Optosigma 039-0235). The reference beam’s optical
path length is matched to the probe beam’s path length
by an optical delay line using a linear stage (Physik In-
strumente M-403.6DG) and a fused-silica corner cube
(Eksma Optics #340-1217M+3217), and its group ve-
locity dispersion is matched to the probe beam’s using
142 mm of SF2 glass (Schott). Note that the probe makes
a double pass through the microscope optics described
above, accumulating the corresponding amount of dis-
persion. A linear polariser at 45° creates a well-defined
polarisation state of the reference beam with fields of
equal amplitude and phase in the horizontal and vertical
polarisations.

The two outputs of the BS are separated into horizon-
tal and vertical polarisations by a Wollaston prism and
are focussed onto silicon diodes (Hamamatsu S5973-02)
to allow balanced detection of the horizontal and ver-
tical polarisation components separately. The reference
beam’s power was chosen to be around 0.5 mW per diode
to ensure shot-noise-limited detection. The differential
diode current corresponding to each polarisation is am-
plified with a transimpedance of 100 k{2 and analysed
by a dual-channel lock-in amplifier (Zurich Instruments
HF2) locked to the difference of 2 MHz between the AOM
upshift and the pulse repetition rate. The lock-in am-
plifier extracts the interference between the probe and
reference beams in amplitude and phase.

The dual-polarisation detection is used to adjust the
polarisation at the sample to be circular on axis as fol-
lows: A circular polarisation changes helicity upon reflec-
tion on an in-plane-isotropic surface, resulting in a cross-
circularly-polarised reflected beam emerging from the
sample, which after returning through the wave plates
is cross-polarised to the horizontal input polarisation.
Therefore, minimising the detected signal in the horizon-
tal polarisation using the wave plates ensures a circular
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FIG. 8. ¢DIC phase (left; m = —0.9212, M = 0.5581), HiRef
amplitude (centre; m = 9.8 mV, M = 76.5 mV) and HiRef
phase (right; m = —m, M = m) images of one of the studied
fields of view of the PVA layer. In the left and centre images,
brighter regions are empty and darker regions are the PVA
layer. Considerable phase drift is visible in the right image.
The red lines show examples of line trace positions (see sec-
tion IIIC) taken along the shear for gDIC and along the fast
scan axis for HiRef. Note that the trace is centred on the
same point at a step in all three images.

polarisation at the sample. Typically, a horizontal field
amplitude below 1% of the vertical field amplitude can
be stably achieved.

The reflected probe beam E,, with power |E |2
and the reference beam FE,, with power |E.|?, in-
terfere at the BS, yielding two beams with powers
S1 = |Ep + Ey|?/2 and Sy = |E, — E;|?/2. The differ-
ence S1 — Sy = 2Re(E, E,*) is measured by the balanced
detector and analysed by the lock-in amplifier to obtain
the amplitude and phase of the combined field. Because
the amplitude and phase of E, are independent of the
sample and ideally constant, the amplitude and phase of
the reflected probe beam can be determined.

Due to the high NA used, the focal depth of the fo-
cussed probe beam is of the order of 1 ym, much smaller
than the thickness of the coverslip and the depth of the
well formed by the imaging spacer (see section IIIB), so
the glass and oil layers enclosing the sample layer can be
considered infinitely thick for the purpose of interference
of reflected beams. Furthermore, the short coherence
length (around 30 pm) of the 100-fs pulses suppresses
interference with reflections occuring at other surfaces.

The sample is moved by an zyz piezoelectric
stage with nanometric position accuracy (MadCityLabs
NanoLP200) and scanned during image acquisition. Im-
ages were acquired with a pixel size §, = 108 nm at
0.2 ms per pixel. Each image was a square 80 ym on a
side and took around 110 s to acquire.

Immediately before each field of view was imaged with
HiRef, the same field of view was imaged with quantita-
tive differential interference contrast (qDIC), which pro-
vides an accurate measurement of the thickness under
the assumption that the refractive index is known.?”

B. Sample preparation

Three different samples were used.

One sample consisted of a flat layer of polyvinylacetate
(PVA) several tens of nanometres thick on a #1 glass cov-
erslip (figure 8). The coverslip was washed with acetone
and etched with a 3:1 solution of sulphuric acid to hydro-
gen peroxide at 95 °C to remove contaminants. 0.26 g
of PVA and 4.33 g of water were mixed to form a 6%
mass/mass PVA solution. The solution was spin-coated
on the coverslip at 3,000 rpm for 30 s with 6 s of con-
stant acceleration and deceleration before and after the
30-s constant-speed period. Cuts were made with a sharp
razor at different angles in the spin-coated PVA layer in
order to create gaps without material. A 120-ym-thick
square imaging spacer (Grace BioLabs, OR, USA) with
a circular hole 13 mm in diameter was adhered to the
coverslip to form a shallow well. The well was filled
with water-immersion oil (ny = 1.3339, Zeiss Immersol
W 2010) and covered with a glass microscope slide. Be-
cause the immersion oil reduced the adhesiveness of the
imaging spacer, nail varnish was used to create a tight
seal around the chamber.

Each of the other two samples consisted of a sup-
ported lipid bilayer (SLB) on a #1 glass coverslip
(figure 9). The coverslip was washed and etched
as described above.  Either pure dipentadecanoyl-
phosphatidylcholine (DC15PC) or a ternary lipid solu-
tion consisting of dioleoylphosphatidylcholine (DOPC),
chicken-egg sphingomyelin and cholesterol in an 11:5:4
molar ratio (DOPC:sphingomyelin:cholesterol) was di-
luted in isopropanol to a lipid concentration of 1 mg/ml.
150 pl of this solution were deposited on the coverslip
and spin-coated as described above; the spin-coating pa-
rameters were the same as for the PVA sample. In order
to avoid rapid absorption of moisture in the later steps
of sample preparation, which would have destroyed the
structure of the bilayer, the coverslip was placed in a
nitrogen-filled centrifuge tube with a small piece of moist
tissue paper and incubated at 37 °C for 1 hr. Finally, an
imaging spacer with the aformentioned dimensions was
adhered to the coverslip to form a shallow well. The well
was filled with degassed phosphate-buffered saline (PBS)
and covered with a glass microscope slide. Prior to imag-
ing, the ternary SLB sample was stored at 4 °C for a few
hours to allow liquid-ordered (LO) and liquid-disordered
(LD) lipid domains to form.

C. Data analysis

The HiRef phase images of the SLB samples were fil-
tered to remove low-frequency noise, which obscured the
structural features owing to the low constrast from a sin-
gle lipid bilayer. This filtering consisted of multiplying
the Fourier spectrum of the phase of the image data by
1 — f(v), where f is a sum of gaussian functions, each
centred at a frequency v and having a frequency width
of 1 Hz, to remove frequencies below 5 Hz (phase drift),
a collection of frequency peaks near 10 Hz (likely elec-
tronic noise from nearby equipment) and 15 harmonics



FIG. 9. ¢DIC phase (a, d), HiRef amplitude (b, e) and HiRef phase (c, f) images of two different fields of view of the ternary-
SLB sample. The greyscale values are as follows: a: m = —0.0456, M = —0.0081; b: m = 0.4371 V, M = 0.4769 V; c:
m = —0.1235, M = 0.1232; d: m = —0.0481, M = 0.0106; e: m = 0.2497 V, M = 0.2678 V; f: m = —0.1203, M = 0.1107. In
all images, brighter regions are empty and darker regions are the lipid bilayer. The DOPC domains appear slightly brighter
than the sphingomyelin domains in the left and central images; domain boundaries where the change in brightness is visible
are indicated by red arrows. Small black spots in (a), (b), (d) and (e) are attributed to lipid vesicles which can change over
timescales of minutes and can thus be different in qDIC and HiRef images, which are taken sequentially; these structures were

avoided in the bilayer analysis.

of the fast-axis scan frequency, given by 1/(2N,t.), where
te = 200 ps is the pixel dwell time and NV, is the number
of pixels in one row of the image.

Because the position of the sample stage at any given
time during image acquisition is not exactly the com-
manded position, the position z’, 3’ measured by the
stage sensor is recorded at each pixel together with the
signal S’ at that pixel, forming a time trace of the mea-
surement with the time points ¢'. This time trace is con-
verted into a regular grid of pixels in a post-processing
procedure called regularisation. For every pixel position
(z,y) on the grid, the signal S is calculated as

Se,y) = SWYW(E) /Y W),  (16)

where

/ AN A
oo (- (552) - (252))
and the sum is taken over all the time points ¢’ for which
|z — 2’| < 2A, and |y —y'| < 2A, for computational effi-
ciency. We used A, = Ay = §,. Regularisation improves
the quality of the images in terms of accurate represen-
tation of the contents of the sample.

After regularisation, line traces with a length of 121
pixels (about 13 ym) for the PVA sample or 61 pixels
(about 7.5 ym) for the SLB samples were taken along
the fast scan axis, the x axis. The positions of the traces
were chosen so they were centred along the edge of the
PVA or lipid (depending on the sample) and thus roughly
half of the pixels on any given trace were on PVA or lipid
and the rest were on an empty region; the line traces thus
had a step in the middle. The step function

_a T — as ay x — as
O(z) = 2tanh< o )—l— 2sech( o )

+ ag(z —az) + ar (18)

was simultaneously fitted to the amplitude and phase
traces, sharing the spatial parameters (as, ag and as),
since features are expected to be at the same locations in
the amplitude and phase data. The hyperbolic tangent
produces the step, while the hyperbolic secant describes
irregularities in the edges, caused, for example, by the
nature of the cuts with the razor (PVA sample) or folds
in the lipid (SLB samples). The linear component fits
slow drift due to sample tilt and to thermal drifts in the
beam paths and in the axial (z) position of the sample
stage.

Let us assume for the following discussion that with
increasing x the trace moves from the glass-water inter-
face onto the investigated layer. For the phase traces,
the constant term a; represents a phase offset, and the
fitted step height a; is given by

we(2) a

(for comparison with calculations, see also figure 6). For
the amplitude traces, we have

S

_ay—ay/2
So2

ar — /s 20
a7+a1/2 ( )

fully determining S/Sp2. Figure 10 shows an example of
a line trace from the PVA sample.

The thickness and refractive index were computed nu-
merically from the measured value of S/Sp2 at each line
trace. For the computation, the region of (d,ni) space
given by 0 < d < 120 nm and ny < n; < ng was par-
titioned finely and the difference between the quantity
S/So2 calculated with equation 13 and the quantity cal-
culated from the line trace fit was minimised; the values
of d and n; assigned to the layer at the line trace were
those which minimised this difference.
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FIG. 10. Line traces marked in figure 8: qDIC phase (top)
and HiRef (centre and bottom). Each of the traces is shown
with its step function fit ©. The step function in the qDIC
data does not include the hyperbolic secant. Note that the
spatial parameters are the same in the two HiRef fits.

IV. RESULTS & DISCUSSION

Our HiRef results (12 traces) yield a PVA thick-
ness of (109.7 £ 9.3) nm and a refractive index of
1.50240.005. gDIC measurements (472 traces) yielded a
thickness of (84.7 &+ 6.3) nm assuming a refractive index
of 1.502 + 0.017; this refractive index is the average of
a number of literature values.?® 32 The uncertainties are
the standard deviation in all cases.

Figure 11 shows the results of the thickness and re-
fractive index measurements. Different colours indicate
measurements taken in different fields of view; the empty
square indicates the qDIC average for reference. The
uncertainty in each individual HiRef measurement, cal-
culated as half of the partition size used for the nu-
merical retrieval of d and nq, are Ay = 0.5 nm and
A,, = 0.0005. The standard error of the qDIC mea-
surements is Ay = 0.3 nm. The inset shows the relative
amplitude and phase steps corresponding to the measure-
ments shown in the main graph.

The HiRef measurements are fairly close to our qDIC
measurements. Figure 12 shows a comparison of the layer
thickness calculated with the two techniques; each point
corresponds to one pair of measurements made taking
HiRef and gDIC line traces at the same location. The
Pearson correlation coefficient is low, only —0.3352, in-
dicating that the fluctuations in the two techniques arise
from different sources. The standard deviation of the
HiRef results is only 8.5% in thickness and 0.3% in re-
fractive index even with relatively few (12) individual
measurements. To estimate the precision of the HiRef
measurements, we analysed three traces close to each
other, probing virtually the same structure. We found
a maximum variation of 4 nm in thickness and 0.003 in
refractive index, which is about half of the uncertain-
ties mentioned above, across the field of view. We might
speculate that the PVA layer was lifted off the substrate
at the edges, which could explain the low correlation of
the thickness measurements with qDIC and HiRef.

The HiRef analysis presented can be used with thin
layers of refractive index njp satsifying no < n; < ng
if TIR is avoided at any of the interfaces and both the
no material and the layer in question are transparent.
We note, however, that equation 6 can be adapted for
cases where any of these conditions is not met, taking
a different refractive-index range, extinction and/or TIR
into account.

Our measurements on the SLB samples explore the
limit of the present experimental setup for measuring the
thickness and refractive index of a nanometric layer. The
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FIG. 11. Thickness and refractive index of a PVA film mea-
sured simultaneously by HiRef (coloured points). Different
colours indicate different fields of view. Uncertainties are
Ag = 0.5 nm and A,; = 0.0005. The empty square indicates
the result of 472 qDIC measurements assuming a refractive
index of 1.502. Inset: Relative amplitude and phase steps
measured in PVA. Fit errors (sum of squares) are typically
below 1073 for |S/Soz| and below 0.6 rad? for arg(S).
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FIG. 12. Comparison of HiRef (horizontal axis) and qDIC
(vertical axis) results. Each point corresponds to a pair of
measurements, one made with HiRef and one with qDIC, at
the same position of a sample.

HiRef measurements of the thicknesses and refractive in-
dices are d = (12.7 £ 2.9) nm and n; = 1.418 + 0.032
for DOPC (52 traces) and d = (9.0 £ 3.2) nm and
ny = 1.427 £+ 0.038 for DC15PC (48 traces). While the
refractive indices are within error of the literature val-
ues of 1.445 for DOPC33 and 1.440 for DC5PC,%* the
thicknesses are two to three times larger than those of
single bilayers of the aforementioned lipids (4.1 nm and
5.3 nm, respectively).?” However, we show below that
the analysis using simulated data with the experimental
noise leads to a large systematic error.

It is possible that a hydration layer of significant thick-
ness was present between the lipid and the glass sub-
strate; this would have been invisible in gDIC but would
affect the HiRef results. Analysis taking into account a
hydration layer underneath the lipid layer (i.e. four lay-
ers, including the two semi-infinite media) would change
the reflection coefficient (see equation 6) to

S =80+ 81 + S2

to1r12t10€®
=To1+ iA
1-— T10T12€
iA
to1t12723t21t10€" 12
1 — rigr12€'®1 — rigtiaragtar €212 — roqragetAe

(21)
where Ay = 2kdinicos(f1), Ay = 2kdanscos(fs),

A1y = Ay + As, di and n; are the parameters of the
hydration layer, dy and ny are those of the lipid layer,
and the semi-infinite medium above the lipid now has
the subindex 3; the partial reflection coeficient s; takes
into accout all the possible beam paths such that the light
enters the hydration layer but not the lipid bilayer, while
the partial coefficient sy accounts for all the possible
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FIG. 13. As figure 2, but for a range in d reduced to 10 nm to
show the changes in S/Sp2 relevant for single lipid bilayers.

beam paths such tht the light does enter the lipid bilayer
at least once. For DOPC, assuming a refractive index of
1.445, this yields a lipid thickness do = (7.5 + 1.7) nm
and a hydration-layer thickness d; = (7.2 &+ 4.3) nm (9
traces); for DC15PC, assuming a refractive index of 1.440,
this yields do = (7.8 & 1.3) nm and d; = 2.8 +2.4) nm
(17 traces). In both cases, the result is improved with re-
spect to the nominal lipid thicknesses; however, it must
be mentioned that this analysis assumes all the layers are
planar and we cannot be certain the hydration layer, if
present, is planar across the entire half of a line trace
which falls on the lipid, let alone has the same thickness
across all line traces.

Despite the aforementioned inaccuracies in the thick-
ness measurements, it is possible to see sub-nanometre
thickness differences as brightness changes in the HiRef
images of the ternary-SLB sample (figure 9, red arrows).
Sphingomyelin enriched with between 60% and 100% as
much cholesterol as there is sphingomyelin forms bilay-
ers 5.0 nm thick,?” which makes the thickness difference
between the enriched sphingomyelin domains and the
DOPC domains 0.9 nm.

While HiRef is applicable to very thin layers and sub-
nanometre differences in thickness are qualitatively vis-
ible in HiRef images of layers 4-5 nm thick (such as



cell membranes), accurate thickness and refractive-index
measurements on such thin layers are hindered by the
signal-to-noise ratio of the present data. Figure 13 shows
|S/So2| and arg(S) for an aplanatic objective with a nu-
merical aperture of 1.27 and all parameters as in figure 3,
but with a reduced d range suitable for the bilayer thick-
nesses; it can be seen that, for intermediate values of ng
(around 1.45), |S/Sp2| varies by about 1% over this range
and arg(S) varies by about 0.15 rad. Notably, the present
measurements are not shot-noise-limited; the shot noise
is about 53 pV for the chosen acquisition parameters.
Given that signals are between 250 and 500 mV for the
lipid images studied, the shot noise is about 0.01% of
the signal, or 0.05% of the arg(S) range and 0.5% of
the |S/Soz2| range. For the nominal bilayer thickness of
5.0 nm and n, = 1.45, this noise results in an uncer-
tainty smaller than 0.5 nm in d and smaller than 0.0005
in ny. This is more than one order of magnitude below
the uncertainties determined from the measurements.

To evaluate the performance of HiRef for the experi-
mental setup if limited by shot noise, we carried out the
same data analysis procedure with simulated data. This
data consisted of an N, x IV, array of complex values
with N, = N, = 40 divided into two types of homo-
geneous regions. The value at one region type was rg2
for the parameters (ng, no and A) used for figure 2 and
normal incidence, and the value at the other was the
value of s corresponding to d = 4 nm and n; = 1.440 for
the same parameters and normal incidence. Phase noise
was then added to the data by generating a 1 x N,N,
array of random numbers with a gaussian distribution
with standard deviation o and mean p = 0 (see be-
low). This noise array was then low-pass-filtered (i.e. its
Fourier transform was multiplied by a Hamming window
with the cutoff frequency set to 1/10 of the maximum
frequency), wrapped into an N, x N, array and added
to the phase of the simulated data. Versions of the data
with ¢ = 0, 0 = 5 x 107° (which is approximately the
shot noise) and o = 5 x 10™%, but otherwise identical to
each other, were created and analysed; the version with
o =5 x 107* was qualitatively similar to experimental
data in terms of the relative strengths of the phase noise
and the phase data. The results of this analysis, consist-
ing of 50 line traces in each case, are shown in figure 14.
The (d,n;) values found were (4.1 £ 0.1,1.443 £ 0.002)
with o =0, (4.1 £0.1,1.442 4+ 0.005) with 0 =5 x 107°,
and (5.243.482,1.43540.048) with o = 5 x 10™%, where
d is in nm. We note that both the error and the un-
certainty increase with the phase noise, but even a noise
level similar to that seen in the experimental data is not
capable of causing an error of 200% or 300%, as seen in
the experiment. Therefore, the HiRef technique is capa-
ble of retrieving (within error) the correct thickness and
refractive index.

The scan speed used in the data shown was limited by
the sample stage motion. The shot noise of 53 uV was
with a pixel dwell time t. = 200 us, as stated previously,
and corresponds to a noise of 11 uV Hz~1/2, or a relative
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FIG. 14. Retrieved thickness d and refractive index ny from 50
line traces with simulated data with different levels of noise.
The empty square indicates the thickness (4 nm) and refrac-
tive index (1.440) used in the construction of the data.

noise of 2x 10~% Hz=/2 in S. Since the shot noise scales
with the square root of the detection bandwidth, reduc-
ing the pixel dwell time by a factor of 100 would increase
the noise by a factor of 10, resulting in a 5-nm thickness
noise and a noise of 0.005 in the refractive index, which
is similar to the classical noise of the experimental data
shown here. Thus, with a suitable sample stage, the data
could have been acquired 100 times faster. Additionally,
the spatial resolution scales inversely with the numerical
aperture, so the area measured per unit time scales as
NA~2; the area would have been increased by a factor of
18 for a commonly used 10x objective with NA = 0.3.

V. CONCLUSIONS

We have presented a microscopy technique to measure
the thickness and refractive index of a thin layer simulta-
neously and noninvasively. The technique detects the in-
terference between a beam which interacts with the layer
and a beam which does not, retrieves the amplitude and
phase of the beam reflected by the sample, and numeri-
cally computes the thickness and refractive index of the
layer from these values using exact expressions for the
interference between the beams.

We used a spin-coated PVA layer with a thickness of
about 80 nm to test the technique. The measured thick-
ness and refractive index have a standard deviation of
only 8.5% and 0.3% (respectively) of the measured val-
ues and are close to qDIC thickness measurements and
consistent with PVA refractive index values from the lit-
erature.

Other microscopy techniques are limited to measur-



ing a single property of the sample (e.g. ¢DIC) and/or
are invasive (e.g. fluorescence microscopy, nanoparti-
cle labelling, atomic-force microscopy and electron mi-
croscopy). Alternatively, ellipsometry can measure the
thickness and the refractive index of a sample at the
same time but requires laterally homogeneous samples
over large areas and is not spatially resolved at a micro-
scopic scale. Here we have used an optical microscopy
technique to measure a sample’s thickness and refractive
index at the same time in a noninvasive manner.

In the reported experimental data, the results are dom-
inated by classical fluctuations of the amplitude and
phase of the detected signal, limiting the technique’s abil-
ity to reliably measurable layer thicknesses below several
tens of nanometres. It is possible to image much smaller
thicknesses and changes in thickness and refractive in-
dex, such as phase transitions in lipid bilayers, when
reducing the classical noise below the shot-noise limit,
which for the presented measurements is below 0.5 nm
in the thickness and 0.0005 in the refractive index, more
than an order of magnitude below the present classical
noise. Therefore, a suitable referencing technique is re-
quired, which could consist of a common-path referenc-
ing using a defocussed beam with a different heterodyne
frequency shift. This would allow us to address impor-
tant questions which are inaccessible with current tech-
niques. For example, the difference in thickness between
lipid domains in different thermodynamic phases is about
0.9 nm.?” Such measurements, performed on live neurons
rather than artificial lipid bilayers, might then be able to
probe whether or not neural activity involves a phase
transition,®> as proposed by Heimburg and Jackson in
2005.36 Another potential application would be the ob-
servation of lipid rafts in cell membranes.3”

The data presented in this work is avail-
able from the Cardiff University data archive,
http://doi.org/10.17035/d.2021.0136335474.
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