Deep Learning Driven Real Time Topology Optimisation Based on Initial Stress Learning
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Abstract

Topology optimisation can facilitate engineers in proposing efficient and novel conceptual design schemes, but the traditional FEM based optimization demands significant computing power and makes the real time optimization impossible. Based on the convolutional neural network (CNN) method, a new deep learning approximate algorithm for real time topology optimisation is proposed. The algorithm learns from the initial stress (LIS), which is defined as the major principal stress matrix obtained from finite element analysis in the first iteration of classical topology optimisation. The initial major principal stress matrix of the structure is used to replace the load cases and boundary conditions of the structure as independent variables, which can produce topological prediction results with high accuracy based on a relatively small number of samples. Compared with the traditional topology optimisation method, the new method can produce a similar result in real time without repeated iterations. A classic short cantilever problem was used as an example, and the optimized topology of the cantilever structure is predicted successfully by the established approximate algorithm. By comparing the prediction results to the structural optimisation results obtained by the classical topology optimisation method, it is discovered that the two results are highly approximate, which verifies the validity of the established algorithm. Furthermore, a new algorithm evaluation method is proposed to evaluate the effects of using different methods to select samples on the prediction performance of the optimized topology, and the results were promising and concluded in the end.
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1. Introduction

Structural topology optimisation [1–3] is to obtain the optimal distribution of materials under given design domain and load and boundary conditions to achieve optimal structural performance. Topology optimisation can facilitate engineers in proposing efficient and novel conceptual design schemes; therefore, it has attracted wide attention in engineering and has become the focus in optimisation recently. Currently, many topology optimisation algorithms have been proposed, such as the SIMP (Solid Isotropic Material with Penalization) method [4,5], homogenisation method [2], level set method [6,7], evolutionary method [8], MMTO (Multi-Material Topology Optimization) method [9], MMC (Moving Morphable Components) method [10], multi-component method [11], multi material method [12,13], and robust optimization method [14,15]. These topology optimisation algorithms have been successfully applied in many fields, such as hierarchical structures (hierarchical structures are optimal from a structural point of view) [16], mechanics [17], thermotics [18], and acoustics [19]. However, the calculation involved in the abovementioned topology optimisation algorithms often involves numerous iterative processes. Each iterative process usually requires finite element calculations for an entire structure. For a practical engineering structure, a large number of finite elements must be used to describe the material distribution, which would surely lead to intensive computational effort.

To solve the problem of low computational efficiency of large-scale topology optimisation problems, scholars have proposed many improved topology optimisation algorithms. Kim et al. [20] split high-resolution topology optimisation into several stages from low to high resolution and proposed multiscale topology optimisation. Nguyen et al. [21,22] separated the resolution of FE analysis and the design variables updating to save the cost of FE analysis. Amir et al. [23] exploited specific characteristics of a MGCG (Multigrid Preconditioned Conjugate Gradients) solver to solve the high computing cost in 3D topology optimization. Jang et al. [24] proposed optimising a design space and topology simultaneously based on a fixed grid. Aage et al. [25] proposed a parallel topology optimisation method based on the C++ parallel computing library PETSc and applied it to the topology optimisation of super large-scale structures [26].

Although extensive studies significantly improved the calculation efficiency and scale of the topology optimisation, topology optimisation is still often restricted by the iterative calculation properties. It is well known that an ultimate dream pursued by structural engineers is the achievement of real-time topology optimization [27]. Recently, machine learning algorithms have developed rapidly [28]. Because the machine learning algorithm generally requires high calculation costs in its offline training process and the use of trained model requires almost no complex calculations, it is often used to achieve the accelerated or instant calculation of complex calculation processes [29–32]. Currently, scholars have combined topology optimisation with the machine learning algorithm to improve the real-time computing efficiency of topology optimisation. Sosnovik et al. [33] used the convolutional neural network (CNN) to learn the intermediate iterative results of topology optimisation, which accelerated the entire topology optimisation process. Lei et al. [34] used support vector regression and the K-nearest neighbour algorithm to accelerate the topology optimisation method of MMC. Yu et al. [35] used the CNN to accelerate the SIMP topology optimisation method and a
generative adversarial network (GAN) to establish the mapping relationship between low- and high-resolution topology optimisation results. However, existing results primarily include the following unfavorable characteristics: (1) The acceleration is incomplete, and the iterative process needs to be performed during online topology optimisation [33]; (2) The optimisation results are not satisfying, and a clear load-transferred path cannot be obtained [34]; (3) An relatively large training set (always over 10,000 [33], sometimes over 100,000 [35]) is usually required to train the model to achieve an acceptable approximate accuracy [35], which results in an exorbitant computing cost for training.

Hence, considering the above problems, based on the CNN [36], a new approximate algorithm for topology optimisation is proposed by learning initial stress (LIS), which is the major principal stress matrix obtained from the finite element analysis in the first iteration of a classical topology optimisation. As a parameter to describe the stress state of structures to be optimized, the initial principal stress is an effective index to guide the structural topology optimisation. By learning the relationship between the major principal stress matrix and the final optimisation topology, this algorithm can provide approximate results of topology optimisation with a relatively small number of training samples. Furthermore, a new algorithm evaluation method is proposed herein. Using this evaluation method, the effect of using different methods to select samples on the prediction performance of the optimized topology is studied.

The remainder of this paper is organized as follows. In section 2, the basic theories of the CNN and topology optimisation are introduced. Section 3 introduces the calculation flow of the algorithm established herein, and details the new algorithm evaluation method proposed herein. In section 4, several examples are provided to verify the algorithm, and the effect of different parameters on the optimisation results of the algorithm is demonstrated.

2. Theoretical basis of the deep learning driven real time topology optimisation

2.1 Convolutional Neural Network (CNN)

In recent ten years, deep learning, which refers to the artificial neural network with multiple layers, developed rapidly. Due to the complex hierarchical structure and diversified data processing methods of deep learning, it has strong nonlinear processing ability. The CNN, which belongs to deep learning, is a type of feedforward neural network including a convolution operation, and is proved to be one of the most effective ways to process images with mass of pixels. The CNN can learn features, which allows a convolution structure to classify multidimensional input information in a shift-invariant manner [37]. Lecun [36] introduced the random initialisation method of weight and random gradient descent into the CNN, which were both widely used in the training of deep learning models. In addition, the concept of “convolution” was proposed for the first time in the same paper, by which the term CNN originated.

The most remarkable feature of the CNN is that it contains a convolution layer and a pooling layer, as shown in Fig. 1. The function of the convolution layer is to extract features from samples. A convolution layer contains multiple convolution kernels that function as a perceptron. Unlike a perceptron, it will regularly scan the multidimensional data input from the upper layer, multiply and sum the obtained data, and add the offset matrix \( b \) [38], its operating mechanism is shown in Eq. (1):
\[ Z^{l+1}(i, j) = [Z^l \otimes \omega^{l+1}](i, j) + b \]
\[ = \sum_{k=1}^{K_l} \sum_{s=1}^{f} \sum_{y=1}^{f} [Z^l_k(s_0i + x, s_0j + y)\omega^{l+1}_k(x, y)] + b \quad (i, j) \in \{0,1, ..., L_{l+1}\} \quad (1) \]

where \( Z^{l+1} \) is the convolution output of the \( l + 1 \) layer; \( \omega^{l+1}_k \) is the built-in linear parameter of the convolution kernel \( k \) in the \( l + 1 \) layer; \( K_l \) is the number of channels in \( l \)-th layer, which describes the size of the output data from the \( l \) layer; \( f \) is the size of the convolution kernel; \( s_0 \) is the stride of convolution operation, which determines the interval distance at which the convolution kernel is applied once; \( p \) is the number of padding layers, which is used to ensure that the size of data does not degrade. Through the procedures above, the convolution kernel can effectively process the incoming multidimensional data and extract features. The function of the pooling layer is to further extract the features of the convolution layer results. Its working mode is similar to that of the convolution layer without sampling overlap. After the data pass through the pooling layer, the details will be blurred. This method is conducive to highly macroscopic information extraction. Furthermore, the pooling layer can effectively reduce the number of parameters in the entire neural network, thereby reduce the computational expense and improve the calculation efficiency.

![Fig. 1. Sketch of CNN [39]](image)

Similar to most other machine learning algorithms, the training and evaluation of a CNN model are realised by a loss function, which can be regarded as a prediction error. However, in general, machine learning can be regarded as an optimisation problem of minimising the loss function. Typical loss functions include mean squared error (MSE) and binary cross entropy (BCE) [40].

\[
\text{MSE} = \frac{1}{S} \sum_{i=1}^{S} (y_i - \hat{y}_i)^2 \quad (2)
\]

\[ \text{BCE} = -\frac{1}{S} \sum_{i=1}^{S} [y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)] \quad (3) \]

where \( S \) is the total number of samples, \( y_i \) is the true value, and \( \hat{y}_i \) is the predicted value. By determining the specific mathematical form of the loss function, we can determine the sensitivity of the loss function to each parameter in the machine learning model to train (optimise) the process.
2.2 Basic theory of structural topology optimisation

To provide training and test samples for the CNN model, based on the SIMP method [4,5,41], topology optimisation was performed with the minimum structural compliance as the objective function in this study. The optimisation formulation is as follows:

$$\text{min: } \Phi(\rho, U) = F(\rho, U)^T U = U^T K U$$

$$= \sum_{e=1}^{N} u_e^T k_e u_e$$

s.t.: $$\sum_{e=1}^{N} \rho_e v_e - V^* \leq 0$$

$$0 < \rho_{\text{min}} \leq \rho_e \leq 1, e = 1, ..., N$$

$$K(\rho) U = F$$

where the subscript $e$ represents the corresponding physical quantity of element $e$; $\rho$ is the structural design variable (density variable) vector, which represents the relative density of material of each element in the structure; $U$ is the nodal displacement vector; $v_e$ is the volume of element $e$ in the current structure; $V^*$ is the upper limit of the allowable material volume of the structure; $\rho_{\text{min}}$ is the minimum relative density of the structure for a single element, generally 0.01; $N$ is the number of finite elements; $K$ is the global stiffness matrix; $F$ is the load vector; $k_e$ is the elemental stiffness matrix, which is related to the elemental density $\rho_e$ [4,5]:

$$k_e(\rho_e) = (\rho_e)^p k_e^0$$

(5)

where $k_e^0$ is the elemental stiffness matrix when the density variable of element $e$ is 1; $p$ is the penalty coefficient, which aims to make the topology optimisation result close to the 0–1 distribution, thereby yielding a clear topology optimisation result. In this study, $p = 3$. The global stiffness matrix $K$ of the structure can be obtained by assembling the elemental stiffness matrix.

In this study, the OC criterion method [42] was used for optimisation, and its iterative criterion can be expressed as follows:

$$\rho_e^{k+1} = \begin{cases} 
\max \left( (1 - \varsigma) \rho_e^k, \rho_{\text{min}} \right) & \text{if } \rho_e^k (B_e^k)^\eta \leq \max \left( (1 - \varsigma) \rho_e^k, \rho_{\text{min}} \right) \\
\min \left( (1 + \varsigma) \rho_e^k, 1 \right) & \text{if } \rho_e^k (B_e^k)^\eta \geq \min \left( (1 + \varsigma) \rho_e^k, 1 \right) \\
\rho_e^k (B_e^k)^\eta & \text{otherwise}
\end{cases}$$

(6)

$$B_e^k = -\frac{\partial \Phi}{\partial \rho_e^k} \frac{1}{\lambda} \frac{\partial V}{\partial \rho_e^k}$$

where $\varsigma$ is the upper limit of the moving step, which is used to control the optimisation speed; $\eta$ is the modulation parameter, which is used to limit the excessive gradient difference; $\lambda$ is the Lagrangian multiplier, which is used to control the structure to satisfy the volume constraint after optimisation. According to numerical experience, the following were set: $\varsigma = 0.2$ and $\eta = 0.5$.

The filter used in the algorithm was the volume-preserving Heaviside function filter [43–45], which can filter the density of the structure topology while maintaining the volume fraction of the optimized structure.
\[
\sum_{e=1}^{N} \rho_e v_e = \sum_{e=1}^{N} \bar{\rho}_e v_e
\]

\[
\bar{\rho}_e = \begin{cases} 
\theta \left[ e^{-\beta \left( 1 - \frac{\rho_e}{\bar{\rho}_e} \right)} - \left( 1 - \frac{\rho_e}{\bar{\rho}_e} \right) e^{-\beta} \right] \\
(1 - \theta) \left[ 1 - e^{\beta \frac{\rho_e - \theta}{1 - \theta}} + \frac{(\rho_e - \theta) e^{-\beta}}{1 - \theta} \right] + \theta
\end{cases}
\] (7)

where \(\bar{\rho}_e\) is the relative density of element \(e\) in topology optimisation, and \(\beta\) is the penalty coefficient. By solving \(\theta\) in Eq. (7), the filtered material distribution \(\bar{\rho}_e\) can be obtained. And as the described in references [15,16] about Heaviside filter, we increase the penalty coefficient \(\beta\) in the iterative process, which greatly contributes to obtain the 0-1 distribution of the optimized structure.

3. Deep learning driven real time topology optimisation approximate algorithm

3.1 Flow of the deep learning driven topology optimisation based on initial stress learning

Fig. 2 shows the flow of the proposed algorithm based on initial stress learning, which can be divided into three steps: generating dataset, CNN model training, and CNN-based prediction.

![Flow of ISL-based deep learning driven topology optimization approximate algorithm](image)

In step 1, the algorithm will generate loads according to the given boundary conditions based on certain rules and load types to perform topology optimisation. The specific rules and their effects are introduced in section 4. Based on the data generated using the SIMP [41] framework with volume-preserving Heaviside filter and the optimised topology, the algorithm obtains the major principal stress matrix from the finite element analysis in the first iteration of the
topology optimisation. Additionally, the final topology optimisation results are required as the labels. These data will be used in step 2 to train the CNN model. The extraction method of the initial principal stress is as follows:

\[
\sigma_{\text{max}} = \left| \frac{\sigma_x^e + \sigma_y^e}{2} \right| + \sqrt{\left( \frac{\sigma_x^e - \sigma_y^e}{2} \right)^2 + \left( \tau_{xy}^e \right)^2}, \tag{8}
\]

where \(\sigma_x^e, \sigma_y^e, \text{ and } \tau_{xy}^e\) can be obtained from finite element analysis in the first iteration of the topological optimisation process, and \(e\) represent each element of the structure.

In step 2, the algorithm will train the CNN model according to the data obtained in step 1. The initial major principal stress matrix serves as a variable, and the topology optimisation result is the label. To balance the effect of each sample on the training results, the initial major principal stress matrix must be normalised (the matrix divided by the largest component) before being imported into the CNN model. Because the loss function selection of the CNN model affects little on the optimized results (See details in Section 4), the binary cross entropy is temporarily used as the loss function of the CNN model.

In step 3, the algorithm will predict the topology optimisation results under load cases different with that used in Step 1, according to the trained CNN model obtained in step 2. The prediction requires a finite element calculation based on the topology optimisation problem to be predicted, and the extracted major principal stress matrix is input into the trained CNN model. After obtaining the input, the CNN model can output the probability distribution of the final predicted results of topology optimisation of the structure rapidly and convert the distribution into the predicted topology optimisation results.

Through the proposed method, not only the topology optimization problems used to train the model, a range of topology optimization problems can be solved with less computing time comparing to classical optimizing process. Also, by changing the boundary condition, volume fraction, load direction or topology optimization method, Step 1 is used to generate the training samples, the trained model can predict the optimized topology with different corresponding changes.

3.2 Evaluation of topology optimisation approximate algorithm

After completing the algorithm construction, a set of methods is required to evaluate the quality of different models. Subsequently, the deep learning model or the parameters in the algorithm can be adjusted. Generally, the evaluation criteria for the algorithm performance tend to use the mean value of the optimisation objective function on the sample set, i.e. the optimisation of the algorithm is equivalent to the optimisation of the overall mean value of the objective function. For the algorithm herein, the evaluation criteria \(L\) (which is also the loss function value of the model) is as follows:

\[
L = \frac{\sum_{i=1}^{S} \text{MSD}(\rho^p)}{S}\tag{9}
\]

\[
\text{MSD}(\rho^p) = \sqrt{\frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (\rho_{ij} - \rho_{ij}^p)^2}{N}}
\]

where \(m\) and \(n\) are the length and width of the design domain, respectively; \(\rho_{ij}\) is the component of optimised topology matrix obtained by SIMP method; \(\rho_{ij}^p\) is the predicted topology matrix composed of \(\rho_{ij}^p\) based on the algorithm (LIS); \(S\) is the total number of samples in the training set; MSD (Mean Square Differences) [46] is a criteria used in template matching, which has been proved highly effective for a single matching problem. The smaller the value is, the more similar the predicted topology is to the results obtained by the standard SIMP topology optimisation.

The performance evaluation method above is highly effective for most algorithms. However, because the optimisation goal is to minimise the overall difference between the optimised and predicted results, the predicted results of the deep learning model (CNN model) adjusted according to the evaluation method described in Eq. (9) may exhibit a “local mode collapse” which is getting the inspiration of “mode collapse” [47],
i.e. the deep learning model stops predicting some samples that are difficult to master and only provides satisfying or the same predicted results for samples that are easy to master. This may result in algorithm instability and numerical difficulty. In the practical prediction process, this type of problem will result in distorted predicted results in some load cases.

The purpose of topology optimisation is to obtain an appropriate load-transferred path, rather than to determine all the details of the optimized structure. When $MSD(p^p)$ is reduced to a certain level, the load-transferred path of the structure is relatively clear (see details in Section 4). At this time, the minimisation of $MSD(p^p)$ caused by the “local mode collapse” will not further improve the prediction quality of load cases which have been mastered by CNN model but will significantly reduce the prediction quality of the “abandoned” ones, which weakens the overall prediction performance of the algorithm. Hence, a prediction accuracy parameter $D$ and a new evaluation method is proposed based on Eq. (10):

$$D(p^p) = \frac{\sum_{i=1}^{S} f_i(p^p)}{S}$$

$$f(p^p) = \begin{cases} 0 & \text{if } MSD(p^p) > \alpha \\ 1 & \text{otherwise} \end{cases}$$

(10)

where $f(p^p)$ is the similarity discriminant function, which is used to judge whether two structures are similar; $\alpha$ is the critical difference threshold. If the $MSD(p^p)$ value between the optimised and predicted results is greater than this threshold, then the predicted result is not similar to the optimised result; otherwise, it is similar. That is the smaller $\alpha$, and the larger $D$, the better is the prediction performance of the trained CNN-based model. By optimizing the deep learning model, we are able to decrease the $D(p^p)$ of the deep learning model to alleviate that phenomenon.

It is clear that the fundamental idea of the algorithm evaluation method proposed herein is that in the entire test set, the predicted results are compared with the optimised results, and the percentage of predicted results that are judged similar is regarded as the evaluation criterion. The criterion is realised in the form of a step function in Eq. (10). By introducing this evaluation criterion, the phenomenon of “local mode collapse” can be effectively suppressed, thereby improving the stability of the algorithm and the performance of optimized topology prediction.

4. Numerical examples

A $120 \times 40$ cantilever beam is used as an example to verify the effectiveness of the proposed approximate algorithm of topology optimisation in this study as shown in Fig. 3. Considering the reduction in variable space and the practical load case, only the right half of the cantilever beam, i.e. the right side of the dotted line in the figure is loaded. The load direction and position are completely random, and $F = 1$. All the parameters mentioned above are dimensionless. The hardware computing environment of numerical examples is as follows:

CPU: Intel Core i5-7500 Dual-core 3.40 GHz
GPU: NVIDIA Geforce GTX1660 6G

We use the CPU to generate optimization samples, and the GPU to train the deep learning model. In order to realize GPU parallelism, we build the Cuda and Cudnn environment. The detailed environment is as follows:

Python 3.5; Cuda 10.0; Cudnn 7.5; Keras 2.2.4; Tensorflow-gpu 1.13.

![Fig. 3. Cantilever beam example](image)

Fig. 4 shows the CNN structure used in this study, which is composed of a full connection layer and three pairs of convolution and max pooling layers. The input of the model is the $120 \times 40$ major principal stress for each element, and output is the $120 \times 40$ relative density for each element. The size of convolutional kernel varies from $3 \times 3$ (the first one) to $2 \times 2$ (other two). And the monitor number of each convolution layer varied from 128 to 512.
The model contained 23,599,040 parameters. Adam optimizer [48] is implemented to train the deep learning model.

Fig. 4. CNN structure used in the real time topology optimisation based on initial stress learning

4.1 Model overview

To study the effect of different training sample selection methods and different loss functions on the effectiveness of the algorithm, several models are designed and trained with only 1,000 samples in this study. The specific information of each model is as follows.

Model 1: Equidistant sample points are selected. A vertical or horizontal unit force to a single sample point is applied, and the loss function is binary cross entropy. As the basic model, this model is used as the benchmark for the following models.

Model 2: Equidistant sample points are selected. A vertical, horizontal, or 45°-unit force to a single sample point is applied, and the loss function is binary cross entropy. Based on Model 1, a 45° load is added to the training set to study the effect of load randomness in the training set on the prediction performance of the model.

Model 3: Sample points are selected randomly. A random unit force to a single sample point is applied, and the loss function is binary cross entropy. Based on Model 1, the load position and direction are selected randomly to study the effect of load randomness in the training set on the prediction performance of the model.

Model 4: Equidistant sample points are selected. A vertical or horizontal unit force to a single sample point is applied, and the loss function is the MSE. Based on Model 1, the loss function is replaced by the MSE to study the effect of different loss functions on the prediction performance of the model.

Each model uses the same test set which contains 1,000 samples and sample points are randomly selected. A random direction unit force to a single sample point is applied. The results of the established four models after 800 epochs of training and 128 batch size are shown in Table 1, in which the critical difference threshold is set as $\alpha = 0.25$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4(MSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training loss $L_t$</td>
<td>0.053</td>
<td>0.049</td>
<td>0.073</td>
<td>0.016</td>
</tr>
<tr>
<td>Validation loss $L_v$</td>
<td>0.150</td>
<td>0.157</td>
<td>0.174</td>
<td>0.035</td>
</tr>
<tr>
<td>Training accuracy $D_t$</td>
<td>0.996</td>
<td>0.999</td>
<td>0.987</td>
<td>0.996</td>
</tr>
<tr>
<td>Validation accuracy $D_v$</td>
<td>0.885</td>
<td>0.892</td>
<td>0.863</td>
<td>0.878</td>
</tr>
</tbody>
</table>

In Table 1, the training loss $L_t$ and validation loss $L_v$ refer to the mean value of the loss function resulted from the trained model on the training and validation sets (test set), respectively. And the training accuracy $D_t$ and validation accuracy $D_v$ are the prediction accuracy of the trained model on the training and test sets, respectively, according to Eq. (10). As shown from the data in Table 1, the training accuracy of each
model has reached above 0.987 (Model 3), which proves that the neural network structure shown in Fig. 4 is sufficiently large to master the information from the sample set. The validation accuracy of each model is more than 0.85, which proves that the model proposed herein can effectively predict most single load cases after only 1,000 samples of training and provide reasonable approximate results of topology optimisation, thereby proving the effectiveness of the algorithms and models proposed herein.

Compared with Model 1, Model 2 has a higher training accuracy and validation accuracy; therefore, it is meaningful to sacrifice the sample point density to add 45°-unit force samples into the training set. With the increase in the total number of samples, the distance between each sample point will be further reduced. As Model 1 has already been able to provide clear prediction configuration for vertical or horizontal loads (See details in sections of 4.2 and 4.3); therefore, further improving the density of the sample points cannot significantly improve the model prediction performance of random direction loads. However, the prediction performance of Model 2 with sparse sample points will be further improved owing to its sparsity.

Both the training and validation accuracy of Model 3 are slightly lower than those of Model 1. Furthermore, the sample size of 1,000 is still too small compared with the probability of the whole design space; therefore, a sufficiently uniform randomness cannot be produced, which renders the model unstable and affects the prediction performance of the model. The explanation above can be verified by the specific prediction performance of the Model 3 in sections of 4.3.

Both the training and validation accuracy of Model 4 are nearly the same as those of Model 1. It is proven that the selection of loss function has relatively little effect on the model performance and therefore can be ignored from the study object.

It is noteworthy that Model 1 yields a lower validation loss defined in Eq. (9) but a lower validation accuracy defined in Eq. (10) compared with Model 2. This phenomenon proves the differences between the two algorithm evaluation methods mentioned in section 3.3. To verify the practical prediction performance of the algorithm and further compare the prediction performance of each model, a few specific examples are provided in the following. As the loads of the following examples are set on the boundary, to further highlight the stability of the algorithm, the samples on which the load acts at the boundary in the training set are removed. That is to avoid showing a prediction result that may be contained in the training set.

4.2 Numerical Example 1

In numerical example 1, two load cases are presented: a vertical load $F_1 = 1$ at the lower right corner, and a horizontal load $F_2 = 1$ at the same point, as shown in Fig. 5.

![Fig. 5. Two load cases in numerical example 1.](image)

For example 1, the standard SIMP method is used for topology optimisation, and Models 1–4 trained in section 4.1 are used for optimized topology prediction. The optimisation results based on the standard SIMP method and the predicted topology results based on Model 1–4 are shown in Figs. 6 and 7, respectively. The MSD values (Eq. 9) of the results obtained by Model
1–4 is also shown in the figures.

![SIMP method](image1)

(a) SIMP method

![Model 1](image2)

(b) Model 1: MSD($\rho^f$) = 0.177

![Model 2](image3)

(c) Model 2: MSD($\rho^f$) = 0.144

![Model 3](image4)

(d) Model 3: MSD($\rho^f$) = 0.114

![Model 4](image5)

(e) Model 4: MSD($\rho^f$) = 0.169

Fig. 6. Comparison between topology optimisation and CNN-predicted results of load case 1. (a) SIMP topology optimisation result. (b–e) Predicted results obtained by Models 1–4, respectively.

By comparing the optimized result of the SIMP method with the predicted results of Models 1–4 in Fig. 6, it can be observed that the four models can effectively predict the optimized topology, which is relatively close to the SIMP optimisation result. Therefore, the prediction effectiveness of the models proposed herein is partly validated. After using only 1,000 samples to train each model, clear load-transferred paths and recognisable predicted optimal topologies are given for the load case proposed in this example, which are highly similar to the SIMP optimisation results. Based on the computing environment mentioned above, the computing time of the SIMP method for this problem is 42.496 s, while that of Model 1 for the same problem prediction is only 0.147 s, which improves the real-time computing efficiency by 288 times. This efficiency improvement is enabled by that the algorithm only required the initial structural stress, which can be obtained from the first structural finite element calculation in the process of topology optimisation, to predict the optimized topology of the structure. In addition, from the MSD values shown in Fig. 6, the MSD values of the approximate topology obtained by Models 1–4 are less than 0.2, which is the limit of a high-level of approximate prediction.
For the total number of samples used to train Model 1–4 is equal, the denser the load direction included in the training samples is, the sparser the load points are. According to the results of Fig. 7, for load case 2, only Model 1 and Model 4 with relatively dense load points arrangement yielded results with relatively high similarity, and the corresponding MSD values are 0.104 and 0.110, respectively. It can be understood that samples which are highly similar to load case 2 existed in the training set of the two models, and that the similarity of the samples significantly affected the predicted results of the trained model. According to the predicted results of Model 3 in load cases 1 and 2, the prediction performance is found to be unstable, which is highly related to the randomness of its training samples.

In addition, according to the predicted results of Examples 1, Models 1 and 4 yielded similar predicted results. This further verifies the discussion in section 4.1 that the choice of the loss function does not significantly affect the predicted results of the model proposed using this algorithm. Moreover, because only vertical and horizontal loads exist in Load case 1-2, the predicted results of Models 1 and 4 are significantly better than those of other models, which reflects the highly dependence of samples of the neural network model.

4.3 Numerical Example 2

Two other load cases are shown in Numerical Example 2. The loads are applied at an upper 45° direction at the centre of the right boundary and at a lower 45° direction at the lower right corner, separately, as shown in Fig. 8.

For Example 2, the standard SIMP method is used for topology optimisation, and Models 1–4 trained previously are used for optimized topology prediction. The optimisation results based on the standard SIMP method and the predicted topology results based on Models 1–4 are shown in Figs. 9 and 10, respectively. The MSD values (Eq. 9) of the results obtained by Models 1–4 is also shown in the figures.
Fig. 9. Comparison between topology optimisation and CNN-predicted results of load case 3. (a) SIMP topology optimisation result. (b–e) Predicted results obtained by Models 1–4, respectively.

Fig. 10. Comparison between topology optimisation and CNN-predicted results of load case 4. (a) SIMP topology optimisation result. (b–e) Predicted results obtained by Models 1–4, respectively.

According to Figs. 9 and 10, Model 2 provides a prediction result mostly similar to that of the SIMP method owing to the oblique load in load cases 3 and 4. The MSD values of the predicted results obtained by Model 2 for the two conditions are 0.171 and 0.114, respectively, which are more than 25% lower than those of other models. This phenomenon can be explained by the correlation between the training samples and neural network. It is noteworthy that because no 45° load samples existed in the training set of Model 1 and Model 3–4, these models
provided relatively poor predicted results: the highest MSD values are 0.271 and 0.224, respectively. However, these relatively poor results are still quite similar to the standard solution obtained by the SIMP method. The clear load-transferred path cannot be obtained only at the position close to the load point (This is because the CNN model is a neural network based on image science, and it is only a mathematical processing method for large-scale multidimensional data and lacks thinking about mechanical mechanisms.). This verifies that although the process from the initial major principal stress matrix to the optimised topology involves a stress redistribution, a certain connection exists between them, and the CNN can establish this connection to provide a relatively clear optimized topology with an almost real time performance.

4.4 Discussions

From the figures and graphics shown above, some discussions can be carried out.

1. Though only 1,000 samples, which is a quite small training data size compared with those in references cited herein, are used to train the deep learning model, the load-transferred path is found to be well predicted, which proves the load characterization ability of the initial principal stress as the input of the model.

2. Random sampling, which is usually used in the deep learning based topology optimization framework so far to generate training data, performs worse than the equidistant sampling, at least when the number of training data is relatively small, such as 1,000 in this case. For 1,000 is quite a small number contrasted with the design space, the training set does not effectively represent the high-dimensional relationship between input and output due to the randomness in sampling. For an optimization result of an engineering structure is generally quite computational expensive, the discovery of the drawback of random training data sampling in small data generation is meaningful for the deep learning based topology optimization method to be further used in the practical engineering.

3. From the results shown in Section 4.2-4.3, the choice of loss function is found to have little effect on the prediction results of deep learning model. Owing to the 0-1 distribution of the output figure which both MSE and BCE are able to handle, the phenomenon is acceptable.

4. The evaluation criteria we proposed gives different evaluation results compared with the traditional one. For the two criteria represent the generalization prediction ability and the absolute prediction ability respectively, the users should balance the two sorts of ability cautiously according to the practical engineering demand when the deep learning model is established and trained.

5. From the results shown in Figs. 9 and 10, it can be seen that whether or not the 45° load is included in the training sampling set deeply influences the prediction effect of the corresponding problem. The numeric result shows that the completeness of load conditions in training samples does not raise all kinds of model performance by no means due to the lackness of training data.

5. Conclusion

A new approximate algorithm of topology optimisation was proposed herein. Using the CNN to learn the initial major principal stress matrix obtained from the first finite element calculation of topology optimisation and the corresponding topology optimisation results, an approximate topology optimisation method with high prediction performance and improved real-time calculation efficiency was proposed. The approximate method only required one finite element analysis of the entire structure to obtain the approximate results of topology optimisation under the given load and boundary conditions, i.e. without multiple iterations, which enabled the algorithm to achieve near real-time topology optimisation. Compared with the published approximate algorithm for machine learning topology optimisation, the algorithm proposed herein reduced the number of learning samples significantly and simultaneously yielded approximate results that were highly similar to those of the standard topology optimisation algorithm. This property effectively reduced the offline compu-
ting cost of the algorithm. The validity of the algorithm was verified through several examples. Based on the new algorithm evaluation method proposed herein, the effects of different training sample selection methods and loss functions on the prediction performance were demonstrated. The conclusions drawn from the demonstration can be applied to other deep learning-based optimization frameworks to further optimize the prediction performance.

In this study, only the prediction of a load case with a single load by the algorithm was completed. If the prediction is further extended to cases with multiple loads, the required training set would be extremely large owing to the permutation and combination effects caused by different load combinations. It may be necessary to introduce other new data processing methods to solve this problem effectively. However, the idea of principal stress learning in the algorithm proposed herein can be further introduced into the approximate methods of elastic–plastic, nonlinear elastic, dynamic topology optimisation, or topology optimization considering nonlinear effects.
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