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Abstract 

In the study I address the controversy surrounding the governance of speech and social media 

communications. In less than 15 years, the regulation of content on social media platforms has 

increasingly taken over public discussions all over the globe. Social media’s charming narrative 

of ‘liberation technology’ and space of free speech, has progressively switched into the frightening 

character of ‘threat to democracy’ and space of hate speech and fake information. Whichever idea 

one might be leaning on, the diffusion and entanglement of social media platforms with every 

aspect of our society has made content regulation on social media a global public issue. 

Scholars have stressed how governance of speech has been in the hand of a plurality of actors, in 

a plurality of settings. In the lack of a single decision-making process, governance initiatives 

emerge as a reaction to public shocks. In this study, I investigate how public shocks have 

contributed to regulation initiatives. Using theoretical concepts from Actor-Network Theory 

(ANT) and critical data studies and the methodological tools from controversy mapping, I have 

analysed narratives about free speech, technology and governance models on websites and in the 

UK press from 2015 until 2018. The analysis reveals public bodies have increasingly assigned 

public policy responsibilities to social media and their technology (algorithms and A.I.). However, 

they miss considerations about the social implication of this type of governance of speech, which 

reinforces the structure of organisation of platform economy and algorithmic management of 

social life. With this study, I hope to contribute to the empirical study of governance of speech as 

well as presenting a normative reflection on the type of governance. I also include a meta-reflection 

on the role of researchers, and in particular on how this methodology and theory can expose the 

paradoxes hidden in the black boxes of technology. 
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1. Introduction 

 

1.1 Social media, free expression, and speech regulation 

In recent years, speech on social media (SM) platforms has become a controversial global policy 

issue. Terrorist attacks, disinformation and fake news on the occasion of high-stakes political 

events, together with racist and misogynistic abuse and harassment, have underlined how social 

media can exacerbate and contribute to the spread of harmful content, with massive social and 

political repercussions. 

SM platforms were previously regarded as critical spaces for the protection of free expression 

(Dutton, 2009; Diamond, 2010; Diamond and Platter, 2012) and benefited from a non-regulatory 

regime. However, their technology, internal rules, and business models are increasingly viewed as 

sources of public risk and subject to national state regulation initiatives (Cusumano et al., 2021). 

In recent years, SM companies have updated their internal policies several times (Belli and 

Venturini, 2020), enhancing their content moderation systems by introducing algorithms for 

automatically detecting content and hiring thousands of human moderators. However, such 

initiatives have yet to be considered adequate to face the threats and harm deriving from free 

speech on their platforms (Cusumano et al., 2021) and SM companies' role, powers, and 

responsibilities in the global governance of speech have become a significant issue for national 

and international policymakers (Gillespie et al., 2020; Edwards et al., 2021). 

Political institutions at all levels have been demanding that SM companies put in place more 

effective forms of content regulation and have issued legislation to increase state powers in the 

field of content monitoring and regulation (EU Commission, 2016; Shields, 2017). Only recently 

a large number of policies and ad hoc services for monitoring and policing content on SM 

companies have been created at the national level, such as the French Vigipirate plan and 'state of 

emergency law' established in 2015, as well as the 'famous' German 'NetzDG' law in 2017, or the 

UK Investigatory Powers Bill and Digital Economy Act, and more recently, the UK White Paper 

on Online Harms (2019). Regulation initiatives have taken place also at the supra-national level, 

as in the EU Internet Referral Unit (EU IRU), established in 2015 and the EU Code of Conduct on 

Countering Illegal Hate Speech Online (2016). 
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The combination of the regulatory trend initiated by Western states and the increasing number of 

internal policy changes adopted by private corporations in the area of blocking, filtering, and 

removal of content, has started to raise a concern about implications for human rights (EDRi, 

2016), especially in terms of freedom of expression and access to information, as highlighted by 

Council of Europe (CoE) Secretary-General Thorbjørn Jagland (2016) and UN Special Rapporteur 

on freedom of expression, David Kaye (2016, 2017). Without a clear definition of threats, 

measures, and remedies in national, local, and supranational legislation, all efforts to control 

content and data on SM are at risk of being disproportionate and illegitimate measures (Kaye, 

2016, 2017). Furthermore, shifting the responsibility of governance of fundamental freedoms and 

rights to private companies and their technologies increases the risk of illegitimate and opaque 

influence on public life, especially considering that SM companies' 'for-profit nature' does not 

resonate well with democratic ideals (Deibert, 2003; Mueller, 2010; De Nardis, 2012; MacKinnon, 

2012; Morozov, 2010; Fuchs, 2014; Pickard, 2014; De Nardis and Hackl, 2015; Ippolita, 2015; 

O'Neil, 2016; Hintz, 2016). 

Scholars, noticing how governance of content and the current online governance regime interests 

human rights and fundamental freedoms, have started to revisit difficult questions about how 

speech online is structured and how governance of speech can be theorised and researched (van 

Dijck, 2013, 2014; Wagner, 2013, 2016; DeNardis and Hackl, 2015; MacKinnon et al., 2014; 

Gillespie, 2015, 2018, Ananny and Gillespie, 2016; Balkin 2017; Gillespie et al. 2020). 

 

1.2 Governance of speech, social media and academic research 

Defining the governance of speech online as a research object presents several theoretical and 

methodological challenges. The concept covers political, economic and technological aspects. 

Firstly, it refers to a variety of processes, involving a large number of heterogeneous actors (i.e. 

private corporations, public institutions and bodies, state governments, but also representatives of 

organised civil society such as academics and NGOs, as well as less structured networks of 

individuals and users) in a transnational ecosystem. In addition, technology itself has a crucial role 

in the mise en place of this governance regime, which is, for many, a sociotechnical regime. 

Among these complexities, scholars tend to agree on some main features: online forms of 

governance take place as a performative, emerging order rather than a planned action, often as a 

reaction to public shocks or controversial situations (Hofmann et al., 2016; Ananny and Gillespie, 
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2016). Furthermore, regulatory powers do not belong to a single actor, and different groups of 

actors can use various tools and means to influence governance in various settings with varying 

degrees of formality and hierarchical organisation (Wagner, 2016; Hintz, 2016; Balkin, 2017; 

Gorwa, 2019). In particular, authors studying governance processes online have stressed the 

importance of discourses and discursive tools in the norm and subsequent policy creation 

(Padovani and Santaniello, 2018; Radu, 2019). 

As I will discuss in greater depth in chapter 2 (literature review), historically, research on speech 

online has focused on a restricted number of spaces, mainly the more prominent SM platforms 

(Twitter, Facebook, and Youtube). Moreover, research on governance tends to focus on specific 

regulatory initiatives, either at the national or international level, rather than considering 

transversal and informal relationships connecting actors. Recently, scholars have started to stress 

the limitations of such approaches and recommended studying with more attention to the role of 

less-institutionalised elements in the study of speech governance regimes, such as civil society and 

'traditional media, as well as the role of technology itself (in particular algorithms) as a tool for 

regulation. Scholars have also called for more research focusing on the transversal and informal 

relationships which contribute to orientate governance in such complex environments (see, among 

others, van Eeten and Mueller, 2012; Gillespie et al., 2020). 

Based on these considerations, I ask in this study: how can we study the governance of speech 

online as an emerging phenomenon without focusing on a single actor or a single regulatory 

setting? How do governance initiatives 'initiate' and take form? Moreover, what does it mean for 

the broader governance of freedom of expression and democracy? By answering these questions, 

I aim to contribute to the understanding of the governance of speech online by adopting an 

empirical rather than theoretical approach to identifying actors, narratives, and material elements 

attached to technology and the power dynamics that link them. In order to achieve my aim, my 

objectives include: 

• Using the tools of controversy mapping, empirically scope the actors and elements 

involved in the controversy surrounding the governance of speech online, identifying the 

actors animating the controversy online and in the UK press. 

• Assess the role of institutional (e.g. states and businesses) and less-institutionalised actors 

(e.g. civil society, the press) as well as non-institutionalised actors (such as technology) in 
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the governance system using the theoretical tools provided by the sociology of associations 

(i.e. Actor-Network Theory (ANT)). 

• Explore the material implication of this type of governance regime using concepts from 

critical data studies. 

To answer these questions and achieve my objectives, I combined two theoretical approaches in 

this study: one derived from material semiotics and the other belonging to the tradition of critical 

studies. First, considering platforms as one of the exemplary sites of socio-technological 

controversies, I used controversy mapping to define the limits of my object of study and define a 

sample of actors. Second, in line with the inductive approach prescribed in controversy mapping, 

I have observed the actors' agendas and alliances through their documentary productions available 

online (i.e. websites) and the description given by the public press (i.e. UK newspapers). I have 

thus adopted a more deductive form of analysis, using discourse and content analysis to identify 

elements characterising the issues at stake and the narratives about free speech, governance, and 

associated technology. I subsequently interpreted the findings in two steps. First, I gave an 

interpretation of the controversy by linking the findings of the mapping exercise with the 

theoretical elements of ANT's sociology of translation (Callon 1986a). Secondly, I interpreted the 

findings in the light of the theoretical elements typical of critical data studies focusing on the power 

dynamics embedded in the socio-technical assemblage of SM users' speech and data. 

The study focuses on the controversy around social media governance and freedom of expression, 

using as privileged point of observation the UK context. The choice to approach the study of 

governance of speech from the UK context was motivated by the fact that the UK has been one of 

the European countries most active in the debate on the roles and responsibilities of SM platforms. 

It is a stable democracy whose history renders it a 'bridge' between continental European 

approaches and US positions. Moreover, English is one of the most employed languages to 

produce documents online. However, in order to understand where the controversy takes place and 

to include as many actors as possible, the study considers two different public spaces: the internet 

and traditional media, using as sources of data web pages collected from Google.co.uk, and 

newspaper articles from LexisNexis as critical sources of data. 
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1.3 Contribution to the field and main findings 

With this thesis, I aim to fill a gap in research by questioning how the emergent governance of 

speech takes place, focusing on the controversial events and the narrative attached to them rather 

than on a specific actor or regulatory process. I have investigated the dynamics of the creation of 

governance of speech by studying controversial elements involving SM platforms and broader 

society, using an ANT-informed theoretical and methodological approach.  

In this study, I present a new approach to the study of governance regimes online, based on the 

theorisation of governance of freedom of speech on SM as a 'controversy' and the empirical 

definition of actors involved in the governance system, using ANT's concepts to identify the 

elements that make governance 'visible'. This choice displaces the focus of the research from the 

ontology of governance of freedom of speech online towards the practical ways in which 

governance of freedom of speech online is performed. Using a combination of controversy 

mapping, the ANT theoretical framework, and critical data studies, I highlight how heterogeneous 

actors concur in creating the governance regime of freedom of expression. This approach fits with 

the literature on governance as emerging and related to moments or episodes of shocks or 

emblematic issues (Pohle, 2016a, 2016b; Hofmann, 2016; Hofmann et al., 2016; Ananny and 

Gillespie, 2017). However, instead of adopting an approach privileging one specific actor or 

regulatory tool, I performed the study of governance with an initial agnosticism about the roles 

and hierarchies, leaving it to the actors to indicate who or what does or does not take part in the 

governance system.  

I contribute to the understanding of the governance of speech on SM platforms by collecting 

empirical data supporting the idea that governance is the outcome of a reaction to public shocks 

and, on the other hand, presenting a more extensive range of actors and means to influence speech 

governance. In particular, I was able to highlight the strategic role of technology narratives and the 

media (as the disseminators of narratives) in the development and orientation of regulatory 

measures. Moreover, using a critical data approach, I placed this empirical evidence within the 

framework of the specific power structure that links speech online to the economy and politics of 

digital data.  
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My main contributions to the field can be summarised in four layers of findings, some more related 

to the 'substance' of the controversy and others pointing towards the 'technological dynamics' that 

make the controversy visible (Marres 2015). 

The first layer relates to the actors involved in the governance process, their normative 

interpretation of free speech and governance, and the power dynamics in which they have been 

involved. Using ANT translation theory in the analysis, I show the politicisation of the prominent 

positions concerning free speech on the axis left-right, and, at the level of governance and how 

public bodies in European states have pushed for the development of a co-regulatory framework, 

placing SM companies in the strategic role of enforcers of regulation of speech online through the 

application of their technological tools. 

The second level of findings adopts a macro perspective and connects the previous layer to further 

significant societal implications. In this case, the data shows how public bodies are helping to 

legitimise the role of private companies and the use of technology in the governance of speech as 

part of a broader trend toward platformisation of public policies and datafication of life. It also 

stresses the social and material implications of such a trend, recommending further reflection on 

the implications of a co-regulatory framework of governance grounded in AI and machine learning 

technology as a tool for policy. 

The third layer of findings verges on the technological dynamics that 'publicise' contemporary 

controversies (Marres, 2017): here the data shows that newspapers have increasingly been 

configured and limited by SM platform architecture, with articles taking on issues generated by 

the platforms without providing a critical contextualisation for the readers. The analysis of 

exemplary cases and storylines highlights how most controversial cases used as storylines (as we 

will see there are several, as in the case of the' feud' between Leslie Jones and Milo Yiannopoulos 

in chapter 6) acquired their exemplarity because of the divisive contents and virality provided by 

SM platforms' architecture. In this thesis, I argue that reproducing such content, on the one hand, 

creates a storyline and helps the public identify issues and take a position. However, at the same 

time, it reproduces rather than critically assesses the biases present in the platforms, as the virality 

of examples and cases is not critically assessed and put into the larger perspective of technological 

dynamics governing the platforms. This consideration connects the findings to the larger context 

of the attention economy and the platform economy in general. 
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The last type of finding relates to how sociology approaches digital materials and artefacts and can 

be considered a retake on the 'social life of methods and data' (Savage, 2013; Law and Ruppert, 

2013). In this part, I discuss the role of researchers working with and on digital data, and how 

through the labour of doing digital social research (often not documented in academia), it is 

possible to open black-boxes and demystify narratives about technology and public discourse. 

1.4 Structure of the thesis 

In the next chapter (chapter 2), I introduce the topic by giving an overview of the historical changes 

in the narratives about freedom of expression associated with internet and social media technology, 

followed by a literature review on the topic of governance of freedom of expression online. Based 

on the literature I identify gaps and I situate my research questions. In chapter 3 I present my 

theoretical background and describe the theoretical concepts that I derive from material semiotics 

approaches, such as Actor-Network Theory (ANT) and those concepts from critical data studies 

that I use. I introduce the importance of studies of controversies as a way to investigate public 

shocks leading to regulatory initiatives. 

In chapter 4 I describe the methodology, derived from the ANT-informed approach. I explain how 

I have performed a study of freedom of expression on SM platforms as a controversy. I discuss the 

issue of digital bias and the issues related to the data collection and analysis. Based on these 

considerations, in the last part of the chapter I explain the selection of my case study and sources 

for my data collection, i.e. websites and articles in the British press. I conclude with an overview 

of the workflow and ethical considerations.  

In chapters 5 and 6 I present the findings for the data collection and mapping exercise using two 

different sets of data. I start with how I have identified actors and issues animating the controversy 

around social media platforms and freedom of expression in the public space constituted by web 

pages (chapter 5) and I follow with the study of the public and the issues that emerge from the 

British general press (chapter 6). I used qualitative discourse and quantitative content analysis to 

identify actors, issues and their relationships.   

In the discussion chapter (chapter 7), I apply theoretical concepts described in chapter 3 to the 

findings of the mapping exercise. I interpret the data according to the roles described in ‘ANT’ 

sociology of translation (i.e. the spokespersons, mediators and intermediaries taking part in the  
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controversy). I use critical data studies to interpret the societal implications of the roles that emerge 

in the translation processes and the other findings from the controversy mapping. 

In the conclusion, I discuss the various implications of my findings, starting from the technological 

dynamics behind the morphology of the controversies concerning free speech and social media 

platforms and the dynamics of transmission of content/activation of controversies. I then move 

towards the macro perspective and consider the relationship between the dynamics highlighted 

above, and the general structure of organisation of contemporary society, i.e. capitalist system of 

production applied to information technologies. Finally, I include a meta-reflection on the role of 

researchers and the methodology used, discussing the limitations and possible avenues for future 

research.  
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2. Literature review  

 

2.1 Introduction 

In Chapter 1, I presented the governance of freedom of expression online as the core of one of the 

most prominent contemporary public controversies. In this chapter, I discuss in greater detail some 

of the key conceptual, methodological and empirical challenges encountered when designing a 

study of the governance of speech in contemporary online communications, which are dominated 

by SM platforms.  

In the first part of this chapter, I review historical and recent literature produced on online content 

regulation. I highlight how academic scholarship and national policies about free expression online 

have developed together with specific narratives about technology, pointing out that an optimistic 

narrative of internet and SM technology corresponded to a period of low regulation of speech. In 

contrast, a pessimistic narrative associated with technology corresponds to increased calls for 

regulation of expression. In this part, I argue that even though similar paths of regulatory policy 

have appeared before in pre-internet companies (Cusumano et al., 2021) and other mass media 

(Wu, 2010; Pickard, 2015), the commercial expansion of the internet in the 1990s, and the global 

socio-technical system that ensued, has had socio and political repercussions of a magnitude never 

experienced before (Radu, 2019). Consequently, it requires a different way of studying how 

governance of speech is now performed. 

In the second part of the chapter, I focus on recent literature exploring how the governance of 

speech on SM can be conceptualised as an object of research. In this regard, I review the 

problematic elements represented by SM, being both regulators (or governors as in Klonick, 2017) 

and objects of regulation (Gillespie, 2018; De Nardis and Hackl, 2015). Drawing from the 

literature, I argue that governance of speech is a more fitting concept than regulation since free 

speech and its limitations on SM platforms are determined by a plurality of actors in a plurality of 

settings, both formal and informal, and implemented by the different actors involved in the process 

of governance using a heterogeneous set of tools.  
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Drawing on the work of Gillespie, Wagner, Balkin, Gorwa, and other scholars of internet 

governance and international relations, I present an overview of the actors traditionally considered 

in the study of governance online (i.e., states, private companies and civil society). I then review 

their main means of engaging in the debate and influencing policy (e.g., states' regulatory 

frameworks, civil society and social movements’ different type of actions, companies' private 

ordering and self-regulation tools). As a result of this overview, I argue that there is a necessity to 

expand the range of actors in the study of the governance system and recognise the political role 

of technology as a tool for content regulation (Bucher, 2018; Kaye, 2018; Gillespie et al., 2020; 

Sinnreich, 2020). In particular, I propose to fill this gap in the literature about the governance of 

speech using an empirical rather than theoretical method to identify the range of actors involved 

in governance and to consider, among the means to influence regulation, the performative power 

of narratives associated with technology and the public discourse created by the media. Finally, I 

conclude the chapter with a list of research questions developed from the review discussed and 

briefly introduce my theoretical framework.  

 

2.2 Narratives about technology and regulations of speech 

Regulation of speech online is a much debated area that in the last twenty years has attracted 

scholars from different disciplines and has increasingly gained space in the public debate, 

especially in terms of dealing with harms and unforeseen consequences of emergent technologies 

(Deibert, 2003; Heimlick, 2008; Peng Hwa, 2008; Mueller, 2010; De Nardis, 2012; Edwards et 

al., 2013; van Dijck, 2013; Fuchs, 2014; Isin and Ruppert, 2015; De Nardis and Hackl, 2015; 

Wagner, 2016; Gillespie, 2015, 2017, 2018; Zubiaga et al., 2016; Procter et al., 2019; Gillespie et 

al., 2020; Gorwa, 2019a, 2019b, 2020, Gorwa et al. 2020; Edwards et al., 2021).  

Drawing from cognitive studies and psychology, scholars have stressed on several occasions that 

legislation or regulations for new technologies are often developed based on analogies, metaphors 

and narratives attached to pre-existing technologies or social situations (Gore, 2003; Luokkanen 

et al., 2014; Suzor, 2019). Scholarship has found evidence that this is particularly common with 

digital technologies (Mueller, 2010; Couldry, 2012; Mezei and Verteș-Olteanu, 2020; De Filippi 

et al., 2020). Scholars are increasingly interested in the social implications of narratives associated 
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with technology and, in particular, the ethical implications that metaphors of technology can have 

for research and politics, as, for instance, the values attached to the idea of ‘Big Data’ (Mayer-

Schonberger and Cukier, 2013; Puschmann and Burgess, 2014). 

As mentioned in Chapter 1, public discussions are dominated by calls for the regulation of speech 

on SM. SM companies are now considered primarily responsible for the toxic nature of the public 

sphere, the spread of misinformation and disinformation, the polarisation of opinions, and even for 

mental health issues created by addictive models on their platforms (Owen, 2019). However, it is 

essential to recall that, for years, scholarship, governments and the general public have been 

influenced by different narratives and metaphors of information and communications technology 

(ICT), for instance that of cyberspace. In the following paragraphs, I provide a historical overview 

of the narrative associated with ICT to highlight how different narratives correspond to different 

attitudes towards the regulation of speech online. 

 

2.2.1 Optimistic narratives and low regulation of speech 

The early years of the internet corresponded to relatively low regulation of communication 

technology and especially low control of expression. Very few people were using the network, and 

most of them were in academia and research centres. In case of necessity, it was quite easy for 

states to resort to existing legislation and resources to regulate (Peng Hwa, 2008). For years, the 

government of the United States, where the majority of the digital communication network was 

created, followed a so-called ‘hands-off’ approach with minimal interference. These first years 

were characterised by a specific narrative associated with technology, i.e., the values and principles 

developed within the hacker counterculture and cyberlibertarian culture of the 1970s and 1980s. 

In this narrative, cyberspace represented a different and more unrestricted space, opposed to the 

control of governments (Mezei and Vertes-Olteanu, 2020:5). Computers, digital technologies and 

communication networks were tools of personal liberation (Malcomson, 2016). In a highly cited 

document, John Perry Barlow's 'A Declaration of the Independence of Cyberspace' (1996), Barlow 

summarises this position, stressing the exceptional importance of the internet for individual 

freedoms and the fundamental mistrust of any form of authority of laws and states:  
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Governments of the Corporate World, you weary giants of flesh and steel, I come from 

Cyberspace, the new home of Mind. On behalf of the future, I ask you of the past to leave 

us alone. You are not welcome among us. You have no sovereignty where we gather. 

 

The same idea can be found in Steven Levy’s book Hackers: Heroes of the Computer Revolution 

(1984): 

All information should be free. Mistrust authority–promote decentralization. Hackers 

should be judged by their hacking. You can create art and beauty on a computer. Computers 

can change your life for the better (Levy,  1994:33-36).  

 

Digital communication technologies were associated with ideas of egalitarianism and community, 

and a fundamental trust in the positive effect of technological development (van Dijck, 2013). 

We will create a civilization of the Mind in Cyberspace. May it be more humane and fair 

than the world your governments have made before (Barlow, 1996).  

 

Digital communication technologies were associated with ideas of egalitarianism and community 

and a fundamental trust in the positive effect of technological development (van Dijck, 2013). 

As several academics have stressed, this narrative was mainly diffused across programmers and 

technologists on the West Coast (especially around Silicon Valley) who took part in the 

development of the infrastructure of digital communications as we know it today (Mueller, 2002; 

Malcomson, 2016; Mezei and Vertes-Olteanu, 2020; De Filippi et al., 2020). In this spirit of 

community and human progress, at the beginning of the 1990s, Tim Berners-Lee shared the 

Hypertext Transfer Protocol (HTTP) technology and opened the World Wide Web (or the internet) 

to become a mass communication technology. The change in people's lives was of a magnitude 

never before experienced, and academic literature was attracted to the positive effects and 

opportunities generated for communication by this new medium. It was: 

[A] [L]awless frontier immune to regulation and control by governments. Libertarian by 

nature, open in its architecture, the Internet was seen by many as encouraging democracy, 

freedom, and liberty around the world (Deibert, 2003:504).  
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The internet's decentralised architecture fascinated advocates of freedom of expression and global 

democracy. The new horizontal, many-to-many network of communication was considered 

revolutionary in the creation of a global public sphere, overcoming dispersion and 

individualization (Castells, 1996, 2008, 2013; Dutton, 2009; Diamond, 2010; Lotan et al., 2011; 

Diamond and Plattner, 2012; Shirky, 2008; Gerbaudo, 2015; Maireder and Ausserhofer, 2014, 

Margetts et al., 2015). Deliberative public sphere scholars saw in the internet a structure in which 

debate on common problems could develop between citizens at a global level and create a critically 

informed public opinion capable of guiding decision-making processes (Bohman, 2004; Froomkin, 

2004; Dahlberg, 2001).  

Manuel Castells was among the first scholars to focus on the potential for digital spaces to create 

a global ‘networked public sphere’ where public opinion can easily be gathered and communicated 

to decision-makers, collectively constructing political meaning (Castells, 1996, 2008, 2013). 

Drawing from his ideas, many other scholars adopted the concept of the internet as the global 

public sphere. For instance, Dutton (2009) saw in the global communication system created by 

digital ICTs and SM the foundation of a new ‘Fifth Estate’ enabling ‘networked individuals’ to 

challenge the boundaries of existing institutions, and increasing the accountability of politicians, 

the press and experts and of power and influence in general (Dutton, 2009:2). 

However, after the global opening of the network in the mid-1990s, the worldwide spread of the 

technology made it clear that the ‘Internet was outgrowing its research and education roots’, 

becoming an open platform for global data networking (Mueller, 2002:2). The internet's global 

expansion corresponded with an increase in problematic aspects of content accessible worldwide. 

Other national governments began to express uneasiness with unilateral US control of such an 

essential part of the global communication infrastructure and requested to be part of the regulation 

(Mueller, 2002). In this changing environment, two US laws played a fundamental role in paving 

the way for today's internet governance of speech.  

The first and most significant regulation aimed at regulating expression on the internet dates back 

to 1996. The Communications Decency Act (CDA) was created to regulate pedo-pornographic 

content, introducing restrictions on communication online. It also included a section (now called 
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Section 230 CDA) that became fundamental for developing the governance ecosystem as we know 

it today. This section established that companies owning infrastructure for digital communication 

(intermediaries providing access to the internet or other network services) could not be considered 

responsible for crimes occurring on their infrastructure. It also stated that intermediaries could 

police content without losing their ‘safe harbour’ status and without the need to meet a standard 

of effective policing. Over the years, most parts of the CDA have been declared unconstitutional 

(Mueller, 2015; Gillespie, 2018), but Section 230 is still in place, and it plays a crucial role in the 

regulatory discourse over SM responsibility for user-produced content. Since then, intermediaries 

providing access to the internet or other network services have not been judged as ‘publishers’ and 

cannot be held legally liable for their users’ speech. As Gillespie (2018) recalls, even though 

Section 230 was not enacted with SM platforms in mind, it created one of the broadest immunity 

regimes for platforms, with the complication that platforms as intermediaries are active not only 

in the US but also in countries where legislation entails stricter rules for intermediaries, such as in 

the EU. 

The US government passed a second crucial act for the current governance of freedom of speech 

online in 19971: the Framework for Global Electronic Commerce, aimed at solving the tension 

created by emerging requests for control of the communication network from other states. In that 

act, the Clinton administration set a non-regulatory, market-oriented approach to the internet, 

opening the incorporation of the web to private developers such as Google, AOL and Amazon. 

The act was a crucial moment in history that marked the beginning of today's internet ecosystem, 

also known as the commercial internet (Radu and Chenou, 2015).  

The creation of the commercial internet opened the way to the development of privately owned 

online sites and services. The ensuing financial success rapidly led to a bubble in the 

telecommunication market that burst at the beginning of the 2000s. A different version of the web, 

called Web 2.0 (or social web), ensued and opened the market to new online sites and services 

 
1 Also, a third act could be included; in 1998 the US government published a policy document officially titled 

‘Management of Internet Names and Addresses’, asking international support for a new, not-for-profit corporation 

formed by private sector Internet stakeholders (Mueller, 2002:4) since the intellectual, commercial, and political 

climate surrounding the internet disliked any form of state action or intergovernmental organisations. ‘The ultimate 

result, for better or worse, was the Internet Corporation for Assigned Names and Numbers’ (ICANN) (Mueller, 

2002:4). The organisation created the first multi-stakeholder form of representation at the international level, and 

deeply influenced the development of subsequent initiatives aimed at governing internet-related issues. 
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such as blogs, wikis, web applications and social networking/media. The product known as ‘social 

media’ developed incredibly quickly in different shapes, depending on the aims and main functions 

available. For example, in 2002, Friendster was created, followed in 2003 by LinkedIn and 

Myspace, and Facebook in 2004. Twitter followed in 2006, and Google+ in 2007. Others such as 

Instagram, Snapchat, Foursquare, Tinder, Grindr, and TikTok were created in only a few more 

years. These sites differed from the previous generation because of their architecture based on 

user-generated content, which allows interactivity among users as well as with the content, 

together with network connections within users (De Nardis and Hackl, 2015:762). The real 

innovation, though, was in the economic system intertwined with the architecture. Social media 

not only host, organise, and circulate public expression without producing or commissioning (the 

bulk of) that content, but also beneath that circulation of information – and differently from other 

media – they hold an infrastructure for processing data for customer service, advertising, and profit 

(Gillespie, 2018), which represents the core of their business model (see Helmond, 2015).  

Just as the internet had previously been associated with lawless frontiers of free expression, Web 

2.0 was also initially described using positive metaphors and images about freedom of expression. 

In particular, Web 2.0 was associated with the idea of ‘user centred’ and ‘collaborative’ systems. 

Thanks to the potential for the user to ‘talk back’ and send messages instantly, the design of Web 

2.0 was described as participatory and an extension of democracy online. Exploiting the metaphor 

of platform in framing the technology as open to all, SM presented themselves as unprecedented 

tools for empowerment and online self-communication (van Dijck, 2013), facilitators of public 

expression, and impartial hosts protecting freedom of speech and information (Gregory, 2016, 

2018; Casilli, 2017; Gillespie, 2018). 

In academia, scholars (Diamond, 2010; Tucker et al., 2017) were fascinated by SM's potential for 

widening the public sphere and creating a more pluralistic arena for the creation and exchange of 

information. Moreover, when used as instruments for transparency and accountability, for 

documenting and deterring abuses of human rights and democratic procedures, SM could even 

become ‘liberation technologies’, as in the case of the uprisings that took place during the Arab 

Spring (2009–2011) and the so-called ‘Twitter revolutions’ (Diamond, 2010:71).  
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The role of the internet and SM in creating a public sphere for free speech has been recognised as 

fundamental at the level of international political organizations too (De Nardis and Hackl, 2015; 

United Nations and Kaye, 2016, 2018). However, the public space that has been developing since 

is quite different from the ideal of the public sphere envisaged by the idealists of deliberative 

democracy.  

 

2.2.2 Pessimistic narratives and regulatory backlash 

Following two decades of ‘techno-optimism’, we are now experiencing a much more pessimistic 

approach towards these technologies and the companies that own them. As a result, a different 

narrative has arisen, challenging the idea that digital communication and SM are beneficial for the 

‘public sphere’. This narrative focuses on the challenges to free expression and the public sphere 

presented by both state and private surveillance and control and the degraded nature of the public 

discourse that takes place on SM services. 

As far as state surveillance is concerned, scholars have stressed that since 11 September 2001, 

terrorism and national interest have been used to justify surveillance and restrictions on citizens’ 

freedom of expression by states ranging from the most democratic to the least democratic. 

Moreover, as a reaction to the terrorist attacks in Europe in 2015, Western states have increasingly 

put pressure on SM corporations to police content and users (in France see McGoogan, 2015; and 

in the UK see Carey, 2016). Similarly, the liberation role played by SM on the occasion of the 

uprisings that took place during the Arab Spring (2009–2011) and the so-called ‘Twitter 

revolutions’ has been progressively re-evaluated critically. Gladwell (2010) and Morozov (2009, 

2011) disputed the idea that SM is beneficial for democracy and free expression, focusing on the 

use of their infrastructures made by states for state surveillance and repression, as well as their 

weakening effect on global activist networks with the rise of ‘slacktivism’ with no political or 

social impact (Morozov, 2010). 

Scholars have also developed concerns about the nature of the sphere of communication created 

by the internet, stressing how it is a private rather than public sphere. A darker narrative (Pasquale, 

2016a, 2016b) has begun to be attached to platforms, leading to requests for regulation of the 
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corporations owning the platforms. Concerns have started to emerge about the power of private 

companies that own SM platforms, which manage the data of billions of people and exert an 

increasingly strong influence over public life. A few corporations have been particularly successful 

and managed to occupy strategic positions in the digital market, creating a situation of oligopoly 

and concentration of power, such as the platforms owned by Google (Alphabet), Amazon, 

Facebook, Apple, and Microsoft (GAFAM) (Van Dijck et al., 2019). The size of the corporations 

behind SM platforms is seen as a threat to the idea of independent public space (De Nardis and 

Hackl, 2015), contributing to the idea of a fragmented public sphere (Papacharissi, 2002; 

Malcomson, 2016). Scholars stress that SM are capitalistic enterprises and not a neutral public 

space for discussion. They have their own agenda, values and private norms, which influence their 

policies on content in the case of mass social events. Fuchs (2014) underlined how companies like 

Twitter could not be considered a ‘public sphere’ as they can limit the free development of social 

interaction, censoring or blocking users in line with regulations or the interests of the platform.  

Among the most discussed elements in the negative narrative of platform technology is the toxic 

nature of communication created by SM. Scholars in the last 15 years have underlined how SM 

have offered global visibility to instances of racism, misogyny and abuse and contributed to the 

spread of dangerous and fake information, with massive social and political repercussions.  

Initially, the technological aspects of ‘collapsed audiences’ and virality were called into question. 

SM platforms collapse different audiences into a unified context, with no distinction between 

public and private or different spheres of social relations (Boyd et al., 2007; van Dijck, 2013; 

Schmidt, 2014). Any casual speech in SM platforms ‘is turned into formalised inscriptions, which, 

once embedded in the larger economy of wider publics, take on a different value’ and ‘can have 

far-reaching and long-lasting effects’ (van Dijck, 2013:7). 

Social media are specifically designed so that any form of content, even the most abusive, can 

potentially reach a critical mass and have consequences for single individuals, groups of people 

(e.g., encouragement of misogyny or racism) and states (e.g., online recruitment of terrorists). 

Several authors have studied how SM have contributed to the diffusion of negative and harmful 

content created by users (Cammaerts, 2009; Özarslan, 2014; Awan, 2014, 2016; Daniels, 2008, 

2013) and the possible negative offline implications of hyperconnectivity (Webb et al., 2015). 

Daniels (2008, 2013) highlighted unintended consequences of digital media for racism, civil rights, 

and hate speech. Freiburger and Crane (2008) have applied the theory of online social learning to 
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study the diffusion of extremism online, showing how terrorists can use ICTs to spread ideology 

and propaganda. Awan (2014) has focused on how Islamophobia was expressed on Twitter after 

the Woolwich attack in 2013 and on Facebook pages (2016). 

Similarly, Özarslan (2014) found that Twitter had been used to diffuse hateful content towards 

Kurds in the aftermath of the 2011 earthquake in Turkey. Cammaerts (2009) and Bostdorff (2004) 

stress how extremism can be facilitated by the very same liberal principles of free speech built into 

the design of the internet. In particular, Bostdorff (2004) stressed how anonymity and separation 

facilitate aggressive speech online (as in the case of the Ku Klux Klan) while disavowing 

responsibility for the consequences of their messages. Similarly, Meddaugh and Kay (2009) and 

Perry and Olson (2009) stressed how the internet contributes to spreading racist and white 

supremacist ideology.  

The link between content produced on SM and episodes of disinformation and fake news has been 

demonstrated on several occasions, including the manipulation of information in respect of the 

Brexit referendum and the 2016 US elections and, more recently, in January 2021 the storming of 

Capitol Hill by Donald Trump's supporters, convinced that the elections were invalid, and the 

consequent SM platforms’ decision to block Trump's SM accounts (Zubiaga et al. 2016; Procter 

et al. 2019; Mezei and Verteș-Olteanu, 2020). 

Moreover, more recently, studies have moved on to investigate SM influence on the norms around 

content or speech (Klonick, 2017) and how SM companies moderate content, taking important 

decisions about the users and types of speech that they permit (Roberts, 2018). The role that 

platforms played during the Arab Spring, the #MeToo and #BlackLivesMatter campaigns, and 

Twitter and Facebook's choices with regard to Donald Trump and fake news (Heldt, 2018) are 

examples of the ambiguous role that platforms play in the management of content (Mezei and 

Vertes-Olteanu, 2020:7). Scholarly discussions about legal liability for SM have surged (Napoli 

and Caplan, 2017), especially in relation to the role of algorithms in selecting and presenting 

information (Bucher, 2018).  
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2.2.3 Regulatory policies governing mass media before the Internet 

Regulatory policy development for media companies is not a new phenomenon, and it has been 

studied, especially in antitrust and competition law. For example, in 2010 Tim Wu identified 

similar paths in other information–communication industry giants (such as AT&T). According to 

Wu, in ‘the Cycle’, companies in their emergent phases seemed limitless and open; however, the 

more they consolidated, the more they became objects of state regulation. Also, Cusumano et al. 

(2021) put the current situation of increased regulation of speech on SM in a historical perspective, 

stressing how, in the past, companies in the business of producing movies, video games, and 

television shows and commercials have all faced issues around the appropriateness of content in a 

way that resembles today's SM platforms (Cusumano et al., 2021). 

Cusumano et al. (2021) present examples of pre-internet communication industries that 

‘successfully’ avoided state regulation by putting in place self-regulation for their content, as for 

example, the US National Association of Radio and Television Broadcasters and the ban on 

cigarette advertisement. The authors want to show that increased state regulation is not a new 

phenomenon; instead, it occurs every time large companies are perceived as threats to national 

security or public health. They justify the current situation of increased ‘state’ pressure by pointing 

out that SM companies have ‘failed’ to set up self-regulation initiatives to deal with the ‘threats’ 

and consequently have brought national and supranational rulemaking upon themselves. 

Cusumano et al. (2021) highlight a major issue with these companies, recognizing that companies 

tend not to pursue self-regulation when the perceived short-term costs are high. The authors stress 

that this is  

‘a problem for SM platforms in particular because fake news stories and damaging videos, 

and reports of spectacular conspiracy theories, are more frequently read and forwarded than 

real news items, and they generate more activity, stronger network effects, and more 

advertising revenues (Aral, 2020)’ (in Cusumano et al., 2021:20).  

Radu (2019) explains that the commercialization of the internet in the 1990s and the associated 

liberal narratives and ideology (which brought forward Section 230 in the CDA) contributed 

towards creating a system where private companies yield a power never seen before. As a result, 

SM companies have grown within a regulatory system considered strictly related to the market 
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and contracts. However, the development of internet applications and an economy based on data 

has proved that governance of the internet and its related aspects directly impinge upon political, 

societal issues and human rights. 

Between self-regulation and heavy-handed state intervention, normative discussions about internet 

policy have emerged at different levels. Radu et al. (2021), Padovani and Santaniello (2021) and 

Palladino (2021) present these discussions as an alternative idea of governance, labelled ‘digital 

constitutionalism’, in competition with one more focused on state sovereignty and private 

companies’ self-regulation. The expansion of the internet has given rise to concerns that have more 

political salience, such as human rights, algorithms, big data, privacy, and surveillance. It has 

opened the door to engagement from civil society seeking to articulate political rights, governance 

norms, and limitations on the exercise of power on the internet (Palladino, 2021).  

Scholars have increasingly started to focus on investigating regulation of speech online as an object 

of research, exploring the features of the regulation of content. In the following paragraphs, I will 

provide an overview of the main features of the current governance of free speech that emerge 

from the literature. 

 

2.3 Governance of speech: overview 

When focusing on the ways in which speech is regulated online, scholars recognise a complex 

ecosystem. Scholars have long stressed that societies organised around ICT have pluricentric 

regimes of power and different sites and tools of ordering (Barry, 2001). The traditional decision-

making authority, the nation-state, is no longer understood to be the ‘control centre of society’ 

(Mayntz, 2003:29), and is rather one actor among others in an increasingly heterogeneous system. 

In the governance of freedom of expression on SM platforms, new structures, processes and actors 

replace the traditional concept of command and control (Hofman, 2016; Hofman et al., 2017). For 

this reason, the idea of governance – i.e., the process of coordinating multiple actors in order to 

work towards a shared goal (Rhodes, 1996) – fits the digital environment better than the idea of 

rules and regulations. Governance focuses on how forms of ‘order’ are created in a context in 

which there is no steering, governing body, and on how coordination has an emergent quality 

rather than being imposed from above (Levi-Faur, 2012).  
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Several studies focusing on the nature of governance have developed in the field of internet 

governance in recent years (Epstein, 2013; Flyverbom, 2011; Hofmann, 2016; Hofmann et al., 

2017). They have contributed to stabilizing the idea that online governance is a performative and 

relational form of order, involving social and technological elements emerging into self-organised 

networks contingently and continuously (De Nardis, 2014; Epstein, 2013; Montenegro Mayer and 

Bulgakov, 2014; Musiani, 2015; Pohle, 2016b, 2016c). Moreover, the literature shows that forms 

of order are not achieved through a single formal or institutionalised planning order – rather they 

‘happen’ as the product of a ‘reflexive action’ of coordination of the different actors involved, as 

a response to critical moments (Hofmann et al., 2017). Napoli and Caplan (2017) and Ananny and 

Gillespie (2017) have observed how critical moments, or ‘public shocks’, have been fundamental 

in driving the regulation of these platforms. Public shocks have been defined as: 

public moments that interrupt the functioning and governance of these ostensibly private 

platforms, by suddenly highlighting a platform’s infrastructural qualities and call it to 

account for its public implications. These shocks sometimes give rise to a cycle of public 

indignation and regulatory pushback that produces critical – but often unsatisfying and 

insufficient – exceptions made by the platform (Ananny and Gillespie, 2017: 2–3).  

 

When it comes to platform governance, and specifically the governance of admissible speech, 

scholars tend to agree on the following main features defining the ecosystem: 

1) The control of expression does not belong to a single actor; 

2) Governance takes place in a plurality of governance settings through a variety of regulatory 

solutions with different degrees of formality and no hierarchical organization. 

 

The following paragraphs will provide an overview of the range of actors contributing to the 

governance debate and how they engage with the processes and influence governance. 
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2.3.1 Plurality of actors 

Scholars of internet governance agree that governance of speech online does not belong to a single 

actor and does not follow the traditional dyadic model of states regulating the speech of private 

parties (Balkin, 2017). Wagner (2016), Balkin (2009, 2017), Helberger et al. (2018), Gillespie 

(2018) as well as Gorwa (2019a, 2019b, 2020) describe in different ways a pluralist model with 

responsibility divided between three main groups: states or governments, civil society and private 

companies. 

States or governments include individual governments and supranational forms of government 

(e.g., the European Union, the United Nations). They produce statutory regulations (i.e., laws 

issued by parliaments) which are geographically bounded but with powers to regulate speech 

directly, without direct collaboration from other stakeholders (Gorwa, 2019a, 2019b). They can 

also coerce or co-opt companies into regulation (Balkin, 2017). These regulatory forms can be 

defined as co-regulation and represent a self-regulatory system supported by legislation (Tambini 

et al., 2008; Article 19, 2018). 

Civil society includes organised groups such as advocacy groups, international NGOs, scholars, 

journalists, activists, hackers and hacktivists, and less institutionalised networks of individuals and 

users (Bennet and Segerberg, 2012). Scholarship highlights the variety within this group, which in 

turn corresponds to different ways of influencing governance. For example, some studies focus on 

how organised civil society influences governance by playing an accountability function with 

regard to state and companies (Balkin, 2017; Gorwa 2019a, 2019b). Others have highlighted how 

civil society can ‘change the regulatory narrative’ by introducing new norms within larger 

institutional settings (Milan and ten Oever, 2017). While others, concentrating on grassroots 

movements in internet governance, show how other types of action focus on developing alternative 

infrastructure and technical ‘bypasses’ around rules and regulations (Hintz and Milan, 2009). 

Finally, other studies have focused on users in different online communities and their self-

regulation through digital interactions (e.g., counter-speech) or using the reporting tools and 

protocols provided by the platforms (Zubiaga et al., 2016).  

Among the traditionally explored actors involved in governance online are also platform 

companies, data brokers, advertisers, and developers. Scholars have investigated the extent of their 
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regulatory power and the features of private ordering (Hintz, 2016; Hustzi-Orban, 2018). They 

have increasingly stressed how companies are acting as private governors (Klonick, 2017), 

creating and enforcing rules and norms on the communities they govern (Balkin, 2017; Fuchs, 

2014). As explained in the overview of the narratives associated with technology, SM platforms 

have been self-regulating for several years, using their internal policies, such as statutes, codes of 

conduct, and terms of services as an internal regulatory system (Tambini et al., 2008). Central to 

SM self-regulation have been users, who are the primary elements that start a moderation process 

through their reporting action. 

As explained above, governance of speech involves the actors described above, in a multitude of 

settings with varying degrees of formality ‘where a hierarchy is impossible to discern’ (Dingwerth 

and Pattberg, 2006:192). Similarly, the tools and means that different actors have to influence the 

‘shape’ of governance can vary greatly, ranging from more institutionalised and binding 

regulations (usually in the hands of states) to less binding initiatives taken at the level of 

international organization (soft law), to private companies’ internal self-regulation as well as 

influence from civil society advocacy and challenges to the system (infrastructures). Such a variety 

of settings opens up the opportunities and means by which actors can engage with the governance 

of speech and influence policy. In the coming paragraphs, I will provide an overview of the main 

settings and the regulatory tools and other means used by actors to influence the shape of the 

governance of speech, starting with those created by single actors and moving on to those that 

involve a combination of actors.  

 

2.3.2 Plurality of settings and means used to influence policy used by single actors 

According to Gorwa (2019a, 2019b, 2020) regulatory initiatives tend to involve just one type of 

actor or dyad, and only rarely involve decision-making distributed across all the actors (in a model 

called multi-stakeholders). While Wagner (2016) emphasises how the vast majority of content 

regulation is ‘based on private norms and practices’ and ‘the Internet is governed by numerous 

informal power relations and agreements, predominantly between private actors, or self-regulatory 

bodies or quasi-public NGOs’ (Wagner, 2016:122), which have the technical means to enforce 
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their decisions. In this system, regulations are initiatives of ‘communities of practice’, regulating 

speech according to their own logic of appropriateness (Wagner, 2016).  

With respect to the means to influence governance, from the larger field of internet governance, 

Padovani and Santaniello (2018) recall several examples in the scholarship that acknowledge the 

role of discourse in shaping political reality online. Similarly, drawing on social constructivism in 

international relations, Radu et al. (2021) and other scholars stress how, in such a complex 

environment, the role of norms and ‘norm entrepreneurs’ is fundamental in steering governance 

and policies online. Radu et al. (2021:2) define ‘normfare’ as  

‘the assiduous development of norms of very different character (public and private, formal 

and informal, technically mediated and directly implemented) by different actors 

(platforms, standard-setters, states) as an answer to the wide range of challenges facing 

internet governance’.  

In this perspective, the means and the opportunities for actors to influence governance move 

beyond the ‘restricted’ settings of national legislation or international treaties to include 

regulations developed from discursive norm creation, as for instance from non-binding instruments 

such as statements and declarations, such as guiding principles, charters, codes of conduct or 

operative guidance tools, such as recommendations, guidelines. (Radu, 2019). 

 

States and international organizations 

When considering individual actors, governments are key regulators. State-based content 

regulation still provides the baseline for building other governance initiatives (Gorwa, 2020). 

States tend to regulate based on national security and the protection of citizens. For instance, since 

2015, as a reaction to the wave of terrorist attacks in France and Belgium, France has introduced 

a ‘state of emergency law’ that augmented controls on SM for security reasons (McGoogan, 2015). 

In November 2015, the UK government introduced the Investigatory Powers Bill to define more 

clearly surveillance powers and reform oversight. The bill included obligations for 

communications companies to collect and record users and allow investigators to gain access to 

data stored in personal devices (Burgess, 2016). In 2017, as a reaction against cases of abusive 

speech against refugees online, the German Netzwerkdurchsetzungsgesetz (NetzDG) was 
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approved. This law established fines for social networks failing to remove illegal content 

(according to German law) within 24 hours. A similar approach was taken in 2019 by the UK 

government. In the Online Harms White Paper, the UK government established for the first time 

that companies have a ‘duty of care and responsibility for the safety of users’ (Woods, 2019). 

At the supranational level, in the EU, the most relevant regulatory frameworks that apply to SM 

companies derive from consumer law, competition law, antitrust law, and privacy law, focusing 

on competition and consumer welfare. Examples are the E-Commerce Directive, which has 

established baseline provisions for intermediary liability, the EU Audiovisual Media Service 

Directive (AVMSD), the EU Copyright Directive and the General Data Protection Directive 

(GDPR).  

Other international organizations do not retain the same power as sovereign states; however, they 

can work similarly to civil society by issuing soft law instruments. These non-binding instruments 

can change online governance by instituting norms that end up transposed to policymaking (for 

instance, as in the case of the Council of Europe) (Marzuki, 2019). Indeed, for a long time, authors 

studying internet governance have stressed how in the governance of the internet and its related 

aspects, the presence of states and other formal institutions has been inflated (van Eeten and 

Mueller, 2012) and that:  

“in most areas, governance of the Internet takes place under very different conditions: low 

formalization, heterogeneous organizational forms and technological architectures, large 

numbers of actors and massively distributed authority and decision-making power” (van 

Eeten and Mueller, 2012:730). 

 

Civil society  

While lacking binding instruments with which to ‘impose’ regulation, civil society does have other 

means to influence the governance of speech. Hintz (2016) provides an overview of four main 

ways in which civil society can influence media policies. Some strategies are based on actions 

‘inside’ the policy-making system (i.e., in conversation with policymakers and private companies), 

while others include actions performed ‘outside’ or in opposition to the ‘institutional system’ (i.e., 

in the case of protest); other actions, according to Hintz, go ‘beyond’ the policy system (i.e., in the 
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case of grassroots organizations building infrastructural ‘alternatives’) and other are policy 

hacking actions (i.e., actions that are originated outside the policy-making system to reach changes 

at the level of legislation).  

Within the ‘inside’ actions, scholars have studied how civil society has taken part in the creation 

of norms and regulatory discourses or has acted as a state and corporate accountability watchdog 

(Gorwa, 2019a, 2019b) as well as working at the level of infrastructure (Hintz and Milan, 2009; 

Milan and ten Oever, 2017). In particular, free speech NGOs and advocacies have engaged with 

state and private companies on several occasions, expressing concern over initiatives such as the 

NetzDG in Germany, where private actors are called to enforce the law and other national legal 

provisions under short deadlines and the threat of hefty fines (EDRi 2017, Article 19). In terms of 

other cases of ‘dialogue’ with other actors, Milan and ten Oever (2017) studied how human rights 

advocates operated as a critical community advancing discursive tactics and creating socio-

technical imaginaries within one of the technical bodies, the NCUC.  

Examples of actions ‘outside’ include protests, and social mobilisation, as in the case of the protest 

started against the Stop Online Piracy Act (SOPA). While actions ‘beyond’ include the 

development of technological alternatives, such as Tor for encryption (Hintz, 2016). In the case of 

actions beyond, rather than participating in policy debate with governments and the corporate 

sector, movements value developing alternative infrastructure and technical ‘bypasses’ around 

rules and regulations (Hintz and Milan 2009; Hintz, 2016). 

Examples of policy hacking actions include creating principles that can craft policies based on 

human rights to be endorsed by states and private companies. Examples are the ‘Manila Principles 

on Intermediary Liability’, presented by NGOs to address states’ requirements of SM companies, 

stressing the need for transparency and due process and at the same time preserving non-liability 

of companies for content produced by third parties. On the other hand, in 2018, the ‘Santa Clara 

Principles for Content Moderation’ (SCPs) provided recommendations for private companies. 

They stressed the need to introduce changes in their internal moderation processes, making them 

more transparent and inclusive of the right to appeal and the need for notice to be given to users 

whose content is undergoing a moderation process (Gorwa, 2020). 

Standard-setting attempts have continued more recently. In 2018, the NGO Global Partners Digital 

published the white paper ‘A Rights Respecting Model of Online Content Regulation by 

Platforms’ proposing a model of online content regulation by platforms in line with international 
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human rights law and standards (Bradley and Wingfield, 2018). In 2019, Article 19 launched the 

Social Media Council (SMC) initiative as an open and voluntary accountability system to apply 

human rights-based principles to the review of content moderation decisions made by SM 

platforms (Article 19, 2019). The initiative was based on the UN Special Rapporteur request to 

develop an industry-wide accountability mechanism (UN and Kaye, 2018). Gorwa (2019a, 2019b) 

stresses how civil society is mainly left to itself in these initiatives, with very low involvement of 

states and industry representatives. However, these initiatives have value from the point of view 

of studies on norm creation and diffusion in international settings (Radu et al., 2021). In her 

historical overview of the development of regulatory instruments and institutions in internet 

governance, Radu (2019) stresses the role of discursive agreements and non-binding regulation in 

the development of the current internet governance ecosystem. Similarly, Milan and ten Oever 

(2017) showed how the inclusion of advocacy members within technical communities brought 

new ways of framing issues and created emerging ‘ordering narratives’ from the bottom up. 

Together with other scholars, they show the importance of constructing narratives and shared 

discourse as a preliminary phase of norm creation (Palladino, 2021; Padovani and Santaniello, 

2018). 

 

Private companies 

If states set the baseline for regulation, SM companies are the only entities with enforcement power 

over their infrastructure. For a long time, platforms have managed speech using self-regulation, 

i.e., their internal rules (e.g., community standards, or terms of service), to set the limits of 

acceptable speech. According to Gorwa (2019a), this strategy allowed them to ‘improve their 

bargaining position with other actors, to win public relations points, and to evade more costly 

regulation’ (p.9).  

However, as already mentioned above, scholars have stressed that private companies have been 

acquiring law-making and law enforcement powers, playing an increasing role in enforcing 

regulations, setting new rules and providing significant resources for surveillance and information 

control. The main concern of this private ordering is that companies are not subject to 

constitutional constraints and procedures, which raises relevant concerns about their legitimacy 

and accountability (DeNardis, 2014; DeNardis and Musiani, 2016; Hintz, 2016:119).  
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Content regulation on their infrastructures is referred to as ‘moderation’, and it includes the 

screening, evaluation, categorization, approval or removal of online content according to the 

platform's internal rules and relevant communication policies. Each platform has its own content 

moderation policies, and they differ by sise, reach, language, technical design, genre, corporate 

ethos, business model, and stated purpose (Gillespie et al., 2020:5). Internal policies can vary 

significantly according to the different companies, and some companies are notoriously more 

liberal (e.g., Reddit or Gab) than others (e.g., Facebook). In addition, platforms' content 

moderation systems differ in terms of the presence of institutional mechanisms of adjudication, 

enforcement and the appeal of decisions (Belli et al., 2017; Gillespie et al., 2020:2). All forms of 

content moderation on platforms are enacted through a mixture of human screening and automatic 

recognition of speech through artificial intelligence (AI) and machine learning.  

As the first step in content moderation, all platforms rely on their community of users to report 

offensive or abusive or fake content (i.e., to ‘flag’). Human moderators then review the content 

and decide whether the specific content represents acceptable speech according to the platforms' 

internal rules and definitions (for instance, using a list of protected categories) (Ulmann and 

Tomalin, 2020). However, this system has been criticised on several occasions either for its failure 

to prevent harm or hateful speech or for creating an opaque system in which decisions to remove 

content are obscure (Crawford and Gillespie, 2016; Ulmann and Tomalin, 2020; Edwards et al., 

2021). In order to intervene before the occurrence of harm, SM platforms have also been 

developing pre-emptive forms of content moderation based on automatic recognition. However, 

the use of AI in content moderation is a debated issue. Civil society and international organizations 

have expressed concern about automated content moderation and algorithmic decision-making 

processes. These practices offer very little transparency and virtually no remedy to individual users 

when their content is taken down or demoted (Article 19 2018, UN; Kaye, 2018). Scholars also 

stress how automated moderation worsens the already lacking communication with those users 

who are the objects of speech restriction (Suzor et al., 2019). Recent reports have also expressed 

concern about the failure of platforms to self-regulate with algorithms, as in the case of SM self-

regulation initiatives produced to curb the spread of fake news (Hoffman et al., 2019). Scholars 

have focused on the human costs hidden in algorithmic content moderation and have highlighted 

the presence of biases as well as well-being and mental health costs for moderators (Casilli, 2017; 

Dencik et al., 2018a, 2018b; Carmi, 2019; Caplan, 2019; Roberts, 2019). The free speech costs of 
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automated moderation are a significant source of concern, and research has found that in a trade-

off between the protection of vulnerable groups and free speech, experts tend to express 

preferences for solutions that maintain free speech (Edwards et al., 2021). Some scholars are trying 

to develop automated systems that are able to proactively intervene in cases of harmful or abusive 

speech, minimizing the costs of over-policing free speech. Ulmann and Tomalin (2020) have 

worked on the combination of automated content recognition leading to a quarantine period for 

offensive posts rather than automatic deletion (Ulmann and Tomalin, 2020). However, other 

studies (Copland, 2020) have found evidence that similar changes in the platform's policies (e.g., 

Reddit) result in a migration of users towards less regulated platforms. Other scholars have stressed 

the potential of counter-speech, and online communities’ self-regulation in situations of abusive 

speech or fake news, as the best way to develop pre-emptive regulatory solutions without the 

censorship burden of introducing a filter or deletion of content (Bartlett and Reinolds, 2015; Huey, 

2015; Housley et al., 2018; Procter et al., 2013b; Procter et al., 2019).  

2.3.3 Plurality of settings – mixed-actors initiatives 

Together with single actor initiatives, governance of speech has been enacted by creating several 

regulatory initiatives involving more than one actor, either as public body–private company 

frameworks of co-regulation or as forms of self-regulation based on the collaboration between 

private sector companies and civil society. A particular form of mixed actor regulatory initiative 

is represented by multistakeholder forums, which involve representatives of all actors. The level 

of institutionalization and binding nature vary a lot across these initiatives.  

Public–private initiatives 

In 2014, the European Commission started the ‘EU Internet Forum’, involving the EU and private 

companies, which led in May 2016 to the launch of the Code of Conduct on countering illegal 

online hate speech. The code of conduct includes a series of commitments to fight the spread of 

illegal hate speech online in Europe, including the removal of illegal hate speech within 24 hours 

(EU Commission, 2016).  

Civil society associations such as the European Digital Rights initiative (EDRi) and Access Now 

criticised the agreement and expressed apprehension about the chilling effect on free speech of 
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having technology companies policing illegal content. They also condemned the systematic 

exclusion of civil society organizations from the dialogue and announced their withdrawal from 

future discussions (EDRi, 2016). Similar criticisms came on 1 June 2016, from the Council of 

Europe (CoE) Secretary-General Thorbjørn Jagland, who urged European governments to ensure 

that their legal frameworks and procedures in the area of blocking, filtering and removing internet 

content are transparent and incorporate adequate safeguards for freedom of expression and access 

to information in compliance with Article 10 of the European Convention on Human Rights (CoE, 

2016). June 2016 also saw the publication of the report of the Special Rapporteur on freedom of 

expression, David Kaye, to the United Nations Human Rights Council. In that report, and on 

several subsequent occasions, the Special Rapporteur expressed warnings concerning the fact that 

online expression is increasingly eroded by new forms of state regulation and mediated through 

private networks and platforms created, maintained and operated by companies in the ICT sector 

(United Nations and Kaye, 2016, 2017, 2018a, 2018b). 

Private companies–civil society 

In response to the request for increased transparency, companies have also developed ad hoc self-

regulatory instruments with the involvement of civil society. In 2016, Twitter created the ‘Trust 

and Safety Council’, which involves over fifty groups, including advocates, academics, 

researchers, grassroots advocacy organizations, and community groups. The members are activists 

campaigning to prevent abuse, harassment, bullying and suicide, and safeguard mental health 

(Twitter, 2016). However, scholars see some limitations in the initiative, which lacks transparency 

and does not have any specific governance responsibility (Gorwa, 2019a, 2019b). As stated on the 

Twitter page: ‘membership is voluntary and does not imply endorsement of any decisions we 

make. Members also don't speak on Twitter's behalf. A small number of organizations on the 

Council requested not to be named’ (Twitter, 2019).  

Similarly, Facebook has adopted some initiatives in cooperation with NGOs, for example the 

Online Civil Courage Initiative launched in 2016 to address the issue of hate speech (Facebook, 

2020). In response to increasing requests for transparency, the Facebook Oversight Body was 

appointed in May 2020 to provide oversight or input into Facebook's content policy process. The 

outcome of public consultations and workshops with experts, institutions, and people worldwide 
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that began in 2018, it comprises 20 experts, including lawyers, academics, journalists and ex-

politicians (Facebook, 2020). It was immediately criticised for lack of independence and, in 

response, a ‘Real Facebook Oversight Board’ not sponsored by Facebook was announced on 25 

September 2020, claiming to have better oversight over Facebook (among the members is 

Shoshana Zuboff, author of The Age of Surveillance Capitalism (2019)) (Butcher 2020). Scholars 

find that similar initiatives are still under-studied and should be comprehensively examined by 

future research (Gorwa, 2019a, 2020). 

Multi-stakeholder initiatives 

Multi-stakeholder initiatives represent other forms of ‘mixed’ arrangements. These initiatives 

involve actors from at least two groups: states, non-governmental organizations (including civil 

society, researchers, and other parties), companies, and international organizations. This form of 

governance was created with the foundation of ICANN in 1998, and reproduced at the 2003 World 

Summit on the Information Society (WSIS) and the subsequent United Nations Working Group 

on Internet Governance (WGIG), which proposed the creation of an Internet Governance Forum 

(IGF). The IGF, however, has been criticised as not being representative of the whole internet 

governance (van Eeten and Mueller, 2012) and for a lack of inclusivity, especially concerning the 

involvement of the Global South (Mc Laughlin and Pickard, 2005; Radu, 2019).  

As far as the governance of speech is concerned, the Global Network Initiative (GNI) was launched 

in 2008 and has developed principles and guidelines to help governments, companies and civil 

society to respond to demands from governments around the world that could restrict users’ 

freedom of speech and privacy (GNI, 2015). However, Gorwa (2019a, 2019b) presents criticism 

of this initiative too, as he states that it is an insular organization, not known to the public, where 

participants sign non-disclosure clauses promising not to disclose classified information raised at 

board sessions (similar to what happens in Twitter's Trust and Safety Council).  

 

2.4 Main issues from the literature 

Even in this summary, it is possible to get a sense of the wide range of players and settings involved 

in the governance of online expression. In this complex system of different kinds of regulatory 
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means, scholarship has identified issues that are currently posing challenges to the online 

expression governance system. One of the issues that emerges from the literature is that even 

though governance of speech is the result of the initiative of different actors, they do not share the 

same powers to orientate the course of regulation.  

 

2.4.1 Unbalanced distribution of power 

Although governance of speech does not happen in any one of these specific sites, some authors 

still believe that power relations are not ‘equal’. Most scholars accept that civil society actors are 

underrepresented in the ‘governance triangle’ involving corporations, governments and civil 

society (Gorwa, 2019a), and that civil society merely helps to legitimise the mechanism for other, 

more influential actors. Others contend that the current state of ‘platform governance’ is 

increasingly shifting away from companies' self-regulation and toward greater government 

participation (Helberger et al., 2018). Others, such as Hintz (2016), Balkin (2017) and Zuboff 

(2019), are concerned about the increased power of platforms to govern speech and consider that 

platforms are seizing governance by exploiting neo-liberal loopholes in governing institutions 

(Zuboff, 2019). The increasing prevalence of forms of private ordering, together with state 

demands for more regulation of content, signal a move toward outsourcing public responsibilities 

to private actors and, as a result, the increased privatization of policies (Hintz, 2016). SM 

companies are now recognised as political institutions that make major political decisions when 

constructing the global governance framework of free speech (Gillespie, 2018). Governance of 

speech is at the crossroads of the political effects of their platforms (governance by platforms) 

(Gillespie, 2018) and the local, national, and supranational mechanisms of governance that 

constrain SM platforms (governance of platforms) (Gillespie, 2018). 

Kate Klonick (2017) famously defined platforms as the ‘new governors’ due to their power to 

enforce policies on their technological interfaces. She explained how SM platforms have moulded 

their self-regulatory system on the juridical tradition and interpretations of free speech intended in 

the First Amendment in the Unites States Constitution. This is conventionally seen as a juridical 

tradition more protective of free speech than in its European counterparts (Tambini et al., 2008). 

However, this self-regulatory approach has been challenged by the increase in demand for 
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regulation included in recent statutory initiatives. Douek (2021) observes that SM companies have 

been required to change their internal rules and adapt to a different tradition of interpretation and 

adjudication of freedom of expression on their platforms. According to Douek (2021), SM 

platforms are progressively adopting decisions based on proportionality and probability. 

Proportionality means recognizing that the right to free speech has to be weighed against other 

societal interests, more in line with the European tradition. Probability means that content 

moderation at the scale of SM platforms will always involve some form of error and that a balance 

has to be struck on reasonable error rates and which kinds of errors are acted upon (Douek, 2021).  

However, this change of paradigm raises several issues concerning the capacity and legitimacy of 

SM companies to operate this systemic balancing, especially through their automated content 

moderation systems. The scholarship is calling for more research on this topic (see Gillespie et al., 

2020). The implications of content regulation by and on platforms are highly political, and the 

governance structures that arise will shape the future of online expression and public discourse 

(Douek, 2021). Considering the form of future governance structure, scholars have explored the 

movement towards a progressive 'platformisation' of society, i.e., the gradual movement of the 

economic and social system towards a platform organization (Fuchs, 2014; Casilli, 2017; Srnicek, 

2017). 

2.4.2 Platformisation 

Tarleton Gillespie's works on platforms (2010, 2015, 2018), Frank Pasquale's Black Box Society 

(2016) and Cathy O'Neil's Weapons of Math Destruction (2017) are all examples of very successful 

studies trying to unveil how platforms and algorithms have become the allocation or ordering 

system actively structuring society. Global companies that run SM sites have been embroiled in 

nearly every area of everyday life, from politics (Gillespie, 2018) and labour relations (Srnicek, 

2016; Van Doorn, 2017; Casilli, 2017) to cultural development and consumption (Poell et al., 

2017). ‘Platform society’ (van Dijk, 2014) and ‘platform capitalism’ (Srnicek, 2017) are two of 

the terms used to highlight this specific ordering system, created around the capitalist production 

of profit and based on the extraction of value from digital social data (Casilli, 2017). Similar 

concepts are ‘surveillance capitalism’ or ‘dataveillance’ (Lyon, 2014; Andrejevic, 2011; Fuchs; 

2012; Zuboff, 2019) or ‘data colonialism’ (Couldry and Mejias, 2019), all terms coined to describe 
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a society structured around the production, aggregation, quantification, and profiling of people's 

data through constant monitoring and tracking of (meta)data produced via platforms. Some, such 

as Shoshana Zuboff (2019), are concerned with how digital surveillance (i.e., exploitation of digital 

social data) is used in this capitalist system to predict and influence emotions in order to sell 

products. Similarly, Bunz and Meikle (2018) and Lupton (2016) also show how discursive 

elements developed together with technical affordances have the power to shape behaviour and 

bodies. In this way, they show how fitness tracking apps such as Fitbit stimulate users using 

competition and challenges and create ‘playful surveillance’. The system exploits the neo-liberal 

ideas of individuality to create profit.  

Scholars have been exploring this order's theoretical, methodological, and ethical implications, 

stressing how the narratives and metaphors associated with platforms can be misleading. Platform 

capitalism captures and extracts value from users' data. On SM platforms, users' data produce 

commodities in information, social relationships and social networks. SM platforms create profit 

from these activities by selling advertisement space and through targeted advertising. Users enable 

this through the visibility and engagement that their interactions generate and by being the 

recipients of targeted advertising (Poletti and Gray, 2019). This creates issues of commodification 

and exploitation (Casilli, 2017). However, on SM, this method of value extraction is depicted as 

an improvement in the procurement of goods and services, whether public or private, and it often 

uses terms such as ‘sharing’, ‘participation’, and ‘collaboration’ (Gregory, 2017). The narrative 

behind the concept of ‘participatory culture’, such as entrepreneurialism and free choice, hide 

forms of exploitation on which the system is based (Gregory, 2017). Platform companies are co-

opting key terms typical of human rights activism and changing their meaning, as for instance, 

privileging the idea of openness to the one of transparency (Milan, 2015). In this way, industries 

embrace human rights labels but not their ethical commitments. Scholars have used critical 

discourse analysis to explore the narrative elements associated with platforms to stress how these 

technologies are connected to a specific vision of the world, a neo-liberal conception of society 

developed in Silicon Valley. For years, a similar vision has also dominated the development of 

media policies in the US. Victor Pickard (2013) highlights two overlapping discourses regulating 

the US communication policy: corporate libertarianism (i.e., the idea that economy and society 

benefits more from being free from government intervention) and market fundamentalism (i.e., the 

idea that the market is the most effective and therefore beneficial method of allocating resources). 
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These have been, in his view, the dominating ideas that have oriented communication policy in 

the US since the 1940s. However, in his historical overview, he shows that traditional media are, 

in fact, in a situation of market failure, since the market (and selling advertisement) on its own is 

incapable of supporting media (which are, however, a public good for democracy). Hence, a crisis 

increased by SM and the possibility to sell advertisements online. The only way to protect 

information and communications in a democratic system is to protect them from commercial 

pressures (Pickard, 2013).  

 

2.4.3 Threats to free speech 

Hintz (2016) stresses the consequence of the increasing role of private intermediaries in 

formulating, implementing and enforcing regulatory mechanisms of speech:  

Social media and other digital platforms have provided an important means of activist and 

dissident communication, but they are also key sites where the tension between free 

communication and the emerging reality of restriction and censorship is played out (Hintz, 

2016:336).  

 

As stressed above, SM platforms’ primary content moderation tool – algorithms and automated 

speech recognition – presents fundamental problems for freedom of expression. The influence of 

the ‘politics of algorithms’ on freedom of expression is hotly debated in academic and popular 

publications (Ziewitz, 2016). Even the best automated moderation systems make mistakes: 

analysing meaning and context of expression has always been a challenge and, even with an 

improved machine learning system, there are limitations based on the type of language for instance 

(Hustzi-Orban, 2017). The automated system might end up under- or over-censoring speech and, 

at the scale of giant platforms such as Facebook, this could mean hundreds of thousands of wrong 

decisions every day (Hustzi-Orban, 2017:235). Moreover, studies have stressed how automated 

technology applied to speech online (such as algorithms and bots) contributes to reproducing 

biases in society, as in, for instance, search engines which tend to retrieve defamatory content for 

women and BAME groups (Ziewitz, 2016), or reproduce sexist or misogynistic biases (Gerrard 

and Thornham, 2020). 
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Automated moderation adds to the opacity of SM companies’ internal procedures (Crawford and 

Gillespie, 2016; Hustzi-Orban, 2017; Ulmann and Tomalin, 2020; Edwards et al., 2021), 

complicates questions of equity and justice in large-scale socio-technical processes, and re-

obscures the inherently political essence of speech decisions made at scale (Sinnreich, 2018). 

According to Sinnreich (2018), there are three main threats to democratic norms and institutions 

arising from algorithms:  

1) Quantization of culture. Delegating complex and contextualised cultural decision-making 

(and sense-making) mechanisms to an algorithm risks making choices inconsistent with 

cultural norms and reifying algorithmic reasoning as the arbiter of meaning and validity.  

2) Institutional convergence. The division of powers is necessary for a democratic 

government. By delegating regulatory, judicial, and executive duties to a centralised, 

unaccountable, privately-owned body, platform content moderation contradicts this 

concept. When people recognise automated oversight as an acceptable form of governance, 

they are also more likely to accept autocracy as an acceptable form of government.  

3) Expansion of scale. Platforms’ decisions on freedom of expression, taken via algorithms, 

are imposed upon national sovereignty and self-determination. However, corporations, 

unlike states, have no obligation to maintain democratic principles. 

 

2.4.4 Societal interests 

Scholars increasingly seem to agree that to meet these rising challenges and demands from nation-

states and end-users alike, digital infrastructure firms will have to take on additional social 

responsibilities or should be recognised as public utilities (Rahman, 2018; Balkin, 2017). The more 

corporations serve as governors (Klonick, 2017), the more they are expected to follow governors’ 

responsibilities to the people they rule and to introduce procedural guarantees, due process, 

transparency, and fair rights (Balkin, 2017). These responsibilities require procedural justice, 

accountability, and adherence to the companies’ publicly defined standards and policies (Balkin, 

2017). In light of the role of platforms in the system, according to van Dijck et al. (2019), the 

power of platforms should no longer be assessed merely in terms of economic markets and 

consumer welfare (which has been the position of the EU for a long time). Since people and 

institutions have become reliant on networks for their social and political well-being, platform 
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control also needs to be rethought in the light of evolving platform ecosystems (van Dijck et al., 

2019).  

The growing expectations of the accountability of digital platforms to citizens expressed through 

demands for legislation and regulation at a national and regional level mean that global digital 

platform companies are expected to be accountable for the content available from their sites. 

Companies are increasingly called on to be responsible for managing the content on their sites in 

ways that both meet public interest concerns and are practised openly and transparently. 

 

2.5 Governance of speech as object of research: gaps, and how to fill them 

Although publications on the topic have multiplied in the last few years, the review of relevant 

literature shows that research in the field is still developing, and scholars agree that expanding the 

scope and range of research on free speech and SM is critical. More normative questions can be 

asked about the current governance system and how speech on platforms should be governed in 

the future. Scholars invite society to engage in evaluations of our current governance system and 

the political perspectives it lays out, thinking about alternative arrangements (van Dijck and 

Reider, 2019:4) and bearing in mind that the ultimate goal is to achieve a governance policy 

grounded in human rights and open societies (Gillespie et al., 2020:4).  

The review of recent publications on the governance of speech on SM has shown how research 

has focused on three specific actors or instruments of governance (i.e., state laws, civil society 

advocacy or self-regulation by private companies) (Wagner, 2016; Gorwa, 2019). Studies have 

also focused on regulation as a reaction to highly visible individual cases, the so-called public 

shocks (e.g., terrorist attacks, US presidential elections), or on high-impact themes such as 

pornography or hate speech (Gillespie, 2018; Cusumano et al., 2021). However, these approaches 

tell only a partial story about the complex ecology of governance of speech. Gillespie et al. (2020) 

call for an approach that moves beyond the macro perspective on the regulation of misinformation, 

or hate, or pornography.  

Scholars have shown that in internet-related governance issues, often ‘soft’ and less 

institutionalised means have succeeded in creating norms that have been picked up at a higher 

level of policy-making (Radu et al., 2021). This line of research focused on the mundane practices 

and discourses that contribute to the creation of governance. In this line, together with studies on 



 

 38 

large regulatory instruments, further research is needed, focusing on the day-to-day construction 

of narratives about technology and free speech, which contribute to the development of norms that 

will influence governance.  

In the same way, the scholarship recognises a gap in the study of the relationships and dynamics 

connecting different actors, for instance in terms of how companies receive pressure from 

policymakers and how platforms exert influence politically (Gorwa, 2020), as well as the strategies 

that civil society uses to push content regulation by private companies in a direction respectful of 

human rights (Jørgensen and Zuleta, 2020). Studies on large-scale approaches to the governance 

of speech (as in Gorwa, 2019, 2020; Balkin, 2017) tend to privilege ‘traditional’ or more 

institutionalised actors and settings (states, private companies, advocacy bodies and NGOs in civil 

society within multi-actors initiatives) and do not say much about smaller elements of the system, 

for instance individuals who still have a significant role as both citizens of democratic countries 

and users of the sites.  

As future lines for development of the scholarship, Gillespie et al. (2020) suggest considering the 

plurality of actors in different geographical locations and not just the big US-based platforms. As 

much as big platforms create the most visible cases, they do not represent SM ecology. Smaller 

networks, or platforms outside the US, with very different visions and cultures than Facebook or 

Google, may develop innovative moderation techniques (Gillespie et al., 2020:3). This approach 

also emphasises the policies pursued by countries such as those in the Global South and ensures 

equal justice for their citizens (Couldry and Mirthas, 2019).  

However, the studies on the governance of speech mentioned above focus on traditional ‘social 

actors’ such as states, or companies or civil society and tend to underestimate one of the central 

tenets of internet governance studies, i.e., the idea that the governance of speech takes place in a 

socio-technical system in which technological infrastructure, although not always visible, is 

pervasive and has agency. Some other studies of governance of speech on SM have highlighted 

the importance of technology and algorithms and the implications of such tools in terms of 

democratic legitimacy and social justice (Sinnreich, 2020). Dencik et al. (2018a, 2018b) call for 

more research on the debates on how technology is incorporated in governance practices. Scholars 

call for more studies on the ethical problems raised by algorithmic content moderation activities, 

as well as the threats associated with delegating social policy regulation to artificial intelligence 

and other non-human processes (Sinnreich, 2020). 
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A further gap in the literature concerns the use of narratives in the study of the regulation of 

governance of speech online. In the first part of this chapter, I discussed the relationship between 

narratives and regulations, stressing how often it is possible to find a correspondence between 

narratives and metaphors about technology and changes in the regulation of speech. Previously in 

this chapter, I mentioned the scholarship that recognises the importance of norms and narrative 

elements as complementary aspects to be considered in the study of governance online (Radu et 

al., 2021).  

It is important to recall this now and to relate it to the other major findings from the literature 

described above. Firstly, the literature review has defined the governance of speech as an emergent 

process, a ‘reflexive act of coordination’, stimulated by major public shocks related to speech and 

SM technology. Secondly, scholarship has also stressed the importance of norms developed 

‘outside’ the more institutionalised arenas. 

These definitions imply a fundamental role for public discourse and, within this, the role of media 

as the main tools used in the creation and narration of ‘public shocks’ and the reinforcement or 

challenge of existing norms. As seen above, societies marked by technological innovation tend to 

continuously generate new types of public shock that break established routines (Dewey, 1927) 

and all media (not only SM) are fundamental in mobilizing public discussion about technology, 

citizens and public opinion (Barry, 2001). Media are the instruments that represent what is relevant 

for the collective (Couldry, 2012). As Couldry (2012:35) put it, ‘representations are a material site 

for the exercise of, and struggle over power’. The studies presented above leave a gap in the 

consideration of the material effects of narratives on the creation of ‘public shocks’ intended as a 

spark for regulation initiatives and the role of those who create these narratives, i.e., media (not 

necessarily SM).  

Including the role of narratives and, in particular, the role of media in the study of governance 

opens interesting opportunities to address the recommendations for further research presented 

above and, in particular, creating the opportunity to expand the range of controversial cases and 

include more of the less powerful or represented actors. Moreover, the analysis of images and 

metaphors mobilised by the media in the construction of public discourse highlights fundamental 

principles and global visions about technologies. It provides the key to interpreting the initiatives 

composing our current governance of speech online. At the same time, it provides fascinating 
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insights to assess the current initiatives against the normative ideals of the type of governance of 

speech that we would like to have in democratic regimes respectful of human rights. 

Based on the critical assessment of the literature and the recommendations for future research 

presented in the different studies, in this study I have chosen not to focus on one specific actor 

(either states, private companies or civil society) or one specific highly controversial event. In 

order to consider both ‘non-traditional’ or institutional actors as well as fewer famous cases, I have 

chosen to adopt a different approach. Since scholars (Barry, 2001 and others) have stressed the 

important role that media play in the shaping of ‘public shocks’, I will be studying the narratives 

emerging from media and public discourse concerning speech regulation and SM, and how they 

contribute to creating contentious phenomena (public shocks) able to initiate regulation processes 

(Barry, 2001; Gillespie et al., 2018). As stressed in the literature, the political and social (and 

economic) implications of governance of speech on SM platforms are huge. For this reason, in this 

study, I intend to contribute to the literature on the implications that technology can have for 

materially shaping governance.  

Considering the gaps and opportunities for further research described in the literature, (i.e., not 

many studies on the relationships connecting actors; the importance of algorithms; the importance 

of narratives and media in creating those narratives), in this study, I ask: how can we study 

governance of speech online as an emerging phenomenon and without focusing on one actor or 

one specific setting? How do governance initiatives ‘initiate’ and take form? Moreover, what does 

it mean for the broader governance of freedom of expression and democracy?  

I have focused my research on the following research questions: 

- What are the ‘public shocks’ (not necessarily major) that contributed to breaking routine 

or pre-existing forms of decision-making concerning public expression on SM?  

- What types of norms and governance model are taking place due to public shocks in the 

last few years? 

- What actors and dynamics of power are revealed when using an approach that does not 

simply focus on a single platform or actor and includes technology in the study of 

regulation initiatives? 
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- How do ‘public shocks’' relate to the narratives associated with free speech and 

technology? And what is the role of media in reproducing narratives and shocks?  

In answering these questions, I aim to contribute to understanding the governance of speech on 

SM by adopting an empirical rather than theoretical approach to identifying actors, narratives, and 

material elements attached to technology and the power dynamics that link them.  

 

2.6 Conclusion 

Based on this critical assessment of the literature, in the next chapter, I explain why, in my view, 

material semiotics (and in particular Actor-Network Theory and its empirical applications: 

controversy mapping), combined with critical data studies, are the most suitable theoretical and 

methodological framework to study the governance of speech on SM. I will explain how the 

specific ontology of material-semiotic approaches, considering both the material (technology) and 

semiotic (narrative) elements, can prove extremely useful in understanding the development of the 

current governance of speech online. However, since controversy mapping is fundamentally a 

bottom-up methodology, I argue that it lacks the depth to provide a robust normative interpretation 

of the results (and answer the questions I posed above). For this reason, I have chosen to put the 

data empirically collected through controversy mapping in dialogue with the emergent field of 

critical data studies and to interpret the results in the light of the analysis of power relations 

highlighted in the platform society (van Dijk, 2018). 
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3. Theoretical framework 

 

3.1 Introduction 

In the previous chapter I gave an overview of the literature on the topic of governance of speech 

online. The scholarship agrees on the idea that speech governance online takes place as the 

emerging result of a series of initiatives by a plurality of actors in different settings (from the most 

to the least institutionalised). The literature also agrees that such initiatives to regulate speech are 

the reaction to a ‘public shock’ or contentious events related to social media’s platform technology 

(Ananny and Gillespie, 2017). I have also explained how narratives and media play a fundamental 

role in creating these public shocks that initiate regulatory initiatives. In the final part, considering 

the gaps and opportunities for further research described in the literature, I briefly introduced the 

research questions and my main goals: how can we study governance of speech online as an 

emerging phenomenon and without focusing on one actor or one specific setting? How do 

governance initiatives ‘initiate’ and take form? And what does it mean for the wider governance 

of freedom of expression and democracy?  

In this chapter, I present my theoretical framework: a combination of material semiotics (in 

particular Actor-Network Theory (ANT)) and critical data studies. I will explain how these two 

approaches are useful for filling the gaps found in the literature review, namely furthering research 

on platform governance that avoids focusing just on one single platform or event, recognising a 

fundamental role for the narratives of technologies presented in the public discourse by the media 

and at the same time providing a critical assessment of the material implications that technologies 

like algorithms can have on social life.  

In the first part, I introduce material semiotics as both an ontological and epistemological 

framework able to describe what happens during public shocks concerning freedom of expression 

online. I then focus on the specific theoretical and methodological tools developed within ANT. I 

argue that ANT seems particularly fitting to fill the gap found in the literature, as it empirically 

defines significant actors and the main ‘public shocks’, without focusing on a specific actor or 

event. Moreover, it includes a specific interest in technology, and the narrative elements associated 

with it, offering interesting tools to identify and study its role within regulation initiatives 

concerning freedom of expression or content regulation (as in the case of state regulation vs. self-
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regulation by private companies). Critical data studies is a younger field, still strongly related to 

the ontological background of material semiotics, but at the same time interested in how digital 

materialities produce a hierarchy of power, highlighting the power structures embedded in 

technology, and especially in the management of digital social data.   

Below I present the main concepts that I use in this study and how these relate to the findings in 

the literature review. Borrowing from ANT terminology, I introduce the concept of actors and 

associations, translation, and other terms used to isolate the role of different elements in the 

governance ecosystem. I also introduce the concepts of ‘public’ and ‘controversy’, terms that are 

developed further in the methodology (chapter 4), but that find their origin in the ANT interest in 

the study of public shocks, when the routine and the taken for granted are interrupted. Drawing 

from critical data studies I also introduce the concept of datafication to critically assess the material 

impact of technologies. I then explain how, combining ANT with critical data studies, I aim to 

overcome the main limitation which concerns me, i.e. the ontological lack of interest in any 

interpretation of social dynamics in terms of larger concepts or structures. I argue that by 

combining the ‘ethnographic’ approach of ANT with critical data studies I provide a theoretical 

framework able to answer both my descriptive and my normative questions about the type of model 

of governance of speech that we are experiencing and that might develop further, such as how the 

lack of critical analysis of digital social data contributed to legitimise a specific ordering power in 

contemporary social life (i.e. platform economy, algorithmic management of social life). I 

conclude the chapter with a list of operational research questions, developed from the theoretical 

framework discussed, and aimed at orienting the methodology and the data collection chapters. 

 

3.2 Theoretical framework 

3.2.1 Material semiotics and digital society: an introduction 

In recent years, a vast body of scholarship interested in digital society and technologies has adopted 

theoretical frameworks compatible with – if not directly developed from – the Science and 

Technology Studies (STS) and Actor-Network Theory (ANT) traditions. For instance, many of the 

studies discussed in the literature review (DeNardis, 2014; De Nardis and Hackl, 2015; Musiani, 

2015; Ananny and Gillespie, 2016; Epstein et al. 2016; Hofman et al. 2016; Pohle et al. 2016) 

routinely use concepts and frameworks developed from these two original fields. STS has become 
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a quite common approach for scholars active in the field of internet governance (IG), and concepts 

such as the ‘socio-technological system’ are increasingly adopted to define the internet and related 

digital communications technology (Musiani, 2015; Pohle, 2016a, 2016b). The main reason why 

STS was adopted for this type of study in the early 2000s relates to the same limitations in the 

study of governance in the digital ecosystem that I discussed in the literature: the lack of a specific 

institutional framework or legitimate procedure, the decision-making power diffused across actors 

of different types (states, private companies), the role of civil society and technology. Approaching 

IG through an STS lens, these authors could address issues that political and legal sciences were 

incapable of addressing up until then, and yet are crucial for the understanding current governance 

of the internet (Musiani, 2015). 

Even if STS and ANT are not the same, as they have developed from different fields and they 

bring forward the heritage of different scholarly communities (in this regard see one of the many 

articles that have been published on the difference between STS and sociology, for instance by 

John Law, 2008), in these studies they are often used interchangeably (De Nardis, 2014; Musiani, 

2015; Pohle, 2016a, 2016b, Epstein et al. 2016). I am not interested in discussing the differences 

between the two approaches here; what I am interested in is discussing how these traditions 

together have contributed to shape studies of digital society towards a materialist ontology, the 

interpretation of social order as emergent from hybrid elements and a relational idea of power. 

Most of all, STS and ANT share a fundamental interest in demystifying realities taken for granted, 

such as scientific knowledge, showing how they are in fact the product of interactions among 

hybrid social elements (Cloatre and Pickersgill, 2015).  

As seen in the chapter 2, several studies investigating freedom of speech online have adopted a 

materialist ontology, as an approach able to interrogate the place that technology occupies in 

today’s society (Gillespie et al., 2020; Sinnreich, 2018, 2020). The literature also showed how 

order and governance of speech online emerge as an effect or a reaction rather than planned 

government (Wagner, 2016; Gorwa, 2019), some of them stressing the performative aspect of this 

type of governance (Musiani 2015; Hofman, 2016; Hofman et al. 2016; Epstein et al. 2016). In the 

lack of an institutionalised hierarchy, power too emerges from the relations across the elements in 

the ecosystem, where boundaries between public and private are increasingly blurred, and holders 

of traditional forms of power (such as states) are challenged by other strong actors (such as social 

media or financial companies) and technological infrastructure (De Nardis, 2014; Gillespie 2018). 
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Below I introduce the main concepts that I use in this study, borrowed from STS and ANT 

theoretical traditions, and from the larger perspective of material semiotics. As I explain further in 

the second part of the study, these are not the only concepts that I use, since I intend to expand the 

framework with insights derived from critical data studies. 

3.2.2 Material semiotics 

Material semiotics describes a particular theoretical position in social sciences, which has been 

built on the works of philosophers, semioticians and sociologists such as Gilles Deleuze and Félix 

Guattari, Michel Serres, Alfred Whitehead, Isabelle Stengers, Algirdas Julien Greimas, Gabriel 

Tarde and Michel Foucault. It gathers different authors: representatives of ANT such as Bruno 

Latour, John Law and Michel Callon, but also scholars in feminist studies such as Donna Haraway 

and Annemarie Mol and Marilyn Strathern, among others.  

Material semiotics’ particular ontology is highly indebted to the work of Gilles Deleuze and Félix 

Guattari, and the concept of agencement (translated as ‘assemblage’ in English). According to this 

view, social reality is made of multiple, heterogeneous elements such as human and non-human 

bodies, discourses, practices, artefacts and technologies. Agency or materiality is not a quality of 

the subject; it emerges as the result or effect of the association between these heterogeneous 

elements (Beetz, 2016; Müeller, 2016). Based on this concept, Bruno Latour (2005b) in 

Reassembling the Social defines sociology as the ‘science of living together’. ANT sociology sees 

the ‘social’ as the result of continuous movements of association and dissociation between the 

hybrid elements (e.g. humans and non-humans). What appear as fixed social objects are de facto 

assemblages of different elements, which become ‘detectable’ only because they successfully 

‘freeze’ an otherwise dynamic situation, ‘masking’ the negotiations and potentially competing 

strategies that separate the different elements. ANT is also particularly indebted to Greimas’s 

theory of narrative structure and Garfinkel’s ethnomethodology and their focus on uncovering the 

process through which different social elements make sense of social reality adopting their 

narrative and perspective. 

 

Scholars in Science and Technology Studies have also underlined this performative aspect of social 

reality, and the fact that what we take for granted is an effect rather than an intrinsic quality of 

objects, in particular considering knowledge and technology. Both STS and ANT share the goal 
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of ‘demystifying technology’, also called the opening of the ‘black-box’ of what is taken for 

granted. STS scholar Harry Collins’s (1975, 1981, 1985) famous metaphor of the miniature ship 

in the bottle has also been used several times by ANT academics (Venturini, 2010) to explain how 

scientific knowledge is created and transformed in shared reality. As the miniature ship in a bottle 

looks as if it has always been there, so scientific claims that become accepted knowledge appear 

as if they have always existed. However, a closer investigation in the world of bottled ships reveals 

that different procedures might have been used to put a ship in a bottle. Similarly, in the case of 

knowledge creation, STS scholars underline that different ideas and social influences are 

negotiated in order to generate consensus around any form of knowledge (Venturini, 2010).  

The unboxing of social reality is also a fundamental interest for ANT, which has developed a 

whole specific toolbox to empirically identify the elements that are involved in these types of 

negotiations, also called ‘translation’ (see Callon, 1986a, 1986b), and I will discuss this in greater 

detail in the next paragraphs. The interest in the demystification of technology, and in particular 

the unveiling of the different elements and power relations underlying the production of Big Data 

science, is also the interest of critical data studies (Kitchin 2014; Kitchin and Lauriault, 2014; 

Iliadis and Russo, 2016), which I introduce below. 

3.2.3 Critical data studies  

Critical data studies are very much indebted to material semiotics approaches (in particular to the 

concept of assemblage). From a theoretical point of view, scholars in this field share the idea of 

distributed agency and the prominent role of technology in society. However, they are 

distinguishable for the specific interest in digital data’s social construction and materiality and 

because they use critical concepts and methods to theorise digital data in the context of domination 

in society. A growing number of academic works have started to give a critical account of the 

agency or effects of technological objects as part of the social world, theorising data and ICTs as 

sociomaterial (or socio-technical) objects (Lupton, 2015, 2016). The subjects of critical data 

studies are the socio-technical ‘data assemblages’, i.e.  

the combination of narrative elements such as systems of thought, forms of knowledge, 

finance, economy, governmentalities and legalities, as well as materialities and 

infrastructures, practices, organisations and institutions, subjectivities and communities, 
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places, and the marketplace where data are constituted (Kitchin and Lauriault, 2014 in 

Iliadis and Russo, 2016:2).  

 

In the sociomaterial perspective, data about humans and humans are always part of each other and 

emerge together (Lupton, 2018:5). The key purpose of these studies is to reframe the questions 

that inform epistemological systems surrounding data-related social issues (Iliadis and Russo, 

2016). This line of inquiry started with boyd and Crawford (2012), who proposed a key set of 

critical questions for Big Data. Critical data studies today criticise research on ‘potentially 

depoliticised data science’ and suggest the need to ‘track the ways in which data are generated and 

curated, and how they permeate and exert power on all manner of forms of life’ (Iliadis and Russo, 

2016:2). To provide a critical interpretation of technology, critical data studies stress the role of 

the context in which data and digital technologies in general are produced. Data are a form of 

power (Iliadis and Russo, 2016) produced through commercial platforms, aimed at exploiting their 

quantifiable materiality to monetise trends in society (Savage and Burrows, 2007). Companies 

process data and have the ability to influence society for profit (Gillespie, 2015; Casilli, 2017a; 

Zuboff, 2018). As noted in the literature review (chapter 2), scholars have identified platforms and 

algorithms as the fundamental ordering system structuring this society (calling it either the 

platform society (van Dijk, 2014) or platform capitalism (Srnicek, 2017)). Critical data studies 

highlight the implications, biases, risks and inequalities, as well as the counter-potential of digital 

data, which are increasingly used to inform decision-making processes, in economic, political and 

legal systems as well as the social justice system (Beer, 2016, 2017; Dencik et al., 2016, 2018a, 

2018b; Richterich, 2018; Redden, 2018) creating a real form of algorithmic management of social 

life. 

 

The extent to which digital data are influencing civic rights and personal autonomy (Fuchs, 2015) 

has fostered scholarly discussion in critical data studies about the ethical implications of research 

on and with big digital social data. They include discussions about the nature of digital metrics, 

their innate biases and politics, and their implications when used for research or to inform decision-

making processes. For instance, by raising the risks behind ‘dataism’ as the widespread ideology 

of Big Data’s desirability and unquestioned superiority (van Dijk, 2014: 198; boyd and Crawford, 

2012) they question the fundamental principle behind forms of decision making based on 
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algorithms.These studies call for the deconstruction of the narrative surrounding data as neutral, 

objective, independent, raw representations of the world, and expose the extent of its 

embeddedness in society (Kitchin and Lauriault, 2014). This process starts from research which 

needs to break the idea of the objectivity of data in favour of more qualitative, empirical 

approaches (Lupton, 2015; Metcalf and Crawford, 2016). 

 

This brief review shows how these theoretical approaches can provide interesting insights to 

approach the governance of speech on social media. However, there are specific reasons why I 

have chosen this approach, based on my research goals and the gaps identified in the literature 

review. 

 

3.3 Using STS, ANT and material semiotics to close the research gaps 

The overview of the main literature on the topic of governance of speech highlighted gaps and 

possible directions for future research. In particular, Gorwa (2019a, 2019b, 2020) stresses the 

importance of deepening the understanding of the associations and power relations linking the 

actors taking part in governance initiatives concerning freedom of expression online. The literature 

review also revealed potential in the development of studies that consider the role of narratives, 

i.e. the way that technology is presented and mediated through the media, and how they contribute 

to build the public shocks that initiate governance initiatives. Moreover, as stressed by Gillespie 

and others, scholars are now recommending that the focus should not be only on specific actors or 

events, so that they are not used as explanations for the whole governance system. 

 

As mentioned above, ANT and STS can bring interesting insights in the study of processes of 

ordering construction, as has been fruitfully discussed in relation to governance theories 

(Katzenbach, 2012, 2013, Epstein et al. 2016, Musiani 2015). As presented in the brief introduction 

above, STS, material semiotics and in particular ANT have already been adopted in studies of 

digital society, as they make sense of situations where heterogeneous elements (such as states, 

private companies and technologies) are engaged in ordering processes. The emphasis on 

associations in ANT is useful for distinguishing groups or networks of actors that cross 

conventional social categories and dichotomies (e.g. nation states, or public/private, local/global, 

and formal/informal). Similarly, the relational idea of power highlights how formal holders of 
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power are not necessarily the same as the effective holders of power (Callon, 1986a, 1986b; 

Schouten, 2014). The inclusion of non-human elements in the socio-technical system allows us to 

consider the role of technology such as platforms’ technical architecture, software, filters and 

algorithms for content recognition, private companies’ Terms of Services/Community standards, 

managerial strategies, public/private agreements (European code of conduct), 

European/national/city-region legislation, law enforcement bodies, users, and terrorist groups, in 

the enactment of the social reality (Poletti and Michieli, 2018). 

 

Considering the opportunity for further research described in the literature review, ANT offers a 

framework to study and analyse the role of actors who do not fall in the traditional ‘governance 

triangle’ of states, private companies and civil society (Gorwa, 2019a, 2019b, 2020). 

Following the ANT perspective, social media platforms can be theorised as sociomaterial objects: 

socio-technical assemblages, entangling humans, capital, social actions and technological 

elements such as algorithms, data, servers, work flows, business plans, communications protocols 

and trackers (Gillespie 2010, 2018; Kitchin and Lauriault (2014); Marres, 2017). Similarly, the 

governance of freedom of expression on social media can be theorised as a highly complex 

assemblage composed of ‘coordinated but dispersed regulations, calculative arrangements, 

infrastructures and technical procedures’ that render online content governable (adapted from 

Schouten, 2014). It is composed of ‘socio-technical’ arrangements that mediate relations and 

interactions, black-boxing some concerns and threats while foregrounding others. 

 

Moreover, as I describe in greater detail below, ANT is interested in combining narratives and 

material elements, and assigns a fundamental place to the study of different narratives and 

technological artefacts present in a controversy about technology and how media contribute to 

reproduce or challenge them. It does this without assuming the predominance of one actor over 

the others (ANT considers all the elements as isomorphs) and with complete ‘agnosticism’ towards 

the chances of an actor influencing the final outcomes. This approach translates into a set of 

methodological tools that allow for the collection of data about governance of speech and social 

media, without starting with or fixing the focus on specific actors or events (as recommended by 

Gillespie et al., 2020). However, as much as this empirical and flat ontology can provide a valuable 

direction to approach the study of speech governance, it might turn out to be unfit for the 



 

 50 

development of interpretations in terms of normative models of governance. For this reason, I 

integrate this perspective with the one from critical data studies. 

3.3.1 Previous use of theories 

STS has been used a lot in research of internet governance in general and of multi-stakeholder 

organisations, but not many authors have applied the ANT theory of translation to the analysis of 

governance processes on the internet. However, Julia Pohle (2016a, 2016b) provides a good 

example of how sociology of translation can be used to study discursive production in internet 

governance. In her study she analysed the deliberations within the UN Working Group on 

Enhanced Cooperation (WGEC), a multi-stakeholder group created to overcome controversies on 

the role of governments in internet governance, which have persisted since the World Summit on 

the Information Society (WSIS) (Pohle, 2016a:2). In particular, she combined translation theory 

with different types of discourse analysis (e.g. Interpretive Policy Analysis (IPA) (Pohle, 2016a) 

and Argumentative Discourse Analysis (ADA) (Pohle, 2016b), to explore how actors translated 

ideas, shaped meaning and competed over the inscription of discourse into policy outcome. Even 

though she focused on different types of documents from this study (i.e. she was considering policy 

documents, while this study includes a more varied group of documents), many of the concepts 

and choices of analysis presented in her work can provide useful guidance for the analysis in this 

study: in particular the concept of exemplary cases and storylines. In this study I have used Pohle’s 

work to orientate the detection of narrative structures and for the detection and interpretation of 

actors and roles in the light of the sociology of translations.  

In the next paragraphs I will describe the main concepts from ANT and critical discourse analysis 

that I used in this study. 

 

3.4 Key concepts 

3.4.1 Actors and associations 

ANT is also called the sociology of associations (Latour, 2005b). According to Latour, there are 

no social aggregates behind social activities, just as there is no difference in sise or ‘nature’ among 

the different elements. ANT’s generalised symmetry principle (Callon and Latour, 1981) insists 

on the fact that all elements should be treated as isomorphic, and that there is no difference between 
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human and non-human elements. This implies a specific choice of language, derived from 

narrative theories (i.e. in particular from Greimas’ structural linguistics), which describe agency 

without deciding beforehand who is allowed to make a difference in the story. This allows non-

human entities to be considered as subjects, as well as humans. In ANT, agents acquire their role 

of ‘actors’ and are included in the description only when they become a subject of matter, i.e. when 

they are ‘detectable’; because they have an effect, they ‘appear’ in the story.  

3.4.2. Translation 

In the ANT perspective, associations are created through a process of ‘translation’ of interest, 

which includes: 

[A]ll negotiations, intrigues, calculations, acts of persuasion and violence, thanks to which 

an actor or force takes, or causes to be conferred on itself, authority to speak on behalf of 

another actor or force (Callon and Latour, 1981: 279).  

 

Translation revolves around power relationships. While creating associations/attachments or 

alliances with others, actors dissociate these entities from their previous relations (i.e. 

‘disentanglement’) and simultaneously oblige them to remain faithful to their alliances (Callon, 

1986:19). An actor that succeeds in translating other entities’ interests becomes the spokesperson 

for the whole network and the representation of the network itself (hence the term ‘actor-network’). 

In the process, certain relations are put in ‘black boxes’, i.e. become things that no longer need to 

be reconsidered. From the moment that a set of associations is ‘black-boxed’ or simplified (Callon, 

1986a) it can act as a single entity, creating other associations and building new networks (Micheal, 

2017). An actor-network is thus a ‘network of simplified entities which in turn are other networks’ 

(Callon, 1986a:32). 

 

Callon describes the different phases in the process of translation in his study of the scallops of St 

Brieuc Bay (1986a): during the first stage of problematisation, the primary actors identify a 

problem, and formulate a claim about the issue (i.e. take a position which requires support from 

other actors within the network). In the second phase, the interessement, negotiations may take 

place with other actors about the roles they will perform within the network. Interessement is the 

formation of a network of ‘alliances’ in order to reach an understanding among the different actors 
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about their respective interests and how they can be aligned with those of the primary actor's 

(Alcouffe et al., 2008). Enrolment corresponds to the strengthening of links between the various 

interests of the actors and the stabilisation of the shape that the ties will take. Once enrolled, actors 

accept the roles they have been given. Mobilisation happens as those outside the network (allies) 

join in to sustain the network's interest monitoring so that it remains stable (Alcouffe et al., 2008). 

Describing the process of translation, Callon (1986a, 1986b) stresses that if, on the one hand, 

certain elements succeed in playing the key role for the assemblages they constituted (i.e. 

successfully occupying the prominent position and enrolling and assigning specific roles to others), 

on the other hand elements can resist this process, refusing roles or trying to become the 

spokesperson too. This changes the focus on the definition of the problem. For example, adopting 

this perspective in this study I can theorise code, algorithms, users, and social media companies as 

actors all enrolled in the socio-technical assemblage that we call ‘social media platforms’.  

 

As I will discuss in later chapters, the different roles and positions of actors might seem ‘stable’: 

for instance, SM platform companies develop codes, and algorithms, that create the interface of 

platforms, which becomes the horizon of possibility for users. They present their technology as 

essential for freedom of expression, dipping into the traditional ‘cyber libertarian’ narrative that 

has for a long time characterised the development of the internet. In this situation, the different 

roles might seem ‘unquestioned’, and the translation achieved. However, as we will see, certain 

elements might refuse to ‘follow the rules’ – exposing the network of assigned roles to uncertainty. 

This might be the case with users posting hate speech, combined with technology such as 

algorithms pushing for virality of certain content.  

3.4.3 Roles  

As mentioned above, ANT has derived several of the concepts used from narrative theories (i.e. 

from Greimas’s theory of narrative structures). Narrative structuralist theories postulate that every 

narrative, either micro or macro, is based on a constant structural relation between the narrative’s 

characters (the roles of characters in a story, called narrative structure) and the themes (discursive 

structures) (Beetz, 2016). In the study of translation processes, ANT draws on this interest for the 

structural role of actors and focuses on identifying both the role of the characters in a story and the 

main discursive elements that are developed. Specifically, in ANT the attention is placed on those 
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elements that become involved in association processes (Latour, 1986; Callon, 1986a, 1986b). The 

more powerful ones succeed in creating the occasion for these associations, translating the interests 

of all the others within the network and engaging the different actors to pursue such interests. They 

occupy the role of spokespersons for the others, giving voice and general interpretation for the 

other actors in the controversy (Latour, 2005). Spokespersons are identifiable by their position in 

the network, as ‘obligatory passage points (OPP)’ (Callon, 1986a). As OPP, either individual or 

collective actors become indispensable for all others to achieve their goals.  

Spokespersons are accompanied by ‘intermediaries’, which ‘transport… meaning or force 

without transformation’ (Latour, 2005:39), contributing to the diffusion of an ‘hegemonic’ 

vision in the associated group of actors. By contrast, spokespersons are challenged by 

mediators, which ‘transform, translate, distort, and modify the meaning or the elements 

they are supposed to carry’ (Latour, 2005:39).  

 

Mediators, in ANT’s vocabulary, are those actors that ‘transform, translate, distort, and modify the 

meaning or the elements they are supposed to carry’, unlike the intermediaries that ‘transport… 

meaning or force without transformation’ (Latour 2005:39). In Callon’s view, mediators are 

material, tangible objects that can break through the boundaries of fixed associations and opening 

up the frame to new actors, involving new actors that originally were not part of the ‘system’. 

Because of the existence of mediators, no translation should be taken for granted, or be considered 

to take place without resistance. Elements might always resist the endeavour of enrolment, and try 

to create their own network (Callon, 1986a). Callon underlines that any procedure of 

disentanglement produces new attachments. Any attempt at framing, i.e. creating clear and precise 

boundaries, results in externalities. It is impossible to achieve a total framing, as every framing 

carries with it other associations. 

 

According to ANT's relational interpretation of power, the value and influence of actors are 

determined by their role in the network and their ability to persuade other actors to share their 

interests and behave accordingly. To translate other actors’ interests and vision of the world into 

their own agenda or ‘programme of action’ (Latour 2005), actors use certain resources and 

strategies.  One strategy is to inscribe forms of order in durable materials (Callon, 1986a; Latour, 

2005). For instance, when a specific interpretation of the problem developed within a group is 
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adopted by different actors it can be ‘fixed’ into written text or even lead to changes in the 

organisational setting, for example through the creation of new procedures or institutions (Pohle, 

2016a, 2016b). 

Another strategy is to mobilise more elements (in terms of money, sub-actors, etc.) using 

imaginaries and narratives as tools to problematise and enrol other actors. The struggle between 

associations, coalitions, alliances of human and non-human elements mobilised around matters of 

concern corresponds to a struggle between different realities/imaginaries performed through the 

associations (Law, 2007; Müeller, 2016). Being an agent in this or that arrangement or assemblage 

corresponds to a specific knowledge about the social reality, or a distinct ‘cosmology’ (Stengers, 

2005). Reality in different associations coheres in fundamentally distinct ways (Wardle and 

Shaffner, 2017). Different enactment from different associations creates different realities; a 

competition between different ontologies. In the enactment of different forms of knowledge, non-

human elements – for instance technological innovations – occupy a vital role, reconfiguring 

boundaries, making connections and creating interoperability where previously there was none 

(Barry, 2001). This is the idea behind ontological politics (Mol, 1999), or cosmopolitics (Stengers, 

2005), as ways to bring together the different practitioners and practices that contribute to the 

making/emergence of the issue at stake. In this instance, the media can be used as a ‘tool’ to enrol 

citizens. Newspapers can be instruments to identify externalities, enabling the different actors to 

spread their vision and define their interests.  

3.4.4 Controversies  

Even though relations need to be repeatedly performed to make the network appear as a whole 

(Latour, 1986, 2005), once the associations composing society and technology are ‘established’, it 

is very difficult to observe their internal dynamics of negotiation among elements. They become 

visible only in the moment when an agreement has not yet been reached, i.e. in case of socio-

technological or scientific controversies (Collins, 1975; Venturini et al., 2015). Therefore Latour 

(2005) argues that socio-technical debates are extremely interesting topics of research, as they 

represent the places where society exists at its ‘magmatic stage’ (Venturini, 2010, 2012). In socio-

technical controversies, society lacks the stable associations between the different elements of 

which it is composed. They have not yet been ‘taken for granted’. Socio-technical controversies 

are particularly privileged spaces from which to observe how social reality is constructed. 
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In a similar way as with the tradition of STS (Collins, 1981, 1985), in ANT controversies represent 

the unfolding moments when the black-box, the ‘routine’ of what is taken for granted, is 

suspended. This is the truly political moment when artefacts, activities or practices become objects 

of contestation, matters of concern (or ‘hot situations’ in Callon, 1998). Controversies are moments 

when the process of translation is ‘broken’, when something does not work in the way that the 

assigned roles would. Then the black boxes start to reveal new actors (Callon, 1986a). It is possible 

to observe how the diverse heterogeneous elements struggle to impose their ‘wills’ or framing of 

what has to be taken into account (matter of concern) and what has to be ignored, until the moment 

when one element will succeed in speaking on behalf of the other elements. In this sense, 

controversies around socio-technological assemblages as platforms are reminiscent of Callon’ s 

hybrid forums (Callon, 1998): ‘highly confused situations’ where ‘facts and values have become 

entangled to such an extent that it is no longer possible to distinguish between two successive 

stages: first, the production and dissemination of information or knowledge, and second, the 

decision-making process itself.’ The actual list of actors, as well as their identities, will fluctuate 

in the course of the controversy itself, and they will put forward mutually incompatible 

descriptions of future world states (Callon, 1998:11). 

3.4.5 Public and tools for measurement 

The concept of public and the public sphere is central in the idea of socio-technical controversy. 

Political and media scholars like Nortjie Marres and Richard Rogers found a prolific field merging 

STS and ANT with political theories of public participation in the democratic process, drawing 

especially from US pragmatist philosophers Walter Lippmann and John Dewey. The writings of 

Dewey and Lippmann develop a particular conception of the public as organised by material 

means, and suggest that the public is best understood as a group created around problems (Marres, 

2012). In this idea the public is created because it is affected by issues; however, it does not take 

part in formal decision-making processes, and lacks the connections, skills and vocabulary 

required to address these issues. American pragmatists state that non-experts and interested 

viewers will challenge and manipulate expert statements (Barry, 2013; Marres, 2005), and their 

voices – as expressed in the media – therefore have to be mapped as part of the controversy 

(Klauser 2009). The attention to the role of media in staging controversy is stressed also in Barry, 
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who sees the public sphere as a set of spaces mediated through technology (Barry, 2001, 2013). 

He argues that newspapers and websites are technological environments where the role of 

technology in society is discussed. In controversies some actors do work as tools to enable the 

public to measure their interests. In this sense, as mentioned by Callon (1998), newspapers can 

play the role of instruments for citizens to 1) realise that they are involved in the system of framing 

and 2) provide a tool to understand (i.e., measure) their interests in view of the negotiations taking 

place during translation processes. Media are usually seen as one way to map non-expert voices in 

the controversy, i.e. acting as spokesperson for non-expert groups (Schouten, 2014; Barry, 2013; 

Marres, 2005). As stressed above, media are the instruments for representing what is relevant for 

the collective (Couldry, 2012). Drawing on Foucault, these authors acknowledge the fundamental 

role of communications technology, since it is the tool through which power is executed and its 

affordances and practices contribute to creating the feeling that particular realities are more 

‘natural’ than other alternative ones (Couldry, 2012). Media contribute to shape the controversies, 

by producing and reproducing the different narratives and world-views of the actors. By attaching 

governance of free speech to everyday concern, they contribute to problematise governance and 

to create matter of concern. At the same time, authors recognise that media are also ‘publicity 

devices’ (Marres, 2005), where content and information are strictly related to advertisements. For 

this reason their influence on staging the controversy has to be studied both from the point of view 

of the substance of the controversy as well as from the point of view of the their specific 

technological dynamics. 

The concepts described above orientated my data collection and analysis. As methodology I used 

controversy mapping: a specific empirical application of the theoretical concepts of controversy 

and public. In the analysis I have identified roles from translation processes. To answer my 

normative question about the shape that speech governance should take in the future, I preferred 

to rely on consideration of power developed in the context of critical data studies. 

3.4.6 Datafication  

With the development of ICT, society has relied increasingly on technology for daily actions and 

interactions, producing a massive amount of digital social data, i.e. socio-technical phenomena 

associated with terms such as ‘Big Data’ and the ‘data deluge’ (Anderson, 2008). Digital social 
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data have become the backbone of the economic system and an opportunity for forms of social 

research produced by ‘new’ research bodies (Savage and Burrows, 2007; Law et al., 2011).  

The ‘big data deluge’ (Anderson, 2008) has been accompanied by an initial enthusiasm for the 

apparently endless potential for empirical uses of digital social data. In this regard, Chris 

Anderson’s editorial piece in Wired (2008) entitled ‘The end of theory: the data deluge makes the 

scientific method obsolete’ is exemplary. Influenced and attracted by the new frontiers in Big Data 

analytics, studies on ICTs and society from the early 2000s have generally favoured (i.e. funded) 

studies with empirical approaches with low reference to theory (Fuchs, 2017). Twitter metrics such 

as in-degree (followers) and out-degree (following) connections have been used to define 

influence/popularity (Cha et al., 2010; Kwak et al., 2010; Marwick and boyd, 2011a, 2011b; Sun 

and Ng, 2012). Twitter metrics have, for instance, been employed in studies to isolate the elements 

composing different flows of communication (see for instance, Bruns and Stieglitz, 2014; Weller 

et al., 2014). A wide production includes conducting sentiment analysis for quantities of Twitter 

data (see Thelwall, 2014) or computer-assisted content analysis to forecast events (Burnap et al., 

2014; Einspänner-Pflock et al., 2014).  

However, in academia, a more cautious position has developed alongside a more enthusiastic 

approach. Several authors have described works based on digital social data analytics as 

‘positivist’ (Fuchs, 2016; Mosco, 2015) and expressed concern about the uncritical acceptance of 

the process of ‘datafication’, i.e. the conversion of social action into online quantified data that can 

be tracked and analysed in real time (Mayer-Schoenberger and Cukier, 2013; van Dijk, 2014). The 

problem of datafication is that it completely covers all aspects of contemporary society. As 

discussed also in the literature review, scholars have explored the movement towards a progressive 

‘platformisation’ of society, i.e. the gradual movement of companies towards a form of capitalist 

economy based on extraction of value from data created within platform organisations (Andrejevic 

2011, Fuchs, 2014; Pasquale 2015; O’Neill 2016; Casilli, 2017; Srnicek, 2017). In this perspective, 

critical data studies call for research focusing on the implication of the system of production and 

allocation of resources (e.g. data and algorithms) for social life. The concept of datafication allows 

to rethink definition of power relations and adapt traditional theoretical concept such as Marx’s 

definition of exploitation and subordination (Casilli, 2017) or Foucault’s governmentality (Lupton 

2017) to a system where data generated by users create at the same time value and create collective 

meanings. In particular, critical data studies’ perspective helps theorising power in an algorithmic 
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and technological society as transversal, diffuse and yet able to influence the materiality of 

individuals up to their behaviours and bodies. 

 

3.5 ANT and critical data studies concepts in the literature 

This approach displaces the focus from the ontology of the governance of freedom of speech online 

(and on SM) towards the ways in which governance of freedom of speech online is performed, and 

‘assembled’, and thus from a theoretical enquiry about the definition of governance to analysing 

governance as the product of the association and the resources mobilised to assemble and stabilise 

the various actors involved.  

As seen in the literature, this approach fits with the theorisation of governance as emerging and 

related to moments or episodes of shocks or emblematic issues (Pohle, 2016a, 2016b; Hofmann, 

2016; Hofmann et al., 2016; Ananny and Gillespie, 2017). Considering regulation initiatives as a 

reaction to episodes that break the routine fits the ANT idea of controversies as the place where 

the social can be identified and analysed. The sociology of translation reminds us that forms of 

order are the accomplishments (rather than the origin) of associations between elements, which 

produce their positions in a controversy through competition with others to better articulate the 

problem in ways that interest others, enrol and mobilise them.  

I thus see the potential for theorising the governance of freedom of speech on SM as a controversy 

and use ANT’s concepts to point at the elements that make governance ‘visible’. What counts in 

this method is articulating the position of the various elements involved in controversies. However, 

instead of adopting an approach privileging one specific actor or event, using ANT the researcher 

approaches the actors with an initial agnosticism on the roles and hierarchies, leaving the actors 

themselves to be the ones that provide the indication of who or what does or does not matter.  

This theoretical structure draws on the literature's finding (Wagner, 2013; Balkin, 2016; Gorwa, 

2019a, 2019b, 2020) that governance is carried out by networks of actors that cross public/private, 

local/global, and formal/informal divides, mixing forms of statutory, co-regulation and self-

regulation of SM platforms and users. 

In sum, these insights from ANT lead to an understanding of governance of speech on SM in 

which, on the one hand, the ontology of digital content governance is the outcome of reaction to 

public shocks, and, on the other hand, the spokespersons for digital content governance – be they 

policy documents or public statements – are only part of the ‘actors’ making up the ordering 
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system. The translation theoretical concepts highlight the actors' argumentation techniques and the 

ways in which actors find compromises or persuade other actors, not only to collaborate for the 

same aims and interests, but also to adopt the same view of an issue (Pohle 2016a). This theoretical 

approach considers the strategic role of technology narratives and the role of media (as the 

disseminators of narratives) in the development and orientation of regulatory measures. 

The general critical approach to digital social data reminds us that digital social data – including 

content and data from social media users – is the result of associations of hybrid elements and it 

carries a specific power structure with economic and political meaning. Hence, the ways in which 

this technological artefact are described (or hidden) in the main narratives acquire a specific 

political implication. 

 

3.6 Key concepts and governance of free speech online 

Adopting ANT in the study of the controversy around social media and freedom of expression, it 

is possible to retrace actors and the issues around which they mobilise; studying how certain 

concerns and elements have been taken for granted (e.g. black-boxed) and while others have not. 

Rather than using a priori assumptions about the ontology of the phenomenon (e.g. starting from 

the assumption that a clear system of global communication governance exists), I investigate the 

processes through which a form of governance is emerging as an outcome of the associations of 

all the different elements around matters of concern.  

My interest is in the many associated and heterogeneous elements (combining scientific, political 

and economic elements) composing the actor-world/network surrounding the technical object 

‘social media’ (Callon, 1986a). These could be: private companies, users, governments, but also 

code, algorithms, specific cultural traits developed within SM as the ‘connectivity culture’ (van 

Dijck, 2013), regulations, specific forms of communication (e.g. tweets, posts, video), and 

economic system (e.g. platform society). I am interested in understanding what element is 

succeeding in the process of translation: namely enrolling and assigning specific roles to the 

different elements, playing the spokesperson of the entities they constituted. At the same time, I 

also consider the ways in which different elements obey or resist this process, refusing roles or 

trying to become the spokesperson. In order to understand who is at the centre of translation the 

study aims to identify the elements that serve as obligatory passage points, i.e. through which all 

other entities must pass and how, which strategies and problems are used by the actors to 
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‘convince’ the others to follow their vision, and the different types of displacements, e.g. 

movements of materials that stabilise the translation. I am particularly interested in understanding 

what types of actors emerge, whether they can be associated with traditional social categories or 

whether new ones can be added (i.e. technological actors and semantic elements), and what 

discursive and material strategies they put into place to succeed in the process of translation.  

 

In the first part of the empirical study, I use the ‘expedient’ of isomorphism and the ‘descriptive 

imperative’ typical of ANT to try to empirically, rather than theoretically, retrieve the different 

elements (material and semantic) that associate around an issue. In the second part, to ‘interpret’ 

the position and effort of translation I rely also on concepts ‘alien’ to ANT, such as pre-existing 

circumstances or other concepts developed in critical discourse and critical digital studies. As in 

an investigative search, the aim is to understand who benefits from framing the issue in a certain 

way. I try to critically analyse the imaginaries mobilised and, using critical digital data, focus on 

what model of society actors envisage by opening the black-box of SM and platform data 

technology. In this regard, I am interested in observing the ways in which different socio-

technological imaginaries are employed as enrolment strategies. I want to consider which 

ontological perspective and world interpretation they belong to.  

I use ANT analytical vocabulary to try to answer the research questions of this study, by focusing 

on the actors’ narratives emerging from controversial issues related to social media platforms and 

freedom of expression. Actors’ roles (e.g., OPP, mediators) and tools (e.g. inscriptions) and 

different strategies employed to create order as well as the role of ‘technological objects’ in 

facilitating or hindering the results. 

In this study, I consider two different public spaces to understand how material and semiotic 

objects are created through the associations of heterogeneous elements via practices and 

discourses. Firstly, I consider the showcase offered by Google, in its collection of websites, as a 

case study of how the public emerge on the internet. Secondly, I consider newspapers as another 

environment where the ‘public’ (as in the ‘group concerné’) and the controversy can be detected. 

Drawing from Barry (2001, 2013) I treat the two environments as technologically mediated 

examples of public spaces, also relying on Dewey’s (1927) definition of public (as in the group 

concerné) (Marres 2005). 
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3.7 Drawbacks and limitations of material semiotics 

The ANT approach comes with some limitations and criticisms. The classical criticism concerns 

the symmetrical treatment of humans and non-humans and the accusation of positivism advanced 

within Science and Technology Studies (Collins, 1981, 1985). However, as discussed in the 

overview of the theory, it is exactly because of this symmetrical treatment that ANT and material 

semiotics seem so appropriate for interpreting today’s technology.  

Other aspects are, in my view, more contentious: in particular, ANT’s generalised symmetry and 

the principle of isomorphism among elements. As there is no difference between human and non-

human elements, the difference between micro and macro elements depends only on the resilience 

of assemblies/associations (and not on intrinsic characteristics of the actors) (Callon and Latour, 

1981). The ANT preference for description, and refusal of any forms of reification (e.g. society, 

capitalism, etc.) or dichotomous categories as the explanandum for associations, can create 

limitations in the interpretation of the data. If actors are all perceived to be equal, social 

constructions and configurations, as well as ‘exogenous contingencies’ such as economic crises, 

the market, economics, organisations, management or culture may be under-evaluated (Bloomfield 

and Vurdubakis, 1999). 

ANT’s flat ontology is in contradiction to conventional social theory, and as Couldry and Hepp 

(2018) point out, it risks undervaluing capital, sense-making mechanisms, and other systemic 

characteristics. Furthermore, ANT, as non-representational theory in general, makes no effort to 

clarify how representational contents and representations become rooted in the universe (Couldry, 

2012). In Unscrewing the Big Leviathan (1981), Callon and Latour try to explain the concept of 

isomorphy of all elements, and of how micro actors become macro actors. According to these 

authors, more durable, solid materials create more stable actors. It is possible to recognise macro 

actors as they are the ones that tell others what they want, what they will be able to do in the future 

and in what order. 

In Callon and Latour’s case study, the story of the competition between the French electrical 

company Electricité de France (EDF) and the car factory Renault are presented as examples of 

macro actors in the controversy that concerned the introduction of electric cars in France in the 

1970’s. As in other writings (Callon, 1986b), the authors use the failure of the EDF programme to 

stress that the process of translation is constantly undergoing a process of resistance from other 

elements. The case is exemplary as it shows how EDF almost succeeded at translating the interests 
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of the whole system of production of cars, switching to electric cars: assigning to the CGE 

(Compagnie Generale d'Electricité) the role of developing the electric motor, and demoting 

Renault to the manufacturing of the car bodies. However, the programme failed as the 

technological elements (in particular the catalyst in the electrical engine) did not work as planned, 

and this led to the collapse of the shared ‘vision’ of the world, and the ultimate abandonment of 

the project (Callon 1986b). 

In this sense, the authors want to prove that the strength of an actor depends on the power to break 

off and bind together, rather than on the ‘sise’ of the actor, as in their example EDF which is a 

state-subsidised company competing with a ‘smaller’ competitor (i.e. Renault).  

 

In Unscrewing the Big Leviathan, the authors argue that macro actors are those that can enrol more 

durable elements and consequently can stabilise associations more easily. This entails that macro 

actors have more elements that are affected and can help the effort of translation. Going back to 

the above example, if we compare enterprises such as Renault with a startup producing cars using 

3D printing, we can identify similar elements composing the respective ‘actor-networks’: workers, 

CEO, machines (3D printer), investors, consumers, selling strategy. However, the number of single 

elements that compose the actor-network Renault is necessarily bigger, as would be their effect in 

the event of the ‘malfunctioning’ of their programme of action. An economic loss for a large 

enterprise can affect other macro actor-networks, for instance the state. A government in a 

democratic state has an interest in and responsibility for the economic performance of the whole 

actor-network state. Such economic and political consequences would not result from the closure 

of a startup (it would if there were vast numbers of start-ups or small/medium sise enterprises). 

So even though all actor-networks are made of elements (analogous to atomic particles) of the 

same sise, some actors include a high number of associations, or mobilise more resources (e.g. 

money), increasing the potential for externalities – influences beyond the original circuit of actors. 

The amount of money/economic power it can mobilise gives the actor strength also in ANT terms: 

it gives more power to break off or bind together. The ‘sise’ of an actor potentially results in its 

actions leading to ‘externalities’ (see Callon 1998). Economic power attracts more shareholders, 

potentially mobilising other actors and aligning them to the main interest: i.e. growth and survival 

of the platform. Using an ANT type of example, consider the case of Phytophthora infestans, the 

parasite that destroyed the potato crop in Ireland in the nineteenth century, killing almost half of 
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the population and leading to one of the biggest migrations from Europe to North America. Would 

it have had the same effect if the entire Irish economy was not built on English occupation and 

potato monoculture? As much as an actor-network is composed of isomorphic elements, some 

actor-networks manage to enrol more durable elements and have a larger potential to affect the 

environment. To translate other actors into their programme of action, actors have to enrol other 

actors and use resources and strategies. The more elements they can mobilise (in terms of money, 

sub-actors, etc) the bigger they become. For instance, the media can be used as a ‘platform’ to 

enrol citizens. If the actor owns the platform, and at the same time owns the technology that 

regulates the flux of information, it can mobilise a potentially enormous number of users and 

influence public opinion activating different imaginaries as strategies to problematise and enrol 

other actors. For instance, unlike ANT, Edwards (2016) recognises asymmetry of relations 

between the different elements of the system. Edwards accepts the idea of distributed agency, and 

the idea that all powers are dependent on the other actors (power-dependence), but he stresses how 

certain asymmetries imply different capacities of different actors to project their power (more in 

line with the material realist perspective and Bourdieu’s concept of pre-existing conditions). This 

connects to Callon’s idea of externalities (1998), as something that cannot be avoided. In Callon, 

every attempt at framing results in externalities and overflows. Callon (1998) uses the example of 

the chemical plant that pollutes the rivers with toxic wastes to show that actors’ boundaries are 

both a technical and a political matter. The chemical plant is made of a clear and distinguishable 

set of elements/actors; however, the boundaries are challenged and once that pollution spills to the 

rivers, since this opens the network to the involvement of other actors. Framing an actor means, in 

other words setting its boundaries; clearly distinguishing with which actors it is associated, and 

this requires investments (economic, physical and technical).  

[T]his work of cleansing, of disconnection, in short, of framing, is never over and that in 

reality it is impossible to take it to a conclusion. There are always relations which defy 

framing (Callon 1998:189).  

 

In this sense all actors (actor-network) are always contained by other networks; arrangements that 

can cross different domains (Barry, 2001). 

More in line with critical theorists, I consider SM characteristics, as their business model and the 

forms of exploitation this entails, as fundamental elements to understand the dynamics of power 
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and specific interpretations of the world (imaginaries) behind platform technology, and that 

contribute to create more equal alternatives (Fuchs, 2014; Casilli, 2017, Gregory 2017). For this 

reason critical data studies are important, since they consider the context where data are produced 

and the domination that the narrative surrounding data creates. 

 

Another criticism is that the excessive reliance on the configuration of the actor-networks to 

explain why and how some actors are more empowered, while others are disempowered, could 

seem ‘incomplete’ (McLean and Hassard, 2004; Boullier, 2018). This criticism applies particularly 

to the methodology section and I will discuss it in more detail in the next chapter. However, 

Boullier (2018) warns against the excessive reliance on the description of the structure, rather than 

on the ‘meanings’; semantic messages that create/divide associations between actors. In this 

regard, Couldry (2008) underlines that ANT does not explain how and why a certain actor has 

taken these beliefs for granted and how they have shaped the actor’s interests or what comes after 

the establishment of networks, once that order has been obtained. In particular, ANT does not say 

much about how actors’ ideas, programmes of action or ontologies are shaped by the underlying 

features of the networks in which they are situated.  

 

Some criticism concerns the interpretation of power relations but also the role of the affective 

dimension and importance given to the neglected elements (Latimer and Munro, 2006; Puig de la 

Bellacasa, 2011). In this sense, every effort of translation and mediation ‘enacts’ the separation 

with other forms of association. It is a case of matter of care, vs matter of concern. According to 

Annemarie Mol (2008) the logic of care modulates the logic of ‘rational’ choice. Matters of facts 

are always matters of concern. Some matters of concern are also matters of care. It is important 

when studying controversies to pay attention to the neglected things. In Callon’s (1986a) example 

of the scallops, it would be the fisherman's children, expecting presents for Christmas, who are not 

included in the network. Or in the case of an SUV, it is the flowers, the trees, babies that suffer 

from pollution. The choice of including or excluding certain aspects has a highly political 

consequence (who is in? who is out?) which has important effects on the direction and legitimacy 

of an ordering system. In this regard, feminist data studies scholars, such as Kate O’Riordan (2016) 

suggest beginning social enquiry by asking what is not included – opening the black-box of what 

data and data visualisation does not show.  
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3.8 Conclusion 

In this chapter I have described the theoretical framework that I use, ANT and critical data study, 

providing arguments in support of this choice. In particular, I argue that the combination of these 

two perspectives can be very interesting to orientate my investigation on the governance of 

freedom of speech on social media. The ontological and epistemological assumptions are in my 

view particularly fitting to answer the research questions and aims that I have developed through 

the literature review. In particular, theorising the governance of freedom of speech on social media 

as a controversy, I can contribute to the literature of freedom of speech governance as an emerging 

effect of public shocks, without a specific hierarchy of actors and formal decision-making process. 

The hybrid ontological conception of the social includes different types of institutional (states) and 

non-institutional actors (private companies, civil society, as well as technology) in the group of 

elements that have to be considered as the origin of regulatory initiatives. In particular, it is 

inclusive, as it refrains from focusing on a single actor or single environment, and at the same time, 

critical, since interpreting digital data and technologies as social products highlights the political 

implications of technology.  

As a result, not only exploratory but also normative research questions can be answered, for 

instance what governance initiatives related to freedom of speech on social media emerge? What 

actors are involved? What kinds of power relationships are they establishing? What are the 

dominant narratives on free expression and technology? What does all of this teach us about 

society's broader socio-technical dynamics? In the next chapter I describe the methodology I have 

used to answer these questions: controversy mapping, and how I have used it for the purposes of 

my study. 
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4 Methodology  

 

4.1 Introduction 

In the previous chapter, I argued that ANT combined with critical data studies provides a 

‘complete’ theoretical framework, suited to the findings and recommendations from the literature 

about the governance of freedom of expression online, and my research questions and aims. I 

explained how the governance of freedom of expression can be theorised as the outcome of 

regulatory initiatives prompted by socio-technical controversies surrounding social media 

platforms. I explained how this theorisation fits with the idea of governance as reaction to ‘public 

shocks’ that break the routine or pre-existing forms of decision making concerning public 

expression on social media highlighted in the literature and how this contributes to answer my 

research question about the controversial issues that have the power to mobilise different elements 

involved. I explained how ANT and critical data studies can provide an answer to my question 

about the competing narratives presented in the media, and the type of governance that is emerging 

from the interaction of all these elements. 

 

As anticipated in the presentation of the theory, ANT not only provides concepts that are useful 

for the understanding of the roles and dynamics linking different actors; it also comes with a set 

of methodological tools for the empirical collection of data about controversies. This 

methodological toolkit fits the purpose of empirical exploration of the actors and emblematic 

issues (Pohle, 2016a, 2016b) and narratives present in a controversy. It also fits the study of 

governance of freedom of speech on social media, where, as the literature has shown, the actors 

involved and their roles and means to influence outcomes are not clear or institutionalised. In the 

chapter 3 I explained the fundamental role of the media and the public of non-experts in performing 

controversies. Bearing this in mind, I explain in this chapter how I focus my data collection on 

statements about freedom of expression and social media produced by the public at large in two 

different media environments: web pages and newspapers (in the UK). I start the chapter with a 

description of my research strategy, which is a combination of inductive and deductive moments, 

and in general an interpretivist and realist approach. I present the main aspects of the methodology, 

as developed within Sciences Po (the Paris Institute of Political Studies), University of Amsterdam 
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and Warwick University. I discuss limitation of controversy mapping’s methodology, focusing in 

particular on the problem of digital bias and the role of researchers in this methodology. In the last 

part of the chapter, I explain the selection of my case study and sources for my data collection: i.e. 

websites and articles in the British press. I conclude with an overview of different steps of my data 

collection and analysis and ethical considerations.  

 

4.2 Methodology and research aims 

In order to achieve the objectives of my study, I have applied the theoretical framework of ANT 

in one of its empirical applications: controversy mapping. ANT has indeed often been described 

as a set of methodological tools, rather than purely a theory (Law, 2007). Controversy mapping 

(or issue mapping) is a methodological toolkit developed by scholars in STS and ANT studies to 

train students in the observation and description of socio-technical controversies. There is no real 

difference in the theoretical background and practical application of either one or the other, even 

though they describe slightly different things. Marres (2015) prefers to use the term ‘issue 

mapping’ rather than controversy mapping, when, in order to detect actor relations, researchers 

start with a specific topic and from there they move to detect whether there are emerging 

formations of issues. In this study I use ‘controversy mapping’ when I want to refer to the larger 

socio-technical controversy and ‘issue mapping’ when I am referring to constituent elements of 

the larger controversy.2  

 

Scholars at different universities have developed different protocols or ‘recipes’ to help make sense 

of the different elements involved in a socio-technical controversy. The mapping exercise in this 

study relies greatly on Venturini (2010, 2012, Venturini et al.,2015) and Rogers (2009, 2013a, 

 
2 The methodology for mapping social controversy developed over the years as the result of the work of an expanding 

international community of researchers, a non-exhaustive list includes the MACOSPOL (Mapping Controversies on 

Science for Politics) project at SciencesPo MediaLab and partners worked in direct contact with Bruno Latour on the 

empirical application of ANT. Scholars Nortjie Marres and Richard Rogers merged STS and ANT with political 

theories of public discourse (such as Walter Lippmann 1927 and Dewey), and applied the theory and methodology in 

research centres as the Digital Methods Initiative (University of Amsterdam), and the Public Data Lab and the Centre 

for Interdisciplinary Methodologies at the University of Warwick. 

Scholars empirically applying ANT have produced a large literature and case studies on socio-technical controversies, 

massively contributing to develop new tools for the gathering, analysis and visualisation of data. These methodological 

toolkits are the practical application of the theoretical study of controversies, respecting the imperative t0 ‘follow the 

actors’, i.e. understand their role in the staging a controversy in the public realm (Latour, 2005). 
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Rogers et al., 2015), as well as on Mathieu Jacomy and Noortje Marres’ advice on practical 

workshops3at Sciences Po, Amsterdam and Warwick University.  

In this study I followed the recommendations presented in the work Issue mapping for an ageing 

Europe by Rogers et al. (2015), where the authors use Latour’s (2005) theory to orient the exercise 

of mapping controversies. Firstly, they recommend considering actors in groups only as ‘group-

like’ formations whose boundaries have to be constantly redefined (Venturini, 2010; Rogers et al., 

2015). Secondly, they recommend focusing on what causes the ‘translation’ of interest between 

elements in a network and how some actors manage to engage others on their side to do something 

collectively (Rogers et al., 2015: 17). Thirdly, they stress the importance of mapping not only 

“human-to-human connections or object-to-object ones, but the zigzag from one to the other” 

(Rogers et al., 2015:17). The fourth instruction concerns the focus on how facts become issues (or 

in ANT terms matters of concern) in the public life (Rogers et al., 2015:17). This corresponds to 

what Callon describes as ‘problematisation’, in his example of the scallops of St Brieuc Bay (1986) 

discussed in the previous chapter. Finally, the last instruction concerns the effort that the researcher 

should make in order to give an account of actors’ different positions on the issues while trying to 

maintain as much agnosticism in the interpretation of positions, i.e. what is also called the “the 

second-degree objectivity” of the researcher (Rogers et al., 2015:17).  

 

Based on these recommendations, I have followed what Venturini calls the ‘pathway’ process for 

the practical mapping exercise (Venturini 2010, 2012, Venturini et al. 2015). Following ANT’s 

interest in tracing the flows and the movements in the network of actors, Venturini identifies five 

different steps that can be used to uncover different layers of a controversy and links between 

actors (Venturini, 2010: 265). These steps have become a sort of ‘procedure’, a standard way to 

perform controversy mapping in the context of the MédiaLab in Paris, but also in several other 

research centres, including the University of Amsterdam (the ‘pathway’ is also followed in Rogers 

et al., 2015) and Warwick. Adapting Venturini’s (2010, 2012) pathway to mapping controversies, 

in my methodology I have included three phases. The first one is an empirical detection of actors, 

 
3 Workshop “How to map issues? Mixing methods for the study of topical affairs” - September 2016 - University of 

Warwick. Workshop: 3rd FORCCAST Summer School on ‘Controversies and Conspiracies. Conceptual boundaries 

and empirical practices’ – September 2016 – Sciences Po MédiaLab Paris. Workshop: Digital Methods Summer 

School ‘Only Connect? A Critical Appraisal of Connecting Practices in the Age of Social Media’ – July 2016 – Digital 

Methods Initiative (DMI) and DATACTIVE – University of Amsterdam 
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based on the retrieval of statements, either textual or in any other form (such as slogans, phrases, 

keywords, terms, etc.) that represent examples of opposite views or controversial issues where the 

controversy takes place (step 1 in Venturini’s pathway). 

In this phase, following the theoretical background, the methodology assumes that actors involved 

in the controversy can be detected from the statements that they have left in the public sphere 

(according to the definition of ‘public’ described in the previous chapter). Also, it presumes that 

controversies are never a binary opposition between two arguments, but rather that they are 

composed by several different positions (Venturini, 2010, 2012). The identification of actors 

provides an idea of who wants to ‘animate’ to create the controversy and who is ‘left out’. It is 

thus an interesting point of departure for the study of the ‘neglected’ elements (O’Riordan, 2016). 

In the second phase I used the statements collected to identify a list of the actors who enunciated 

them. This phase included an exploration of the identity of the actors, and the eventual gathering 

in group-like formation (step 2 in Venturini’s pathway). It also included an exploration of the 

relationships of the statements with each other (either through citations as in academic 

publications, or mentions in articles or hyperlinks, etc.) (step 3 in Venturini’s pathway).One of the 

most employed and taught methods in controversy mapping is to retrieve statements using search 

engines online, using the web as a source and URLs as proxy for authors, and subsequently to 

explore the relationships between actors following the hyperlinks present in the pages (I describe 

this method in greater detail below). 

The next phase involves the exploration of narratives and what values and ideas they represent 

(phase 3) and how actors relate to them or compete against them. In this part I moved from the 

actual terms and statements to the narratives that emerged from the statements, and I analysed what 

socio-political stances they were taking (i.e. absolute or relative conception of freedom of 

expression, etc). From there I tried to observe how different groups of actors relate to the larger 

‘ideas’ behind the specific topics and how these narratives have changed through time (steps 4 and 

5 in Venturini’s pathway). In this part of the interpretation I have relied particularly on critical data 

study, demystifying the discourse of neutrality of digital data (Iliadis and Russo, 2016). 

 

This pathway for controversy mapping protocol has become quite standard in several workshops 

and trainings. However, it is not without criticism. Another researcher from Sciences Po, 

Dominique Boullier (2018) criticises the excessive reliance on the structural properties of networks 
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of actors built with hyperlinks, which do not say anything about the content of the statements. In 

particular, he criticises the shift from the identification of actors to the identification of their values 

using this pathway. Especially in the case of data from web pages, the construction of a network 

based on hyperlinks does not necessarily give information about the positions of the actors 

concerning the issue. In Boullier’s view, it is by engaging with the content, rather than looking at 

the ‘position’ of the actors, that processes of translation can be identified.  

In this study, I firstly developed a list of search terms taking into consideration the affordances of 

my research tools (a procedure described below). Using an extremely broad definition of the basic 

elements of the controversy I let the data show how this ‘issue’ is staged/framed according to 

different groups (in a sort of ‘follow the actor’ position). In order to identify the actors I analysed 

the data looking for ‘authors’ of statements on websites and newspapers. I had to use different 

ways to identify actors, according to the type of document that I was considering (i.e. web pages 

or articles from newspapers). However, in order to interpret the data in the light of sociology of 

translation I combined the elements underlined in Venturini’s pathway with the analysis of 

contents and the identification of ‘key issues’ with the power to mobilise actors, more in line with 

the focus on the ‘contents’ that circulated the most stressed in Boullier (2018).  

 

4.3 Suitability of controversy mapping for research on governance of speech 

As seen in the literature review (chapter 1), in the last years increasingly more studies on 

governance online have been adopting ontological and epistemological approaches in line with 

STS or ANT. The majority of studies converge on the definition of a plural, ‘complex’ and 

‘heterogeneous’ social space, with a tendency towards a materialistic approach able to account for 

the role of non-human entities in the ‘social’, and an interpretation of power as diffuse and 

emergent. Adopting an ANT-informed approach to the study of SM platforms, I started to 

approach my object of study (i.e. freedom of speech regulation on SM) as a controversy. Through 

this lens, my interest is to study how governance of free speech on ‘social media platforms’ moves 

from being a matter of fact or a matter of indifference to become a matter of concern, consequently 

unveiling the ‘whole machinery behind the stage’ of actors and dynamics involved in the definition 

(Latour, 2008). Bearing this in mind, I opted to follow an empirical application of the theory and 

use controversy mapping. Not only is this methodology in line with my theoretical framework 
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(both ANT and critical data studies), but it also fits well with the specific interest in the role of 

narratives about technology.  

 

In the previous chapter I explained the fundamental role of the media and the public of non-experts 

in performing controversies. Controversies are made by the group of actors that produce arguments 

about them. The engagement with the issue is only detectable from the moment that an actor 

‘publishes’ or makes public statements about the controversy. By doing so they contribute to the 

creation of a collection of statements initiating or connecting to pre-existing narratives about 

technology. Similarly, theory shows how media play the fundamental role of producing and 

reproducing (or silencing) narratives. In the study of controversy, it is essential to understand what 

is the ‘public’ and what the media say about the narratives raised by the public. I thus decided to 

use controversy mapping tools to collect the statements about freedom of expression and social 

media produced by the public engaged in two different media environments: web pages and 

newspapers (in the UK).  

 

The idea of using web pages is directly connected to the major application of controversy mapping, 

and it rests on the idea of traceability of materials online. Digital data are used to develop accounts 

of social processes (Ruppert et al., 2013), taking advantage of the ‘social traceability’ created by 

digitisation, and the masses of data created by social media platforms and search engines (Beer 

and Burrows, 2007; Marres and Gerlitz, 2016). As I describe in greater detail later in this chapter, 

controversy mapping online uses web pages to understand the position of actors engaged on a 

divisive topic. It is based on the collection of statements which can ‘show’ the values and attitudes 

of the main actors in the controversy. However, this method comes with a number of limitations, 

and in order to gain a better understanding of narratives and shocks that stimulate the reactions 

online, I integrated my observation of websites with the study of articles from British newspapers.  

The choice of using newspaper articles is based on the interest in media as a fundamental tool in 

the production of the controversy (Barry, 2001; Couldry, 2012). Newspapers do not produce 

original statements on the controversial issues, but create narratives, focusing on storylines and 

exemplary cases that become the embodiment of specific problematic issues. Moreover, 

newspapers provide a stage for the controversy and important insight on what elements are object 

of disagreement and what are taken for granted.  
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4.4 Epistemological and ontological positions  

As discussed in the previous chapters (chapter 2 and 3), the study of regulation of freedom of 

speech on social media platforms raises several ontological and epistemological questions. The 

first type of question concerns the elements that have to be considered as part of the research 

problem: who are the actors that create the governance? How do I decide which actors to include 

and to exclude? how do I avoid focusing always on the ‘usual suspects’ (i.e. big companies, states, 

etc.)? The second type of question concerns the way in which it is possible to study and understand 

this social space, given the ontological assumptions. How do I find these actors, and how can I 

understand the type of relationships and dynamics that are taking place among them? Controversy 

mapping as a method is an attempt to create a procedure to answer these questions. 

 

As noted in the literature review and theory (chapters 2 and 3), material semiotics’ ontological 

perspective involves a suspension of the traditional theoretical dichotomies such as subject/object, 

or agent/structure, as it prefers to focus on the process through which entities acquire attributes 

and agency as the effect of semiotic and material associations among the elements. Similarly, 

critical data studies recognise the social constructedness and the materiality of data (called socio-

technical assemblages). According to the theoretical framework, the actors that compose a 

controversy are the ones that have taken a position or are interested by a matter of concern; in other 

words, only those that are actively involved in shaping the issue, the so-called ‘group concerné’. 

They do not represent the public in general or a form of rational public debate as in the 

‘Habermasian sense’ (Habermas, 1989), but in the sense understood by Dewey (1927), for whom 

every issue assembles a specific public which is made up of the network of actors involved through 

negative externalities (Dewey, 1927).  

 

It is difficult to define controversy mapping and the material semiotics approach in terms of 

traditional categories of research design. Muniesa (2015) defines ANT as a distinctively 

materialist, radically constructivist approach to social theory and to empirical research. This is 

because the whole theoretical and methodological framework is based on the concept of a hybrid 

social system, and as such it is interested in the materiality (i.e. realist approach) as much as the 

symbolic, semiotic elements (i.e. constructivist approach) of both objects and language.  
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With regard to the specific method, controversy mapping, it is in one sense an inductive method, 

since authors in ANT stress the importance of refraining from imposing the researcher’s view on 

the issue (as in the second-degree objectivity mentioned above); rather, they invite the researcher 

to discover processes of translations by following the actors, and recognising issues as defined by 

the actors themselves. Considering traditional techniques of social research, controversy mapping 

resembles (digital) ethnography and ethnomethodology in certain respects, as it requires the 

researcher to ‘follow’ the actors and observe the meanings and relationships that develop within 

the community or situation they are researching. An inductive approach fits the object of this study, 

as it adapts to the lack of a clear structure of reference of social actors in the context of content 

regulation. In this context, and in the light of the gaps in research highlighted in the literature, an 

empirical observation of actors appears to be the most ‘reliable’ form for identifying the group of 

statements and elements involved in the governance initiatives.  

ANT is open to mixing quantitative and qualitative research methods in the process of data 

collection and analysis, as it recognises the existence of a material aspect of reality, objects which 

can be ‘quantified’. At the same time, in all these studies quantitative data are always interpreted 

from the ‘qualitative’ point of view, as is often the case for networks of actors reconstructed via 

controversy mapping (see Jacomy et al., 2016; Boullier, 2018; Ooghe-Tabanou et al., 2018). All 

forms of quantification of data are aimed at representing the different perspectives/points of view 

that are included in the process of translation, in the possible venues/arenas/spheres where the 

issue is brought to life (Venturini, 2012). This might lead to an overrepresentation of 

minorities/extreme positions so that focusing only on ‘directly’ involved actors means some 

elements are necessarily neglected. 

As I introduced in the description of the theoretical framework, in this study I intend to interpret 

the results in the light of concepts developed within sociology of translation, as well as within the 

approach of critical data studies. In the interpretation part, I will then switch to a more deductive 

approach, where I will discuss the implications of the findings emerging from the inductive 

exercise, in the light of theoretical concepts described in the literature review and theoretical 

chapter (such as datafication and algorithmic governance).  
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4.5 Data collection tools and reason for use  

As mentioned above, the main sources of data for this study are written statements – inscriptions 

– left by actors involved in the discussion of controversial aspects of freedom of expression and 

social media (in the years 2015–2018). In order to collect this type of data I relied on digital tools 

of data collection (for the collection of statements from web pages), and archives for articles. Of 

these different types of data collection, digital tools in particular have been the object of scholarly 

debates. 

4.5.1 Digital tools for collection of statements 

In controversy mapping, digital tools are particularly appreciated by scholars as instruments to 

identify the relations between key actors active in a controversy. As much as ANT has found a 

practical application in controversy mapping (Venturini, 2010, 2012), controversy mapping has in 

some way found a ‘spontaneous’ application in digital methods/tools of data collection (Rogers, 

2009; Rogers et al., 2015). 

Using digital methods in intersection with mapping theories is currently of relevance as the 

web and the ubiquity of digital technologies are affecting how a social issue is 

communicated, and staged (Rogers et al., 2015:29).  

 

Digital data are often organised and arranged in ways that make it ideal for controversy study, such 

as using network and textual analysis and visualisation to track the evolution of controversies 

across many platforms and over time (Marres, 2015). The concept of online groundedness states 

that traces of the social can be found in the form of content and metadata, relationships and 

interactions, as well as links, shared vocabularies and keywords (Rogers et al., 2015:24, 44). On 

this basis, digital data are used to develop accounts of social processes (Ruppert et al., 2013), 

taking advantage of the ‘social traceability’ created by digitisation, and the masses of data created 

by social media platforms and search engines (Beer and Burrows, 2007; Marres and Gerlitz, 2016).  

 

In recent years, a large number of digital tools for data analysis and visualisation have been 

developed, either by repurposing tools originally created by tech companies for research aims (e.g. 

the use of search engines as tools to mine the internet as an archive), or creating new ‘custom-

made’ tools or what Rogers (2009) calls digital native methods, i.e. developing new tools 
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specifically tailored to the needs of researchers. A quick look at several research centres’ websites 

reveals an increasing variety of both types of tools. In Paris, the MédiaLab has tools for the analysis 

of academic references links (i.e. scientometrics), for the construction of hyperlink networks (i.e. 

Gephi and Hyphe), and for the semantic analysis of texts (a tool called ANT). The Digital Media 

Initiative (DMI) in Amsterdam has developed tools for the scraping of websites (i.e. Google 

Scraper), the construction of networks based on hyperlinks (i.e. Issue crawler), the gathering of 

data from Twitter (i.e. T-CAT), and many more. Many of these materials are open access and 

available in the repository of the websites of these projects.4 

Marres and Rogers (2005) have developed a method to delineate controversies about techno-

scientific issues on the Web, following hyperlinks among pages dealing with a given issue. They 

use the term ‘issue-network’ to describe a heterogeneous set of entities (actors, documents, 

slogans, imagery) that have configured into a hyperlink network around a common problematic, 

summarised in a set of keywords. Issue-networks are not public debate, but as in Dewey (1927) 

are networks of actors assembled around an issue. The research interest is thus how these networks 

involve affected actors in the articulation of the issue, if the issue-definitions capture the ways in 

which actors perceive the controversy, and lastly whether the articulation of the issue, and the 

organisation of a public in the issue-network, contribute to the issue being addressed (Marres and 

Rogers, 2005). 

In this study, drawing from Marres and Rogers (2005) as well as Jacomy et al. (2016) I delineate 

the controversy around techno-scientific issues using the Web as one of the main sources, 

following hyperlinks among pages mentioning the issues relating to freedom of expression and 

social media platforms. Among all the tools for mapping controversies online I employed a tool 

for the gathering of data from search engines called Google Scraper and a tool to expand the 

original list of URLs called Hyphe.  

• The Search Engine Scraper (former Google Scraper) was developed by the Digital Methods 

Initiative laboratory at the University of Amsterdam. The Search Engine Scraper searches 

 
4 http://blogs.cim.warwick.ac.uk/issuemapping/ 

http://mappingonlinepublics.net/resources/ 

https://wiki.digitalmethods.net/Dmi/DmiAbout 

http://densitydesign.org/course_projects/climate-change-controversy-report/ 

www.mappingcontroversies.net/Home/PlatformOverview 

https://www.digitalmethods.net/Dmi/ThingsInternetResearchersShouldKnowAboutGoogle 

https://www.digitalmethods.net/Dmi/DmiProtocols#Issue_Networks 

http://blogs.cim.warwick.ac.uk/issuemapping/
http://mappingonlinepublics.net/resources/
https://wiki.digitalmethods.net/Dmi/DmiAbout
http://densitydesign.org/course_projects/climate-change-controversy-report/
http://www.mappingcontroversies.net/Home/PlatformOverview
https://www.digitalmethods.net/Dmi/ThingsInternetResearchersShouldKnowAboutGoogle
https://www.digitalmethods.net/Dmi/DmiProtocols#Issue_Networks
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data with a particular search query and outputs a list of the results retrieved by the search 

engine. When I did the first data collection the scraper was only available for Google. 

Today, researchers can select which search engine to scrape, allowing them to compare the 

results returned by different engines with the same query. 

• Hyphe is a crawler which reconstructs direct and indirect relationships among web pages, 

following links between URLs and adding new URLs to the original list. In this study, the 

crawl was done starting from the list of URLs that I had collected using the list of keywords 

in Google, and setting the crawl at ‘depth 1’. This means that the crawler gathers hyperlinks 

to web pages and documents only connected directly to my original list. Eventual indirect 

connections might appear, but only if they are the combination of direct links between two 

of the original URLs. This crawler retrieves two levels of connections. The first one is at 

the level of relationships between domain names (e.g. the website that can be considered 

the origin of the URLs collected). The second is at the level of specific URLs or pages, 

which means that it retrieves only the connections with the specific pages (e.g. documents) 

that were collected with the queries. If the first level can show the relative positioning of 

large actors in the internet environment, the second one is useful to give an idea of how a 

specific discourse/issue is articulated online, and is the modality usually employed for 

issue-networks, as in Marres and Rogers (2004). For newspaper articles I used the 

LexisNexis repository (available through Cardiff University library).   

In the empirical chapters I describe in greater detail the construction of the sample of the 

documents collected (i.e. the corpus). 

4.5.2 Implications of using digital tools for data collection 

Of all the tools for data collection that I have used, digital tools for data collection are the most 

debated and the ones that present most complications. As discussed in the theoretical chapter 

(chapter 3), scholars generally recognise the validity and the interest in using digital social data; 

nevertheless, there is growing awareness of problems and bias created by the ‘overreliance’ on 

digital networked data and methods (Marres, 2017:311). Scholars have long discussed how digital 

social data can contribute positively to traditional research and what the main limitations are (boyd 

and Crawford, 2012; Edwards et al. 2013; Housley et al. 2014; Tufekci, 2014).  
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Concerning the use of digital tools for social research, some issues particularly attract the attention 

of sociologists. These are issues related to the ontology of digital social data and biases linked to 

the use of digital research tools and the epistemological bias that derives from these biases. 

Sociologists are aware that every tool we use in research, as well as our own presence as 

researchers, is de facto contributing to define the ‘object’ of our own study. However, the problem 

concerning the ontology of data in the digital space adds new layers of complexity. Mapping social 

dynamics using digital data requires specific tools whose own features need to be considered.  

 

In the current situation of the internet, the only way for research tools to access digital data is by 

gaining access through interfaces provided by commercial companies. Whether it involves 

scraping web pages via search engines, or collecting SM platforms’ data through public API, the 

main points of access to digital social data are controlled by ICT companies. As discussed in the 

chapter 3, scholars in the social sciences have been concerned by the ways in which digitisation 

and private companies producing digital social data are changing traditional social research 

(Savage and Burrows, 2007). Commercial data collection and research become increasingly 

entangled, and dependent on influencing norms and values relevant to scientific knowledge 

production (Richterich, 2018b).  

In the case of controversy mapping, the problem is even deeper: the digital is one of the domains 

where controversy and public participation takes place. SM platforms and websites are media 

technologies: in so far as they are based on the public, but at the same time build the public 

(Gillespie, 2010). The bias associated with digital data collection methods is at risk of weakening 

controversy research because it makes it difficult to understand whether we are observing the 

controversies or rather the digital environments that make them observable (Venturini and Guido, 

2012). Researchers have to deal with the results of the ever-evolving algorithms developed by 

private companies, such as Google’s web search, as well as the algorithms behind the functioning 

of social media platforms.   

 

It seems that scholars have progressively abandoned the idea of minimising the effect of tools 

(Madsen, 2012), moving instead towards an affirmative approach, able to highlight the role of 

digital devices in the dynamics of social, political and public life as organisers of relevant socio-

technical formations (Gillespie 2010).  
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[I]n relation to digital devices, then, we need to get our hands dirty and explore their 

affordances (Ruppert et al., 2013:32).  

 

In recognition of the embeddedness of the digital in every aspect of the social world, it is 

impossible to use digital tools without reflexively considering how:  

[D]igital devices themselves are materially implicated in the production and performance 

of contemporary social life (Ruppert et al., 2013:22).  

 

Some authors suggest that researchers learn from the tools and repurpose methods in order to 

‘exploit’ the specificity of the medium on which they depend (Rogers et al., 2015). Others, like 

Marres, argue in favour of adopting an empirical approach, i.e. including the role of technology in 

the definition of the object of study (Marres, 2015). The empirical approach requires one to 

consider the devices and the technologies that produce the data as part of the inquiry itself. Treating 

the ‘ambiguity of online issue formations as a topic of critical inquiry’(Marres, 2015:673) means 

accepting the inherent ambiguity of the empirical object of research, and that every issue is formed 

by both substantive and technological dynamics. ‘Substantive’ dynamics are the ones related to 

substantial aspects of the controversy (e.g. conflicts around the definition of freedom of expression 

or responsibilities of actors), while technological dynamics are the ones related to the media and 

technological environments where the topic is debated (e.g. web pages, SM platforms or 

newspapers, television) (see Marres, 2015). This means including in the study a critical assessment 

of how digital affordances (e.g. social media metrics, retweets, likes, hashtag and any other 

measure of ‘trend’, as well as the structure of a web page and its hyperlinks, and the ranking 

algorithm behind any search engine) have an influence on shaping the issues (Graves and 

Anderson, 2020). Taking the structural aspect into account, Marres is optimistic about the capacity 

of researchers to disentangle, and rebalance, the power of machines and algorithms. Rather than 

dismissing digital methods, she promotes a constant reconfiguration of the research, i.e. based on 

openness and the flexibility to discuss either of the aspects, depending on the highlights from the 

data. For this study I adopted an affirmative approach by critically inquiring how Google’s search 

engine works, from the selection of keywords to the ranking orders of the web pages. Below I 

describe the process I followed to select the keywords to use as starting points for my queries on 

Google, and the considerations about Google’s ranking algorithm. 
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4.5 3 Keyword selection 

Studies often report that their initial query is based on a list of keywords or URLs compiled by 

experts or defined through search engines (Rogers, 2013b; Marres, 2015; Gray, 2017), even though 

the process that led to the selection of keywords is not discussed in detail. This initial step can 

open criticisms on the account of the controversy as an artefact of the arbitrary concepts you have 

used. However, scholars in controversy mapping have considered possible procedures to answer 

this criticism. According to Rogers and Zelman (2002), search engines were not considered the 

best starting point for selection, since “The top ten returns may not lead directly to an issue 

network” (Rogers and Zelman, 2002:15). However, in a more recent study, Rogers et al. (2015) 

did rely on search engine queries to create a map of ageing in Europe, using broad terms of research 

in the local version of Google. In the study they analysed the results (i.e. a list of websites URLs) 

accepting the local version of Google ranking as ordering factor and they explored the websites 

and collected the issues that were derived via qualitative inspection (Rogers et al., 2015:106). 

 

In line with the scholars’ recommendation to adopt an empirical and reflexive approach to the use 

of digital tools (Rupert et al., 2013; Marres, 2015), in this study I have considered the role of the 

medium in the staging of the controversy. For the collection of data from websites, I verified the 

ways in which the issue was defined in Google.co.uk, using Google’s trend vocabulary. The aim 

was to determine the terminology used to describe the main ‘concepts’ composing the issue. Since 

in controversy mapping it is necessary to make sure that the keywords used will make it possible 

to find who is actively ‘talking’ or producing ‘traces’ (Latour, 2005b) about the issue in that 

specific sphere of public, and what are the different framings that are adopted to create (or 

minimise) the issue.  

The output was a list of synonyms and related concepts for ‘social media’ and ‘freedom of 

expression’ to use for the query in the search engines: ‘Freedom of speech’ OR ‘freedom of 

expression’ AND ‘social media’ OR ‘social network*’ OR ‘social media site*’ OR ‘social media 

platform*’ OR ‘business social media’ OR ‘new social media’ OR ‘social media content’ OR 

‘social media governance’.  

I acknowledge that in this way I have a ‘skewed’ list of results, or anyway that the list already 

frames the issue in a specific way: i.e. as connected to freedom of expression. However, I justified 

this selection on the basis that in this way I was able to reduce the number of results to the ones 
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more related to the object of my study without imposing a framework too strict. By using the same 

keywords at different points in time I was able to monitor the variation in the amount of results 

and evaluate whether to introduce changes in the list to make closer to the voices of the actors (e.g. 

an eventual reduction would have signalled a change in the controversy and the necessity to change 

group of words).  

4.5.4 Google’s ranking algorithm  

Another consideration concerns the influence of the ranking principle in search engines. In this 

regard, it is an assumption of the methodology that the Web decides upon relevance i.e., “that ‘the 

Web’, one way or the other, is the judge” (Rogers and Zelman, 2002:11). Researchers can exert a 

minimal control by selecting to use structured or unstructured queries. An unstructured query is 

open ended, and it is adapted to situations when researchers do not know exactly what they are 

after. In this type of search, researchers rely completely on Google and the PageRank algorithm’s 

ability to provide significant results, as PageRank will present first in the list those sites which 

received the most links from the most influential sites or reputable sources. In a structured search, 

researchers are interested in specific terms and for this reason they are queried using ‘quotation 

marks’, instructing Google to return only sources which use those specific terms. In this way, 

‘equivalent’ terms are excluded from the results. The list of web pages was ordered by Google 

based on relevance. The DMI research centre in Amsterdam suggests to use the SEO consultancy 

MOZ to keep track of the changes algorithm (which can happen as much as 500-600 times per 

year). While the bulk of these improvements are small, others are notable in terms of their effects 

on research (from the DMI website).  

 

While building the corpus I came across another important limitation of performing controversy 

mapping using web pages as data source: i.e. the internet does not work well as an archive of 

events that happened in the past. URLs and web pages can be updated several times and change 

their content (Rogers talks about “unstable media” and “ephemerality of content”; 2015:31). In 

order to get a coherent set of web pages linked to the controversy, I had to perform different data 

collections from December 2015, checking their publication and update dates. For the final corpus, 

I only kept the URLs lists collected in December 2015 and 2016, September 2017, and April 2018 

(last data collection) as they cover the largest time span in the most ‘regular’ way (see Table 5.1 
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in chapter 5). During the development of the analysis, I had to check the availability of the web 

pages, and exclude the ones that are no longer available (not even as archived form in the internet 

Wayback machine5) from the analysis. Moreover, search engines only retrieve ‘public’ pages; i.e. 

they do not permit access to materials which are beyond a paywall (such as the full text of journal 

articles, or materials protected with passwords such as social media posts protected with privacy 

settings). 

 

Adopting an empirical approach and taking into consideration the affordances of digital tools (such 

as the influence of keywords and ranking algorithms in the final output of search engines) does 

not solve another issue related to the use of digital tools for data collection. This relates more to 

the issues presented in Savage and Burrows in the “Coming crisis of empirical sociology” (2007), 

and the realisation that all data collected from the digital are created in a system, where private 

companies are competing with academia for the creation of validated knowledge of and expertise 

about the social. In practical terms, it is impossible to collect data from the internet which have not 

been created and shaped with the purpose of commercial companies. As discussed in the following 

chapters, the structure of web pages is clustered with commercial links for advertisements. This is 

even more true in the case of social media platforms’ infrastructures, where the visible content and 

associated metrics are the result of commercial profiling. Rather than giving us an idea of society, 

content and the data of users describe to us, the system through which the companies survive, and 

the metrics and content available should be subject to a critical approach both in terms of reliability 

and more generally as a product of a system of exploitation (see Poletti and Gray, 2019). 

 

In the study, I checked which categories of actors occupy higher positions in the different data 

collection (using the ID assigned by the crawler to each URL at the moment of the data collection). 

In general, web pages from civil society and NGOs, as well as academia and think tanks, appear 

among the highest positions in the ranking presented by Google.co.uk. In Figure 4.1, in the first 

100 results presented from Google, academia and NGOs (yellow and red bars) account for the 

majority of results and the news media (blue) are the largest category in terms of number of 

records. However, when checking the proportion of actors, news media come in a lower position 

 
5 The Internet Archive, a nonprofit library located in San Francisco, created the Wayback Machine as a digital archive 

of the World Wide Web. 
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in the relevance ranking presented in Google; i.e. news media produce many pages but they appear 

lower in the results presented by Google.  

 

Figure 4. 1 - top 100 results from Google’s ranking algorithm 

Results presented grouped by different groups  

 

Also, in the light of all the limitations presented above, I felt the need to integrate the data collected 

from the websites with a second source. In the light of the literature, I focused on other media, 

since they occupy a special place in controversies as they are the tool through which certain actors’ 

narratives become more visible and established than others (Barry, 2001; Couldry, 2012). I decided 

to integrate the results from web pages with the analysis of statements collected from newspapers 

in the UK using an archive available to Cardiff University: LexisNexis. Performing controversy 

mapping using newspapers is a chance to study how ideas about freedom of expression and social 

media are distributed. Moreover, newspapers do not suffer the ‘ephemerality’ of web pages, and 

work very well as an archive. This means that as a data source they can provide the extra support 

of data which can be verified again in the future when web pages might not always be available.  

 

4.7 Sources of data collection  

Controversy mapping is extremely time-consuming. Potentially a mapping exercise could develop 

over years (Venturini, 2010, 2012). However, it is acknowledged that researchers have boundaries 
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given by time and resources that can be used to limit the width of the mapping exercise (Venturini, 

2010, 2012). Some studies (see Rogers et al., 2015) limited the study to a specific time frame, 

established by the use of Google Insights, a tool that displays the lifespan of a topic in the online 

sphere. In this study, I set boundaries to the collection of data by focusing on the cases of the UK, 

in the period January 2015 to April 2018 (date of last collection). The choice of the timeframe is 

linked to the length of the PhD programme. 

The choice of focusing on the UK as geographical unit of analysis is motivated by the fact that the 

UK has been one of the European countries most active in the debate about roles and responsibility 

of SM platforms. It is a longstanding democracy, whose particular history renders it a sort of 

‘bridge’ between continental European approaches and US positions. Moreover, English is one of 

the most employed languages for the production of documents online. 

In order to understand where the controversy takes place and include as many actors as possible, 

the study considers two different spaces, internet public, and traditional media and as sources of 

data Google.co.uk, and UK national newspapers. 

Google is the most used search engine in the world. Over 90% of internet searches in the UK take 

place through this medium (BBC, 2013). However, as big as Google has become, using it as the 

only source to describe a controversy would pose several problems. As stated by Venturini: 

approaching the digital realm must be done carefully, for (1) search engines are not the 

web; (2) The web is not the Internet; (3) the Internet is not the digital; (4) the digital is not 

the world (Venturini, 2012, p. 803).  

 

In particular, as seen above, even controlling for the keywords, and taking into account algorithmic 

ranking, some limitations remain as web pages are subject to frequent updates and do not work as 

archives, and search engines do not retrieve materials which are beyond paywall, or that require 

passwords. The idea of combining web pages with statements from newspapers represents also the 

choice to mitigate the risk of neglecting elements implicit in the bias of digital tools. In line with 

the empirical approach proposed by Marres and in recognition of the technological dynamics of 

media that might influence the shape of the controversy, I have considered the influence of 

technological dynamics (Marres, 2005) also in the analysis of data.  

 



 

 84 

4.8 Data analysis tools and justification  

As highlighted in the literature review and theory (chapters 2 and 3), in this study, I am trying to 

contribute to the knowledge on processes of governance of speech online without focusing on a 

specific actor or decision-making arena. For this reason, I have adopted an 'inductive' approach, 

using a theory, ANT, that can embrace simultaneously many actors of different kinds. My 

methodological approach was developed in the same direction and adopted controversy mapping 

to identify the actors. Rather than testing hypotheses concerning the main actors or issues 

composing the controversy, I let the actors emerge from the observation of publications on the 

controversy 'largely' defined online and in newspapers. I observed the actors' agendas and alliances 

through their documentary productions available online (websites) and the description given by 

the public press (in this specific case, UK newspapers). I adopted forms of discourse and content 

analysis to identify features that could describe the different elements of sociology of translation. 

To study the interessement and problematisation phases (i.e. identification of the main issues 

mobilising the public), I performed a qualitative and quantitative analysis of texts from a sample 

of the web pages and newspapers articles collected.  

 

4.8.1 Qualitative content and discourse analysis 

As explained in the literature review and the theoretical chapters (chapters 2 and 3), in this study, 

I am interested in how governance of speech emerges as a reaction to public shocks (Ananny and 

Gillespie, 2016) where publics made of experts and non-experts discuss existing forms of order. I 

have also argued that these types of situations can be studied through the lens of sociology of 

translation and that other studies have adopted a similar methodology and merged it with discourse 

analysis (Pohle, 2016a, 2016b). As underlined in the section on theory (chapter 3), the terminology 

and several aspects of controversy mapping and the translation process are indebted to narratives 

theory (Greimas 1971; Latour 2005b) and narrative tools of analysis. Controversy mapping is a 

way to detect stories, actors, narratives, settings and the culmination of a story.  

Drawing on Pohle's work described in the previous chapter (2016a, 2016b), I have found helpful 

the use of two concepts from discourse analysis applied to policy documents: exemplary cases and 

storylines. As a way to orient the analysis, I relied on the indications left by Pohle (2016a, 2016b) 

on her interpretation of the process of translation taking place within the deliberations within the 
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UN Working Group on Enhanced Cooperation (WGEC). Pohle identifies translation processes 

where a specific discourse coalition becomes dominant by persuading key players to follow its 

worldview or version of the narrative about the issue. To orient the analysis and identify successful 

translation processes, I looked for situations in which one narrative about speech and technology 

developed within a specific group begins to be adopted by a plurality of other actors. 

Similarly, to identify mediators and intermediaries, and in the light of the literature interest for 

public shocks, I followed Pohle's approach and looked for 'emblematic issues' and 'storylines' 

(2016a, 2016b). Emblematic issues are cases used to simplify complex issues, becoming symbolic 

for understanding the problem. On the other hand, storylines are stories that are used to summarise 

complex narratives and assist the actors in conveying facts and data. Actors are encouraged to 

share opinions and create suggestions when exploring iconic topics and storylines, preferably 

addressing the issues in their entirety Pohle (2016a, 2016b). They can be used to summarise the 

main controversial elements that constitute the public shocks (Ananny and Gillespie, 2016) and 

can also be intended as a signal that some aspects of the routine management of freedom of speech 

have started to become 'matters of concern'.  

Using the tools for analysis developed within narrative discourse analysis and Pohle's work, I built 

my initial analysis on two questions: is there an entity, problem, event, series of episodes that are 

taken as an example of a more significant issue by a group of actors? What aspects are they 

summarising?  

Following these two questions, I developed a code, which included the identification of: 

1) Emblematic episodes or stories that are recurring across the texts 

2) The type of issues they summarise 

3) The type of narrative (worldview) of freedom of expression which is intended 

4) The type of narrative (worldview) of technology that is intended 

5) The type of narrative (worldview) of governance that is intended  

6) To what type of regulation initiatives do they relate? 

 

To identify recurring episodes and stories, I relied on qualitative analysis of the texts and 

quantitative (computational) tools for text analysis, such as the Cortext Platform.  

I did not use specific tools for the qualitative analysis of texts. I started initially using Nvivo 11, 

but the incompatibility between different software versions made me drop the choice. So instead, 
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I created a dataset with all my texts in excel, which I found comfortable enough, given the 

possibility to add codes to the texts adding columns and colours. 

 

4.8.2 Computational tools for text analysis 

The field of corpus linguistics has developed several applications to analyze a large amount of 

textual data and summarise information. Several studies have used these tools in recent years, 

mainly term extraction and topic analysis with Latent Dirichlet Allocation (LDA) to analyze 

documents. For example, Farrel (2015) used a type of LDA to study how political and financial 

actors influence ideological polarization in the climate change debate. In his work, Farrel argues 

that LDA provides a credible content analysis of extensive text collections that would be too 

complicated to analyze manually and that, even if unsupervised, LDA can outperform human 

coders on analysis of documents. Similarly, Dobša et al. (2020) analyzed texts from Web of 

Science using the LDA extraction of topics, provided a valid alternative to pre-determined 

categories, and was able to identify interdisciplinary fields directly from the textual content of 

paper titles, abstracts, or keywords.  

The methods are still quite debated, and the level of performance can vary, especially depending 

on the size of the corpus, the length of the documents and the language used. These methods tend 

to work better on longer documents and large English texts (Seemab Latif et al., 2021). However, 

scholars are developing tools for the analysis of shorter documents as well as for less commonly 

spoken languages (Seemab Latif et al., 2021). 

Drawing on these and other similar studies, I chose to use this type of tool to help me cope with a 

large amount of text (for a single coder) and as an alternative with which to compare my qualitative 

coding. Cortext is one of these tools. It is a project launched and sustained by IFRIS and INRA 

(Cortext website, 2021) and its web application provides open-access tools for the computational 

analysis of texts, such as word frequencies, topic analysis (for instance, using the LDA system), 

as well as semantic network mapping of documents and temporal analysis (called ‘demographic 

analysis’) (Cortext documentation, 2021a).  
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Terms extraction 

Cortext provides a term extraction tool based on Natural Language Processing (NLP) to identify 

the frequency and relevance of simple terms and multi-terms. In the study, I used measures of TF-

IDF and co-occurrence measures. These measures can provide an overview of the relevant terms 

by considering the totality of articles in the corpus. They calculate the average frequency of terms 

in documents and correct the results based on the likelihood of very frequent terms appearing 

several times in the same content. In the study, I calculated the frequency of terms at the document 

level, as I was interested in observing the term frequencies computed according to the number of 

different documents in which they appear. The other option would have been to calculate the 

frequency at sentence level (which would be the default choice) which considers repetitions of a 

term across sentences within a document (Cortext documentation, 2021b). I used the Cortext terms 

extraction tool to list the 300 most relevant terms in the corpus of newspaper articles and websites 

(i.e., based on quantitative techniques for weighting terms in documents TF-IDF). To begin with, 

I extracted a list of the 1,000 most relevant terms. However, I realised that excessive granularity 

invalidates the purpose of isolating the actors since it introduces too many items (e.g., terms that 

do not have much meaning). For this reason, I chose to focus on a shorter list (i.e., the 300 most 

relevant words). 

 

Topic modelling 

Cortext topic modelling produces a topic representation of a corpus's textual field using the LDA 

model. LDA is an unsupervised generative probabilistic method for extracting topics from a corpus 

of documents. It assesses the co-occurrence patterns of terms within individual texts and 

throughout the entire corpus, assuming that each document can be represented as a probabilistic 

distribution over latent topics (Blei et al., 2003). 

Identification of number of topics: Conventionally in LDA, the variable referring to the number of 

topics is called k. However, k is not necessarily pre-programmed into the system, and can arise 

from the patterns underlying a set of texts (i.e., leaving the algorithm ‘unsupervised’). The optimal 

value of k indicates a number of topics able to be semantically interpretable (i.e., coherent) rather 

than artefacts of the statistical inference not interpretable by humans (Sievert and Shirley, 2014). 
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An insufficient number of topics could render an LDA model too coarse to identify accurate 

classifiers. On the other hand, an excessive number of topics could result in an overly complex 

model, making interpretation and subjective validation difficult (Zhao et al., 2015). 

Scholarship is divided on how to select the value of k (i.e., the optimal number of topics in a 

model). Different ‘versions’ of LDA have developed calculations to identify coherence or classify 

the accuracy of topics. They often create systems to attribute scores based on the degree of 

semantic similarity between words (see Arun et al., 2010; Newman et al., 2010; Taddy, 2011; 

Bischof and Airoldi, 2012, cited in Sievert and Shirley, 2014; Zhao et al., 2015). However, no 

method has prevailed (see Zhao et al., 2015). The most commonly employed rule to identify k still 

relies on some form of iterative approach (i.e., trial and error) and the use of human rankings as 

the gold standard for coherence evaluation. 

In Cortext, the tool for topic analysis adopts Sievert and Shirley’s (2014) interpretation of LDA 

and visualization, called Davis. In LDAvis, the device identifies the k number of topics in an 

unsupervised way. It bases its optimization on the score of relevance for each topic, calculated as 

a weighted average of the logarithms of a term's probability and its lift (i.e., the ratio of a term's 

probability within a topic to its marginal probability across the corpus). The authors explain that 

the weight is grounded empirically on a user study involving 13,695 documents and 29 human 

coders (Sievert and Shirley, 2014). The result is a script set to optimise the number of topics (i.e., 

the default setting in Cortext is 0 for automatic search, min. 10 max. 40 – see Appendix p.21-A 

for the full parameter lists).  

By letting the script be ‘unsupervised’ (i.e., typing 0), the optimal number of topics is identified 

using the method described above, optimizing over the number of topics produced by the model 

with the highest topic coherence possible (Cortext documentation, 2021). 

The system reports the overview of different coherence scores attributed to various topics (see 

Figure 4.2). I used this output to study and compare the differences in the coherence score produced 

by changing the settings versus adopting the unsupervised script. I was able to assess that the 

unsupervised script returned the highest coherence scores. However, high coherence scores do not 

say much about the ‘meaning’ of the topics. For instance, a high coherence score would still be 

enough if the topic identified is not ‘understandable’ to a human reader. Moreover, relying only 

on scores might risk falling into the ‘black box’ situation where the researcher can only ‘accept or 

reject’ the machine's decision.  
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For this reason, I found LDAvis particularly suitable for social research. On top of the calculation 

of coherence score, LDAvis provides a visual interface that allows the researcher to interactively 

explore the list of terms included in the topics and the relationships between terms, topics and the 

corpus of documents. In this way, it is possible to visually see whether and how particular terms 

appear in more than one topic and how they compare to the distribution of terms in the whole 

corpus (Sievert and Shirley, 2014). 

 

Figure 4. 2 - Coherence score output produced for newspaper topic analysis in LDAvis, Cortext. 

This graph shows that 10 topics have the highest coherence score, and it is considered the 

‘optimal’ number of topics. 

 

The typical visualization (shown in Figure 4.3) consists of two panels. Panel A on the left provides 

a global perspective of the topics. In this panel, the areas shown in the circles are proportional to 
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the relative prevalence of the topics in the corpus, and the distance between circles reflects the 

inter-topic differences.  

Panel A      Panel B 

 
Figure 4. 3 LDAvis output. Visual exploration of relationship between terms-topics-corpus 

In Panel A the topics identified by the system are visible. In Panel B, it is possible to explore the 

most relevant terms associated with the topics. The red bar indicates their prevalence within the 

topic, while the blue bar indicates their overall presence in the corpus. 

 

Panel B on the right shows how the terms are distributed over topics and across the corpus. The 

terms are ranked from the most to the least relevant (i.e., probable terms) within the topic, 

represented by the red bars. The red bars are stacked on blue bars, representing the total distribution 

of that specific term in the corpus. This lets the user verify how the terms composing the topics  

relate to the corpus and other topics.  
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Panel A      Panel B 

 

Figure 4. 4 LDAvis output. Visual exploration of relationship between terms-topics-corpus.   

 

Figure 4.4 shows how selecting a term (in this case, 'charlie') in Panel B, the system automatically 

highlights all the topics that include that term in Panel A. In this way it is easier to assess whether 

the topic identified computationally actually have coherence and value, by exploring the terms in 

a context understandable to the human eye. 

As a further method to explore the composition of topics, Cortext output also presents the list of 

the ‘most relevant’ documents, i.e., the specific topics are more present. I could also skim the list 

of documents that the system attached to the topic.  

In the study, to identify the k, I empirically tested the script's parameters, observing the differences 

in the coherence scores result. I then explored the visual representation of the topics in the graphs 

and the more relevant associated documents. I ended up relying on the optimization of topics 

offered by the script (i.e., 0 for automatic search, min. 10 max. 40). This choice, which uses the 

system's definition/calculation of coherence, was revealed to have a higher coherence score. 
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Furthermore, the visual exploration of the graphs shows a clear relationship between how the terms 

are associated with topics and different documents. The combination of all these other elements 

provided by LDAvis gave me sufficient confidence in the reliability of the analysis. 

Semantic network analysis 

Cortext can also create network mapping representing the semantic relationship between topics 

and terms using the elements identified with terms extraction and topic identification. This can be 

done by selecting different fields (e.g., terms, topics) as nodes. In this study, I used network 

analysis to link terms extracted from newspaper articles to topics, then the topics and terms to 

specific publications.  

Temporal distribution analysis 

Using the demography tool in Cortext, I was able to map the raw frequency of topic occurrences 

through time (Cortext documentation, 2021c). Cortext demography script processes each field of 

the corpus (in this case, topics) and counts the raw number of occurrences of the top items. I used 

this tool to perform a temporal analysis of the frequency of useful topics to study the changes 

through time (time granularity: months from January 2015 to April 2018). I used this method with 

an awareness of two main limitations: firstly, each document may have more than one topic; 

secondly, each topic for one document is not representative of the content with the same intensity. 

Some topics may be strongly present in the documents, while others are marginal. For this reason, 

Cortext demography script does not show the real evolution of the importance of a topic in the 

content of the documents. However, it can explain the evolution of topic frequencies (i.e., the raw 

frequency) in the documents since 2015. This type of analysis provides insight into the life of 

topics as if they were isomorphs, which is in line with the ANT assumptions. Therefore, it is helpful 

to give an overview of the development of the life of the controversy. 

 

4.8.3 Samples used in analysis 

In the next chapters (chapter 5 and 6), I will provide a more detailed description of the construction 

process of the corpus of web pages and newspaper articles. Here I summarise the main information 

about the corpus and the samples that I have used for the quantitative and qualitative analysis.  
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The original corpus of web pages collected with keywords via google.co.uk comprises 756 web 

pages containing the statements from the actors in the controversy. I have expanded the original 

list with the action of Hype and reached a total of 2503 URLs, connected via hyperlink through 

the crawler. I used this larger corpus to code actors into groups and perform network analysis. To 

identify issues, I used qualitative analysis of texts, and I analysed 354 web pages, approximately 

80 per year, except for 2018, which had a slightly higher number (100). I selected the sample from 

the first results returned in the search engine, relying of the search engine’s definition of 

‘relevance’, as explained in §4.5.4. 

 

In the case of newspapers, I have created a newspapers dataset collecting articles using Lexis Nexis 

repository. From the Lexis Nexis' UK publications dataset, I have downloaded approximately 1000 

articles per year from 2015. I have used the following list of keywords: "social networking" OR 

"online social networking" OR "social sites" OR "social network*" OR "social media*" OR 

"networking sites") AND ("freedom of expression" OR "freedom of speech" OR "free speech").  

The list of keywords list is the same as the one on Google. The choice is supported by the fact that 

it gives quite a large variety of possible ways in which an issue is described in a specific public 

arena (press) and by the fact that it was checked on the role of the tool (archive/search engine) 

used to collect the data. Moreover, it fits with the internal indexing system. In this way, the 

keywords reflect the main interest of the research at the same time being as open as possible to 

avoid influencing the results/ to capture the different elements composing the controversy. The 

corpus comprises articles from UK newspapers, selected as a non-specialised list of publications 

(for instance, it does not include specialised magazines such as The Economist or Wired). To 

perform computational analysis, I used the entirety of the corpus (i.e. 3014). 

For the qualitative analysis of texts, I read and coded the first 200 documents per year except for 

2018. I coded 100 articles (since the articles covered a shorter period, i.e. up to April 2018). In this 

way, I created a sample of 700 articles. This sampling was necessary as it would have taken too 

much time to manually code all the documents, which amounted to about 1000 per year. The 

justification behind the choice to code the first 200 records is as follows: 

1. The dataset itself presented articles ordered by relevance (i.e. the first records are the ones 

most closely related to the topic). 
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2. Several documents reported in lower positions were the same articles published in different 

editions of the same newspapers. 

3. The sampling respected the proportion of publications (i.e. proportional correspondence 

between the number of publications in the sample and the entire dataset checked via chi-square 

test).  

To avoid a completely arbitrary choice, I have checked whether the subset I selected respects the 

original proportion of publications. To check the comparability of my sample with the larger 

collection of articles, I have run a chi-square test to check if the publications included in my subsets 

are comparable to the distribution in the larger sample. The tables with the chi-square tests values 

are available in Appendix 44-A. 

Performing this test, I have found that the publication proportion has changed in a few cases: the 

Guardian/MailOnline are slightly more represented than in the original sample. In order to 

maintain the same 'proportion', I weighted the subset to reflect the distribution of the publications 

present in the sample. The final result is a subset that reflects the proportion of the original list of 

publications. 

 

4.9 Limitations of controversy mapping with web pages 

When approaching the more analytical part of controversy mapping with hyperlinks, the phases 

that have to do more with Social Network Analysis (SNA) and analysing the narratives, a number 

of limitations emerge. The labour behind research with digital data is gigantic. 

Firstly, the data collection of hyperlinks, either via search engine or crawler, favours quantity over 

quality, meaning that the number of statements that can be collected is quite big (hundreds of 

different documents, for statements from websites alone). However, even though the initial search 

can be tailored and the digital tools are accurate, a large part of the results will have to be filtered 

out, either because they are duplicates, or because they are not really semantically related to the 

topic (e.g. on a web page online, the keywords appear be in a very small part, in a collection of 

other articles on different topics). Or, as became evident in the empirical process of reconstructing 

the networks of hyperlinks connecting the pages, several links are there because of the structure of 

the web pages which now all include advertisements, or link to the main SM platforms as a way 

to share their contents. As much as this is indicative of technological dynamics of the media, in 

order to study the content of the statement I had to clean the dataset of non-related pages. Cleaning 
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the dataset implies an immense effort on the part of researchers to eliminate the large presence of 

‘noise’ and pages found only through commercial ad links. Even after this procedure, the corpus 

of documents is still too large to be the focus of a deep and rich qualitative analysis. For this reason, 

it can help to use computation tools to identify topics and keywords on large datasets using 

algorithmic detection of topics or other relevant semantic elements. However, this is another way 

to ‘black-box’ decisions in the research procedure, since tools for automatic recognition of speech 

work through algorithms that are not always available to researchers. It is thus necessary to balance 

the results with a more time-consuming qualitative content/discourse analysis, capable of 

understanding the meaning of that ‘issue’/semantic element. The outcome is that controversy 

mapping methodology assigns a very central role to the decisions and interpretations made by the 

researcher.  

4.9.1 Mixing methods: centrality of researcher and quantitative approach 

According to Venturini, in the process of controversy mapping the researcher undertakes the very 

central task of unfolding the complexity of controversies by at the same time actively ordering 

such complexity (Venturini, 2012: 797). As Rogers et al. (2015) stress, the researcher is 

responsible for: 

properly attributing relevance to all the points of view, and at the same time attributing the 

significance of some over others, according to the rule of proportionality (p. 43). 

 

In terms of actual research, this rule of proportionality is performed by associating qualitative and 

quantitative forms of description and analysis of data (see Andreossi et al., 2013; Rogers et al., 

2015). Researchers at Sciences Po MédiaLab call it a ‘quali-quanti’ approach. In the UK it is called 

a ‘mixed methods’ approach. This choice of using a mixed approach to data is also linked to the 

wide use of digital methods in the field. I have discussed how digital methods serve ANT’s 

propensity for digital tools of research. Digitised data, because of their ‘numerical’/’quantitative’ 

nature, suit quantitative forms of manipulation, whether in the form of network or semantic 

analysis. Quantitative measurements appear for instance in Rogers et al. (2015) in their study of 

the issue-network built around ‘ageing’ in Europe, based their identification of actors through a 

qualitative assessment of texts (namely, on the researchers’ identification of actor mentions by 

third parties and actor inter-mentions within a list of organisations’ websites, Rogers et al., 
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2015:55). From that qualitative identification, the researchers created a categorisation and a 

‘quantification’ of the actors’ presence. They were thus able to ‘count’ actor frequencies and 

visualise them as word clouds or other forms of visualisations able to render the idea of presence 

as ‘quantity’ (see Rogers et al., 2015:49-50). Andreossi et al. (2013) followed a similar process as 

in Rogers et al., (2015) in their ‘What the Frack’ report – an exercise in the application of 

Venturini’s controversy mapping methodology performed on the issue of fracking. In the study, 

according to Venturini’s protocol for data collection the students identified a list of actors from a 

list of statements found on websites selected using specific keywords. They then considered the 

website’s ownership of each domain as a proxy for ‘actors’ and manually proceeded to assign 

categories, such as activist, environmental agency, journalist, etc. (Andreossi et al., 2013:46). The 

manually assigned categories were then used to describe the actors and quantitatively measure 

their frequency (i.e. describing the composition of actors by percentages). Clearly, there is no 

mention of statistical relevance of these quantitative measures; however, they are considered as a 

proxy of the actors’ role in the construction of the controversy. 

 

Another quite established practice in controversy mapping is to exploit the quantifiability of web 

pages’ hyperlinks as a proxy to assess the centrality of an actor in a controversy. This process is 

well explained by Ooghe-Tabanou et al. (2018) in their publication ‘Hyperlink is not dead!’. The 

authors argue that the direction of hyperlinks is a robust indicator of hierarchy effects when 

measured with adapted metrics and visualisations. This is because the directionality of links 

reveals asymmetrical associations between the linked documents: the referrer knows the referee 

but not necessarily the other way around. The tools that have been developed, i.e. Hyphe, as well 

as the IssueCrawler in Amsterdam, were created to study and visualise these dynamics. 

Quantification is used by researchers in the attempt to unfold and at the same time create ‘order’ 

in complexity (as seen above, Venturini, 2010, 2012), even though it is recognised that it could be 

misleading to suggest that these forms of quantifications have some sort of statistical 

representativeness. However, as stressed by Boullier, in this quantification, “the ‘quali’ part 

outweighs the ‘quanti’ one” (Boullier, 2018:2). 

 

Discussing controversy mapping conducted at Sciences Po, Boullier (2018) criticises the fact that 

too often the ‘quantitative’ part of the method has been delegated to ‘topologies of networks’ built 
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using hyperlinks, or social media data. He argues that the analogy with the idea of ‘network’ is 

misleading, as it creates an emphasis on positions, clusters and distances. It assumes that the 

topological space created with hyperlinks is analogous to a social space (Boullier, 2018:7). 

However, considering hyperlinks as a proxy for the social is reductive, since networks of 

hyperlinks provide no insight on what is being circulated or the significance of the links. Web 

topologies can offer interpretation of data only in terms of ‘positions’ and ‘communities’. 

However, the interpretations of alliances of actors or of semantic proximity of topics in these 

mapping exercises are often like a black-box and do not allow the hypothesis to be tested in a 

robust way (Boullier, 2018). Boullier criticises especially the desire to restore ‘a seamless fabric’ 

of society by following the actors, ignoring the “digital mediations that make it possible to weave 

the links between these actors, and above all the digital mediations of the observer” (Boullier, 

2018:7). By contrast, Boullier, like Marres, recognises the importance of discussing the 

instruments used in the research; not only ‘following the actors’, but accounting for the instruments 

that help social scientists follow the actors and detect them, recognising the conceptual frameworks 

encapsulated in each of them (Boullier, 2018:6-9). In this regard, he stresses how Sciences Po tools 

frame the issues under scrutiny in a structural way, focusing the analysis on positions, 

relationships, network topologies and community detection. However, using this approach 

researchers are forced to focus on the ‘whole’ (i.e. in a structuralist way), rather than tracking down 

the emergence of new entities with agency, i.e. mediators, which are the key actors in ANT 

methodology (Boullier, 2018:9). In order to face this limitation, Boullier suggests considering not 

only the position of actors, but above all the circulation and emergence of categories, terms or 

‘issues’ that show the public dynamics of a discussion or a conversation (Boullier, 2018:5). He 

suggests that the focus should be on the agency of the entities that circulate, the content and the 

connections/associations that it generates. For instance, he suggests the study of propagation of 

memes and their ability to make other users replicate them. In this way, it is possible to account 

for non-human agency both of objects and devices as well as of the messages that circulate between 

them and humans. 

 

It is clear from these reflections that the use of mixed methods in controversy mapping is different 

from other forms of social research (where for instance statistical analysis is combined with 

interviews). In controversy mapping quantification is not intended to be a generalisation about the 



 

 98 

world, but rather a summary of the data collected. Similarly, as stressed by Boullier, the 

structuralist heritage embedded in the tools for SNA might lead observers to believe that the 

distances and relationships between nodes might have a form of objectivity outside the specific 

visualisation of the data. The study of the controversy focuses on the public mobilised, and this 

choice has to be remembered in order to avoid being misled in the interpretation. Quantitative tools 

are used in controversy mapping to present an overview of a large number of actors and a summary 

of statements that appear through the data collection. The aim is not to reach a statistical 

representativeness or objectivity, but rather to show specific aspects that are significant for the 

understanding of the controversy and the interpretation remains fundamentally qualitative. 

Controversy mapping encourages the experimental use of mix-methods in the sense of moving in 

different directions to follow the actors. For instance, scholars encourage integrating the mapping 

with participatory form of social research that provide the opportunity for voices of different actors 

to be recorded. From this point of view, interviews, focus groups, or other more experimental 

forms of research (as the datas print workshops, Munk et al., 2019) might integrate and augment 

the data collected with digital tools (Edwards et al. 2013).  

 

A very challenging element of controversy mapping is building visualisations that allow users to 

understand and navigate the complexity of a controversy, or “making complexity simple” 

(Venturini, 2010, Venturini et al., 2015). For this reason, other studies of controversy mapping 

make extensive use of data visualisation tools, such as word clouds, alluvial diagrams, bubble 

matrix charts, geographical or chronological distribution of issues (Rogers, 2017). This entails a 

limitation, which regards the use of these tools, which is not always accessible without a 

professional background in data visualisation software. Boullier (2018) warns of another type of 

risk. Given the beauty of data visualisations that can be created with the use of digital tools for 

mapping controversies online, there is a danger that in the mapping exercise researchers might lose 

touch with the theoretical background. It is evident for instance, in other controversy mapping 

exercises, such as Andreossi et al. (2013), where the superb visual aspect of the mapping aspect 

does not correspond with a theoretical reflection on the ‘meaning’ or interpretation of the actors’ 

positions. For this reason, I use controversy mapping as a method to empirically collect and 

visualise a sample of actors involved in governance of speech online and in newspapers (in 
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chapters 5 and 6). However, in chapter 7 I reconnect the data from the mapping to the theoretical 

interpretations in terms of ANT roles (i.e. spokespersons, mediators, intermediaries, etc). 

 

4.10 Limitations of newspapers 

The use of articles from newspapers did not come without issues, either. However, coming from a 

repository as Lexis Nexis did reduce the amount of noise and data cleaning, as they all were in the 

same format. Working with articles highlighted a different type of limitation of controversy 

mapping’s methodology. The pathway described by Venturini and in general the idea of retrieving 

actors from statements works very well only in the online space, where it is possible to follow the 

equation: web page = author (because although web pages are ‘hosted’ on domains, the URLs are 

assigned to specific entities, which become a proxy for authorship). However, in press articles, the 

journalist is the author of the statements retrieved, even when it is citing other actors. The study of 

the other actors thus can only be made ‘indirectly’ through qualitative analysis of the text, and 

identification of actors that are mentioned in the statements that are reproduced within an article. 

This complicates the construction of the corpus and the analysis. 

 

4.11 Ethical considerations 

In the previous paragraphs I addressed the methodological limitations and implications of this 

particular research design. Here I focus on the ethical issues connected with working with the 

specific type of data for controversy mapping. Data from newspapers as they are publicly available 

documents do not represent a particular issue from the point of view of ethical consideration. Data 

from web pages collected through Google search engine on the other hand necessitate more careful 

consideration.  

The protection of human subjects is one of the general guiding principles of research ethics, and 

in this respect, informed consent and privacy are generally necessary for participant protection 

(Bryman, 2016). Traditional documents such as newspapers and literature, on the other hand, are 

not considered human subjects, and permission is not necessary to analyse them (Snee, 2013). As 

stressed by Snee in an ethical reflection on the use of blogs in research (2013), scholars are far 

from unanimous on how to apply traditional ethics principles to the online context, since the 

boundaries dividing public versus private, and subject versus author, are more blurred.  
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4.11.1 Public vs private space 

As seen above, the distinction between public and private space is particularly salient in digital 

social research (Bryman, 2012).  

Just because content is publicly accessible does not mean that it was meant to be consumed 

by just anyone (boyd and Crawford, 2012: 672ff).  

 

In the digital environment, it is not easy to understand whether the contents publicly accessible on 

social media and other web pages have to be considered public and exploitable. Several researchers 

have explored the perception of the ‘imagined public’, with different conclusions regarding the 

perception of publicness from the point of view of users (Marwick and boyd, 2011; Oolo and 

Siback, 2013). According to the Association of Internet Researchers, the greater the venue's 

accepted exposure, the less risk there will be for researcher in terms of protection of individual 

identity, anonymity, and the request of informed consent (Ess et al., 2002). And as a general rule, 

according to Hewson et al. (2003) cited in Bryman (2016): 

data that have been deliberately and voluntarily made available in the public Internet 

domain, such as newsgroups, can be used by researchers without the need for informed 

consent, provided anonymity of individuals is protected (p.139). 

  

The general ‘principle' is to guarantee the maximum anonymity possible, and when this is not 

possible to require permission. However, achieving anonymity for materials published online is 

virtually impossible. This problem has been underlined by Edwards et al. (2013: 256) in the case 

of “ethical concerns over the potential uses of digital observatories for the purposes of intrusive 

surveillance”. This state of affairs entails some important ethical considerations, notably in more 

authoritarian contexts; yet as noted by some authors, this same problem has the positive side of 

increasing the visibility of ‘elites' and thus democratic accountability (Edwards et al., 2013:256). 

On the discussion on anonymity Bounegro and Gray (2014) have adopted the consideration that 

higher goals (e.g. a phenomenon that needs to be monitored) might justify breaches in anonymity 

(e.g. in the case of research on the networks of far-right parties). However, they acknowledge that 

privacy is perceived differently according to different countries.  
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4.11.2 Subject vs author 

The other ethical aspect raised by Snee (2013) concerns the definition of web pages, such as for 

instance blogs either as proxy of human subjects (i.e. subjects) or are as the expression of human 

subjects (that in this case would have to be considered as authors). Some studies consider online 

texts as extensions of persons (Young, 2013). However, the ESRC Framework for Research Ethics 

defines materials already in the public domain as not human data. This covers intentionally public 

information given in forums or spaces on the internet and websites (ESRC, 2021). Based on this 

consideration owners of web pages and blog can be considered as authors rather than subjects in 

the research (Snee, 2013), However, as Snee points out, it still raises the issues of ownership of 

the documents. Considering web pages owners or bloggers as authors requires to accompany 

quotes with references to the original blogs (Snee, 2013). 

 

However, the general advice from internet scholars emphasises the importance of context in 

making ethical decisions (Ess and Aoir, 2002). Researchers have to consider the expectations of 

privacy and the role of authors in relation to their websites, as well as data processing and analysis 

practices and how the data could be used (Snee, 2013:60).  As far as the expectation of privacy is 

concerned, one criterion used by researchers is to assess whether the communication online has 

been created with the idea of addressing an ‘unknown reader’, since if they are written with such 

an ‘unknown audience’ in mind, it is possible to consider it publicly available Whiteman (2007). 

However, as seen above, open to a public does not necessarily mean open to researchers (Boyd 

and Crawford, 2012). In the face of such a wide range of circumstances, it is up to the researchers' 

ethical judgement to ensure that the bloggers are accurately portrayed (Snee, 2013). 

For instance, Snee (2013) decided to consider ‘gap year’ blogs as public domain and did not look 

for informed consent from their authors; however, considering the young age of the bloggers and 

the presence of personal information she preferred to not recognise their status as full authors (as 

she would have had to mention their names) and to describe the content of the web pages protecting 

their identities. Also, other studies did not consider it necessary to obtain informed consent from 

bloggers, as in the study by Leggatt-Cook and Chamberlain (2012) where the authors decided to 

cite the blogs they used (blogs about weight loss) based on the consideration that according to 

cultural norms in the ‘blogosphere’ it is more important to ‘send’ people to the blogs, rather than 

protect the bloggers’ anonymity. 
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In this study I adopt an approach similar to Leggatt-Cook and Chamberlain (2012), in that I 

recognise bloggers as authors of statements, and I recognise that they are part of a specific online 

community. The study gathered a group of bloggers particularly active on the issue of free speech, 

and it included several statements where they position themselves on the side of a ‘liberal’ 

interpretation of the rules of content on the internet. The blogs all include a publicly available 

description of the blog for the non-acquainted readers that show that they are writing for an 

audience, that they are all over 18, mostly male individuals, residing in Western countries. For the 

scope and purpose of the data used in the analysis, they do not belong to any vulnerable group. 

When citing blogs, I provided quotations from the source and recognised the authorships, because 

the type of data collection and the use of the data does not imply harm for the participants.  

 

4.12 Conclusion 

In this chapter I have presented in detail the methodology that I have used to orientate my data 

collection and analysis. As stated above, the choice is based on my aims, research questions and 

theoretical background. First of all, controversy mapping is an empirical application of ANT. 

Secondly, it allows answering my questions about the elements present in governance initiatives 

about freedom of expression and social media, following the recommendation to include less 

‘famous’ actors (not always the big names or big states). As this is an inductive methodology, I 

approach the data without a specific idea of who is going to be the focus of my analysis, as the 

actors emerge from the collection of statements. The type of data collected, statements, makes it 

possible to study the narratives associated with technology, in a critical perspective. 

 

In the next two chapters I present the results of the data collection. I used websites and newspaper 

articles to study the public gathered around free speech on SM platforms as a 'matter of concern’, 

using the tools developed within the controversy mapping research community. I have outlined 

the main actors and issues/public shocks that define the controversy over social media as a vehicle 

for freedom of speech but also of threats and abuse.  

The first empirical chapter (chapter 5) focuses on the findings from the analysis of web pages, 

while the second one (chapter 6) discusses the findings that emerged from the analysis of 

newspaper articles. I have structured both chapters by following the steps for controversy mapping 

described above in this chapter, adapting the methods to the different types of data sources: i.e. 
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web pages and press articles. I used controversy mapping to empirically detect actors, starting from 

statements. However, the different technological affordances of different media made necessary 

an adjustment of the methodology. In the empirical chapters I will start with an overview of the 

actors and main public shocks constituting the controversy about governance of speech online. In 

the study of the controversy on web pages, I collected actors from URLs and crawlers. In the study 

of the newspapers, I collected actors from the publications and from the content of the articles. 

The chapters will also include an analysis of the narrative elements, and I will provide an overview 

of the contents appearing more frequently, following the recommendation by Boullier (2018) to 

focus on the content rather than the position of actors, and what actors are connected to others and 

how. 
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5. Mapping controversies using web pages  

 

5.1 Introduction 

As discussed in the methodology chapter (chapter 4), in this part of the study I am interested in 

understanding how the controversy around SM platforms and content regulation is staged in the 

public space offered by Google.co.uk. Following the pathway of controversy mapping described 

previously, in this chapter I identify actors and issues animating the controversy around social 

media platforms and freedom of expression using statements on web pages. I also offer a reflexive 

description of how I have applied the instructions for controversy mapping described in the 

methodology. Below I explain how I used crawlers to collect hyperlinks and identify actors and 

their relationships, and how I used qualitative discourse and quantitative content analysis to 

identify issues emerging from the texts in the web pages collected.  

 

5.2 Construction of corpus 

Drawing on Rogers and Marres and other controversy mapping studies, I started my mapping 

exercise by collecting a corpus of documents containing statements on the issue ‘Freedom of 

speech and social media’. The corpus was to be created from statements of actors on web pages. I 

collected the statements using the UK version of Google (i.e. Google.co.uk). For all actions in this 

part of data collection, I used a browser ‘repurposed’ for research following Rogers’ instructions 

in the DMI dataset.6 After selecting a list of keywords (using the method discussed in chapter 47), 

I used the DMI tool Google Scraper to collect a list of URLs. I performed the scraping until 

exhaustion of the pages (i.e. when the search engine itself communicated that going forward there 

would be only duplicate elements). This scraping procedure provides confidence that a fair amount 

of the URLs linked to the keywords, available at that moment on Google.co.uk, have been 

collected. However, the results are not the totality of existent web pages containing the keywords, 

 
6 Following the DMI instructions, I created a separate research profile in Firefox and Google, cleaned of all history, 

cookies and tracking and personalisation devices#.  
7 The output was a list of synonyms and related concepts for ‘social media’ and ‘freedom of expression’ to use for the 

query in the search engines: ‘Freedom of speech’ OR ‘freedom of expression’ AND ‘social media’ OR ‘social 

network*’ OR ‘social media site*’ OR ‘social media platform*’ OR ‘business social media’ OR ‘new social media’ 

OR ‘social media content’ OR ‘social media governance’. 
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and are presented in Google according to its relevance algorithm; a methodological aspect and 

limitation of the research tool that I discussed in the methodology chapter (chapter 4).  

In chapter 4 I mentioned an important limitation of using web pages as data source: i.e. the internet 

does not work well as an archive of events that happened in the past. URLs and web pages can be 

updated several times and change their content (Rogers et al. talk about “unstable media” and 

“ephemerality of content”, 2015:31). In order to obtain a coherent set of web pages linked to the 

controversy, I had to perform different data collections from December 2015. For the final corpus, 

I only kept the URLs lists collected in December 2015 and 2016, September 2017, and April 2018 

(last data collection) as they cover the largest time span in the most ‘regular’ way (see Table 5.1).  

 

Table 5. 1 - Summary of URLs collected after removal of duplicates 

Year URLs  Collection date 

2015 151 December 2015 

2016 169 December 2016 

2017 219 September 2017 

2018 226 April 2018 

Tot. URLs in corpus 765  

 

As part of the methodology, and also as a way to further expand my list of actors I passed the list 

from Google.co.uk into a crawler. I used the crawler developed by social and computer scientists 

at Sciences Po Paris, called ‘Hyphe’.8 The first outcome of this second phase of the data collection 

was an expansion of the web pages from the original list.  

 

Table 5. 2 - Expansion of list of actors after the crawl 

Year URL original list URL after crawl 

2015 151 453 

2016 169 543 

2017 219 667 

2018 226 840 

Total 765 2503 

 
8 Described in chapter 4 
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Table 5.2 shows the changes in the number of URLs per year, after the crawl. The final list includes 

2503 URLs, connected via hyperlink to the original web pages containing the statements from the 

actors in the controversy. 

 

5.3 Presentation of findings  

Below I describe what this list of URLs can tell us about the actors and their relationships (based 

on the network of hyperlinks). 

5.3.1 Identification of actors  

Controversy mapping online conventionally considers URL domain names as a proxy for the 

‘authors’ of statements and thus includes them as actors in the controversy (this is the methodology 

used in the DMI University of Amsterdam and developed from Sciences Po MédiaLab).  

Table 5.3 shows how I extracted the actors from the URL. 

 

  



 

 107 

 

Table 5. 3 - Example of identification of actor from URLs 

URL Home page Actor name 

https://www.autism.org.uk/~/media/nas/nasschools/radl

ett-lodge-

school/documents/policies%20(nas)/policies%20(local)

/2017-18/rls-online%20safety%20policy-

sep17.ashx?la=en-gb 

https://autism.org.

uk 

National Autistic 

Society 

 

As explained above, the creation of the list of actors took place in two steps. In the first step, I built 

a list of URLs scraping the results of Google.co.uk. In the second step, I expanded the list through 

the use of a crawler. The final list includes 2503 URLs (see Table 5.2). The original list contains 

statements from the actors, and the second list shows how these actors are connected to each other, 

and to other actors. In order to make sense of such a large number of actors, I had to assign a label 

to actors, grouping the pages according to similarities. Bearing in mind ANT criticism of the 

interpretation of data through the adoption of pre-existing categories, I chose to describe groups 

only as ‘group-like’ formations whose boundaries have to be constantly redefined (Venturini, 

2010; Rogers et al., 2015).  

  

I created two groups from actors that could be ascribed to civil society: the first one including web 

pages belonging to activists, either part of NGOs/advocacy groups or in their 'individual’ capability 

(i.e. bloggers), the second including web pages from research organisations, such as academia and 

think tanks. Other groups include news media, social media companies and private companies, 

and international organisations. I also divided the group ‘Public bodies’ into 3 sub-groups: public 

bodies (such as schools and police), government and government bodies and politicians. Table 5.4 

presents a description of the groups and sub-groups of actors.  
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Table 5. 4 - Groups of actors explained 

Group Sub-group Description 

News media Newspapers, 

magazines, 

broadcasting 

channels,  

Online version of newspapers, or websites 

with clear information purpose 

 

Associations/Activists (Civil 

Society) Activist 

Blogger Individuals with no public role active on 

blogs 

Activist Individuals with official public role 

NGOs/Associations Non-profit entities (might be foundations, 

or charities)  

Academia (Civil Society) Academia, research 

centres and think tanks 

Universities, academic research groups 

and university student associations, think 

tanks 

Social media companies, 

private companies 

 

 

 

Private companies Social media companies (e.g. Quora, 

Reddit) but also law firms, private 

research centres such as think tanks, web 

designers but also television channels, or 

platforms with a clear commercial 

purpose (i.e. e-commerce platforms, 

Amazon, eBay...) 

International organisations International/ 

European organisation 

International or European organisation 

(e.g. UN, Unesco, EU...) 

Public bodies 

 

Public bodies Schools, NHS departments, also law 

enforcement agencies 

Politicians Individuals with political commitment 

and public role 

Government and 

government bodies 

Government or Parliament/ 

Ministries/Agencies 
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First list 

Based on this grouping system I explored the frequencies of each group. Table 5.5 reports the 

summary of the overview of actors by group and divided by year. 

 

Table 5. 5 - List of actors from list 1 – scrape of Google.co.uk 

Actors 2015 2016 2017 2018 Total 

News media 43 58 103 78 282 

Academia 41 48 44 64 197 

Association/ 

Activists 29 19 29 42 119 

Social Media/ 

Private 

company 16 25 27 22 90 

Public body 20 19 12 2 53 

Int org and EU 

institutions 2  4 18 21 

Grand total 151 169 219 226 765 

 

 

From these initial figures presented in Table 5.5 it can be observed that in this first data collection 

the majority of web pages correspond to actors from the group of news media (n=282, i.e 37% of 

total actors), academia, associations and activists, while public bodies and political organisations 

are less present. The proportion among groups also remains more or less the same considering the 

different years of data collection (see Table 5.5). This indicates a sort of stability in the proportion 

of type of actors (we do not know if this might be a result of the tool). Another of the initial findings 

is that the great majority of web pages captured represent unique examples of publications from a 

specific source, a sort of ‘one shot’ expression of interest in the controversy from the corresponding 

actors rather than a large amount of content produced by the same actor. This results empirically 

in a long list of URLs to articles or pages from home domains which appear only once in the 
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dataset. This is not surprising in an online environment, where often distribution of content follows 

power distribution, with a small number of elements producing exponentially more content than 

the majority.  

 

Second list 

As described in chapter 4, using the crawler Hyphe I retrieved other websites connected to the first 

list of web pages described above. This step significantly increased the number of URLs to be 

coded as actors. However, after the coding, the overall proportions of the groups of actors remained 

stable: news media remains the first group by number of web pages, followed by associations and 

NGOs, academia, private companies, and finally international and European institutions. Table 5.6 

presents the results after the crawl. The crawler expanded the number for all groups, and the final 

result is a list with similar proportions across groups. Comparing the final list with the initial one, 

the main change is that the crawler expanded the presence of pages from NGOs and associations, 

slightly above the pages from academia. The final list does not include 1480 web pages retrieved 

which became ‘not assigned’. They mainly represent non-related links of advertisements (bets, 

football websites) but also private companies offering software, design for website, marketing and 

social media management, or pages that the crawler included that did not correspond to the year 

of the data collection. 
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Table 5. 6 - Expanded list of actors9 

Actors 2015 2016 2017 2018 Grand Total 

News media 141 197 308 347 993 

Association/A

ctivists 111 126 118 160 515 

Academia 103 80 118 170 471 

Social 

media/Private 

company 56 95 72 59 282 

Public body 36 40 27 65 168 

Int org/EU 

institution 6 5 24 39 74 

Grand Total 453 543 667 840 2503 

 

5.3.2 Overview of actors  

News media  

‘News media’ represent the largest group of web pages collected. The overview shows a wide 

spectrum of publications, from different countries and created for different audiences. Examples 

of the most frequent publications are articles from national newspapers in their online version, for 

instance the Guardian, Independent, Telegraph and Daily Mail as well as digital publications from 

the BBC website and the Huffington Post (Table 5.7). Among the news media actors with more 

than one publication there are also publications specialised in the topic of technology, such as 

computer science or technology publications like Wired and CNet (some others not in the table 

but worthy of mention are PCmag or Arstechnica). 

 
9 News media: in 2015 141 (43), in 2016 197 (58) in 2017 308 (103) in 2018 347 (78) total 993 (282) 

Association/NGOs/Bloggers in 2015 111(29), in 2016 126 (19), in 2017 118 (29) in 2018 160 (42) in total 515 (119) 

Academia in 2015: 103(41), in 2016 80 (48) in 2017 118 (44) 2018 170 (64) total 471 (197) 

Social Media/Private companies in 2015 56 (16), in 2016 95 (25), in 2017 72 (27) in 2018 59 (22) in total 282 (90). 

Public body in 2015 36 (20), in 2016 40 (19) in 2017 27 (12) in 2018 65 (2) in total 168 (53) 

International organisation/EU institution in 2015 6(2), in 2016 5 (-), in 2017 24 (4), in 2018 39 (18) in total 74 (24). 
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Table 5. 7 - News media publications that appear most often, across the years (first list) 

Actor 2015 2016 2017 2018 Grand Total 

theguardian.com 3 3 7  13 

bbc.co.uk 4 2 3  9 

independent.co.uk 2 1 4 1 8 

wired.co.uk 1 3 2 1 7 

dailymail.co.uk 2 2 2  6 

mirror.co.uk 2 2 2  6 

politico.eu 2  2 2 6 

telegraph.co.uk 1 2 2  5 

cnet.com 1 2 1  4 

 

Table 5.7 does not include the vast majority of web pages collected from news outlets with only a 

single page in the sample. They include a wide variety of actors, from tabloids to local newspapers 

(e.g. Walesonline, Belfast Telegraph), as well as groups of small or ‘independent’ publications 

outlets. Some of these are commercial websites,10 and they include news mixed with a large 

number of advertisements. Others are openly partisan publications, both from left and extreme 

right politically affiliated groups, such as the news outlet Radix Journal, published by the alt-right 

activist Richard B. Spencer. The crawler expanded the list by mostly connecting the specific pages 

of the articles to the main homepage of the publications.  

  

 
10 A rapid overview of the texts contained in these web pages revealed very poor quality of content (no references to 

studies or detailed exploration of the issue), often repeated across different pages. The suspicion is that these pages 

might belong to companies that publish large amounts of textual content specifically designed to satisfy algorithms 

for maximal retrieval by automated search engines. Websites such as ‘The Odyssey’ and ‘The Blaze’ can be 

considered of this kind. Their presence raises a problematic aspect in the study of the controversy, as these websites 

copy content from other websites with no real ‘editorial’ rationale. In a way they can only be considered as a signal 

amplifier for the content produced by others.  

 

http://theguardian.com/
http://bbc.co.uk/
http://independent.co.uk/
http://wired.co.uk/
http://dailymail.co.uk/
http://mirror.co.uk/
http://telegraph.co.uk/
http://cnet.com/
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Associations and activists 

This group includes articles and publications online from websites that belong to NGOs, advocacy 

groups, bloggers and activists. With regard to frequency, it is the second largest group in terms of 

the number of web pages retrieved. Table 5.8 shows an overview of the websites from NGOs / 

associations and bloggers that appear the most in the list scraped from Google.co.uk. The group is 

very large and varied, and also in this case a small minority has produced most of the content. 

These are NGOs or advocacy groups active in the protection of human rights and freedom of 

expression in particular (Human Rights Watch, European Digital Right Initiative (EDRi), Pen 

International and Front Line Defenders; IFEX (International Freedom of Expression), Article 19, 

and the Electronic Frontiers Foundation, as well as groups focusing on children, minorities, and 

women). 

 

Table 5. 8 - Summary of NGOs with more than 2 pages collected in the dataset 

Actor 2015 2016 2017 2018 Grand Total 

article19.org 1 2 1 5 9 

EDRi.org  2 2  4 

en.wikipedia.org    3 3 

privacyinternational.org 1 1 1  3 

statewatch.org 1 2   3 

apc.org    2 2 

cipesa.org   1 1 2 

eff.org    2 2 

gp-digital.org   1 1 2 

hfhrpol.waw.pl    2 2 

hrw.org    2 2 

ifj.org 1  1  2 

rankingdigitalrights.org    2 2 
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The crawler expanded the list of NGOs and academic institutions, by connecting the original link 

of a document to the main home page of the organisations. However, among the discovered pages 

there were also NGOs which were not present in the original list, especially groups active in 

freedom of speech and freedom of press advocacy: ACLU, Reporters Sans Frontiers, Human 

Rights Watch, Freedom House, and the Committee to Protect Journalists. In this case the crawler 

actually expanded the list of actors. 

 

Bloggers 

In the same group I also included pages produced by bloggers. As explained above, I decided to 

include them with NGOs and advocacy groups, since the majority of blog pages collected belong 

to individuals who are particularly passionate about a specific cause and can be considered as 

‘activists’. In the group there are two main types of bloggers: those who are members of advocacy 

groups and NGOs or political parties, and those who are not associated with any specific group. 

The latter group show extreme political views (either left- or right-wing). Among the ‘activist’ 

bloggers many are affiliated with NGOs and are either academics or specialists, active in raising 

awareness on human rights. An example is Privacy Surgeon, the blog by Simon Davies, founder 

of Privacy International. Others are individuals active in the technological field, such as 

http://technollama.co.uk (TechnoLlama is the online persona of Dr Andrés Guadamuz, a 

technologist). However, the second most typical type of blog collected belongs to politically 

interested individuals, from extreme sides of the political spectrum from leftists (MoronWatch) to 

white supremacy bloggers such as Fortress of Faith (a blog with mostly Islamophobic content). 

The crawler did not increase the list of bloggers; however, as explained below, it did connect them 

to social media platforms and other websites. 

 

Academia and think tanks 

Several web pages collected are from academic and think tank publications and journal articles. 

For the analysis, I preferred to keep journal articles and long documents separated, as their length 

exceeds by far the average content of a web page. The categorisation of actors in this case included 

only web pages, usually including abstracts of publications or the description of research projects. 

Table 5.9 shows that the majority of the web pages collected belong to universities and research 

centres in the UK and the US; however, some are from India and other geographical areas.  

http://technollama.co.uk/
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Among the academic publications, Oxford University Press, the London School of Economics and 

the University of Warwick have the largest visibility, together with the big publication houses such 

as Emerald Insight and Springer (see Table 5.9). In the dataset appear several research projects, 

such as the Free Speech Debate from Columbia University and the Digital Wildfire project 

managed by researchers from Oxford University (Oxford Internet Institute), and other universities 

(including Cardiff). Table 5.9 shows the academic or think tank groups with more than 2 pages 

collected in the dataset. 

 

Table 5. 9 - Most frequent academia and think tank actors 

Actor 2015 2016 2017 2018 Grand Total 

academic.oup.com 2 2 2  6 

emeraldinsight.com 1 1  3 5 

wrap.warwick.ac.uk 2 2  1 5 

blogs.lse.ac.uk 1 1 1  3 

eprints.lse.ac.uk 1 1 1  3 

 

As in the case of NGOs, the crawler did expand the list of academic institutions and think tanks, 

mostly by including the home pages of the universities, but also in some cases introducing to the 

list original new entries such as the Citisenlab (a research centre in Toronto investigating states’ 

control over digital communication and breach of human rights). 

 

Public bodies 

Public bodies, and governments in particular, are also present in the web pages collected, although 

in lower numbers compared to the other groups. Among the web pages, the UK government and 

publications from Parliament emerge (see Table 5.10). Other public bodies collected in the list are 

police or school publications relating to content management policies applicable within the 

organisations.  
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Table 5. 10 - Most frequent public bodies actors 

Actor 2015 2016 2017 2018 Grand Total 

gov.uk 2 2 1  5 

courtsni.gov.uk 1 1   2 

derbyshire.police.uk 2    2 

publications.parliament.uk  1 1  2 

 

Table 5.10 shows the public bodies with more than 2 pages collected in the dataset. The groups 

with lower numbers of pages in the first part of the data collection are private companies and 

international organisations or European institutions. The crawler did expand the list, since it added 

to the original list important pages, such as the Information Commissioner Officer and the Crown 

Prosecution Service. It also included several other governments’ pages, from the German Ministry 

of Justice to the US Justice Department, Copyright department, Congress and White House. 

 

Social media and private companies 

In the group ‘Social media and private companies’ I included different types of actors (see Table 

5.11). The vast majority are web pages from commercial companies offering counsel about social 

media policies for private businesses (e.g. blog posts from law firms) or social media management 

or design for websites. Big social media platforms (Facebook, Twitter, YouTube) surprisingly 

feature rarely on the list, and if they appear it is with one page. Others such as Reddit or Quora 

have more pages than the giants. One reason might be related to the timespan of the data collection. 

Since 2018 SM platforms have been called in front of several national parliaments (see US/UK 

interrogations) and they had to produce much more original material relatable to the issue at study. 

A second reason might be related to the collection through keywords, and the privacy protection 

of users in SM platforms. Pages that can only be seen behind a password are not retrievable through 

Google.co.uk. Table 5.11 shows the social media or private companies with more than 2 pages 

collected in the dataset. 
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Table 5. 11 - Most frequent private companies 

Actor 2015 2016 2017 2018 

Grand 

Total 

youtube.com    3 3 

quora.com    3 3 

yaircohen.co.uk  1 1  2 

woodfines.co.uk 1   1 2 

medium.com   2  2 

Yaircohen and Woodfines are law firms with a particular interest in social media. 

 

The most interesting finding for this group relates to the action of the crawler. The Big Tech names 

appear after the expanded list created after the crawl. The expanded list includes a larger presence 

of pages from or linked to social media platforms, such as Facebook, Instagram and WhatsApp, 

Twitter, Google and YouTube and Reddit. From 2016 Snapchat, Tumblr, Microsoft and Amazon 

and Gab.ai are added. They are a minority (see Table 5.6) in terms of the overall number of URLs 

and most are home pages (which does not include statements related to the issue of free speech). 

However, as I explain below, they occupy a pivotal role in the network of hyperlinks holding the 

web pages together. 

 

International organisations (IO) and European institutions 

A minority of statements on web pages were published on web pages belonging to international 

and European organisations. Here we find pages published on websites that belong to the EU 

Commission, the Council of Europe, and the Organisation for Security and Cooperation in Europe 

(OSCE) alongside the UN and Unesco. The group also includes multi-stakeholder initiatives, such 

as the Internet Governance Forum (see Table 5.12) and other mixed initiatives such as the Global 

Network Initiative (GNI), already described in the literature as some of the loci where governance 

of freedom of speech takes place (Gorwa 2019a, 2019b, 2020).  
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Table 5. 12 – Most frequent International organisations or European institutions  

Actor 2015 2017 2018 Grand Total 

intgovforum.org   3 3 

osce.org  1 2 3 

unesco.org  1 2 3 

coe.int  1 1 2 

ohchr.org   2 2 

cordis.europa.eu   1 1 

ec.europa.eu   1 1 

europa.eu   1 1 

globalnetworkinitiative.org/   1 1 

igf2017.sched.com  1  1 

oecd.org   1 1 

statewatch.org 1   1 

unesdoc.unesco.org   1 1 

 

The crawler made interesting additions to the original lists: the ICT Coalition for Children Online, 

and the Manila Principles (also mentioned in the literature as one of the regulatory initiatives 

between private actors and civil society).  

 

5.4 Types of documents 

The web pages collected in the original list present a wide variety of types of content: they range 

from the online version of newspaper articles to reports by NGOs or public bodies, official 

statements by political organisations (as in the case of the European Parliament) to academic 

project descriptions and abstracts to blog or social media posts (as in Quora). The documents vary 

in terms of length and level of specificity, from short articles published on news sites to extremely 

specialised publications, such as peer reviewed academic studies. In between, there are 'work' 
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documents, such as NGO policy reports, and opinion pieces from experts in blogs or on news 

media.  

As mentioned above, only after the second crawl did the list include posts or pages from social 

media platforms (mainly Facebook, Twitter, LinkedIn, GooglePlus). These documents do not 

necessarily include statements related to the controversy and present a challenge to the traditional 

methodology of controversy mapping with web pages, since the URL or web page belongs to the 

social media platform, but they ‘represent’ other actors (for instance, the Guardian page on Twitter, 

or bloggers’ Facebook accounts, etc.). Often, specific pages and accounts are not visible if 

protected by privacy settings on social media. Even if these pages do not tell much in terms of the 

most substantive elements of the controversy, they represent interesting findings concerning the 

structure of the public sphere online.  

 

5.5 Study of hyperlink relationships  

The overview of the group of actors highlighted some groups (such as news media, NGOs and 

civil society) that produced more statements on the controversy than others. It could be argued that 

a larger presence of statements published online concerning the issue can be indicative of a higher 

level of influence (i.e. more materials produced, greater chances of mobilisation of other actors). 

However, controversy mapping and ANT distinguish actors' power on the basis of their capacity 

to either ‘mobilise’, i.e. the actors capable of challenging or stabilising forms of order, or assign 

roles to the others. As highlighted in the literature review, influence in online controversy mapping 

is more often interpreted either as the product of connection of a web page (i.e. hyperlinks as in 

Google Page Rank and in Jacomy et al., 2018) or as the frequency with which certain specific 

contents, topics or issues are reproduced (i.e. as in Boullier, 2018).  

 

In this part of the study I focus on the study of connections. I applied the controversy mapping 

technique, using the idea that hyperlinks reveal the network of relationships connecting the actors 

composing the ‘public’ of the controversy. As stressed by Venturini, the network visualisation is 

interesting as it helps reveal what is ‘visible’ to each of the actors in the controversy. Below I focus 

on the contents, and in particular on those cases and storylines repeated by different actors (as in 

Boullier, 2018). Actors can be connected in different ways: mentions, references, similar opinions 
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or vocabulary when talking about specific issues. In this section, I present the analysis of 

connections between actors based on the hyperlinks that connect the different URLs.  

5.5.1 Interpreting the networks  

I used Hyphe to study hyperlinks connecting the URLs collected. The images below (Figures 5.3 

to 5.10) were produced by visualising the network of hyperlinks connecting the different URLS of 

the web pages collected in the scrape. The circular shapes represent what in social network analysis 

are called nodes. The lines represent what in social network analysis are called edges. The words 

are the labels for nodes, and show the name of the corresponding actor or group. For reasons of 

readability of the graphs I include only the labels only of the nodes that I am describing (either 

because they occupy a central position in the network or because of relevance).  

In the network, the nodes represent the websites from the original and expanded list. The edges 

represent hyperlink citations; that is, when one page inserts a link to another page. In Ooghe-

Tabanou’ et al. methodology (2018) it is assumed that hyperlinks correspond to ‘mentions’, i.e. it 

indicates that they are cited as sources by other actors, hence as a measure of influence. The sise 

of each circular shape represents measures of centrality (or influence) of the node, either in-degree 

or out-degree (which I describe in greater detail below). In the diagram, the larger the sise, the 

higher the value.  

 

In graph analytics, measures of centrality are used as measures of importance. In directed graphs, 

it is possible to distinguish the direction of the relationships, with one node acting as source and 

another as target of a hyperlink. It is possible to distinguish between in-degree and out-degree. A 

node with high in-degree stands for web pages that are cited a lot. In social media settings, the 

nodes with high in-degree centrality will be the nodes that have a huge number of followers or 

retweets and could be ideal candidates to influence the public (such as the President of the United 

States) or promote commercial products. In network analysis they are called ‘authorities’ 

(Venturini et al., 2017). By contrast, a high out-degree is indicative of an account or web page that 

cites a lot. In network analysis these are called hubs. Both authorities and hubs are considered 

influential as they are in contact with more elements than other actors. 

The colours of the circles in the graphs below represent the groups of the web pages. The groups 

are the same as in the coding described above: i.e. News media, civil society in the form of 
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Academia, NGOs/advocacy groups and think tanks, Social media companies and private 

companies, Public bodies and International organisations. Figure 5.1 shows the colour coding for 

each group. 

 

 

 

 

 

 

 

 

 Figure 5. 1 - Colours assigned to each group 

 

The thickness of a line on the graphs represents the weight of the edge (i.e. the frequency of 

hyperlink connection). The layout (i.e. the placement of the nodes in the space) has been decided 

by one of the algorithms available in Gephi, OpenOrd, starting from a Random Layout. These 

layouts are called force-driven placement algorithms because they place the nodes only in function 

of their links, i.e. the algorithm groups together nodes that are more connected and separates them 

spatially from the ones with which they have fewer links in common, with the aim of making 

clusters more visible. Being an algorithm based on the ‘force’ of the links, it ignores other attributes 

(such as the colour of the group of the actors). It works iteratively by having all nodes repulse each 

other and connected nodes attract each other (as in physics simulations). The resulting projection 

is said to be isotropic: it has no specific axes and could be turned or flipped without losing its 

features. It is supposed to be interpreted in terms of relative distances. The final position of nodes 

has been adjusted so that they do not overlap, bringing a minor bias but optimising readability 

during visualisation.  
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Figure 5. 2 - Example of overview of a network 

Network representing the links between 2015 URLs from the initial list and the ones added by the 

crawler. 

 

Table 5. 13 - From URLs to networks  

Year URL original list URL after crawl Nodes Edges 

2015 151 877 877 947 

2016 169 1126 1126 1310 

2017 219 1420 1420 1945 

2018 226 1544 1544 1977 

 

All network visualisation in each year presents a core component deeply connected, with a crown 

of isolated nodes (see Figure 5.2). All networks in all years have a 'floral' shape: some nodes are 
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the centre of communities, just as the pistil is at the centre of petals. The floral distribution tells us 

that only a small amount of content is repeated across communities, rather than flowing without 

constriction across the whole network. This is an important element, as it confirms Boullier’s 

(2018) idea that controversy mapping and ANT is about following the semiotic elements that travel 

across different actors, and the different associations that are thus created. Newspapers are the only 

nodes that really connect to each other (the others do not have many links).  

5.5.2 Analysis of measures of in-degree/out-degree 

The figures below (Figure 5.3- 5.611) represent an overview of the networks of original and 

discovered web pages in the four different years, with a focus on the measure of in-degree. It is 

possible to distinguish the part of the network with a higher number of connections across nodes, 

as the messy part in the centre of the image. However, larger shapes (i.e. nodes with highest in-

degree) emerge. These are the URLs of web pages that have been cited the most by other entities. 

In Ooghe-Tabanou’ et al.’s (2018) methodology and in general in controversy mapping 

methodology, it is assumed that web pages that are the target of many hyperlinks correspond to 

‘mentions’, i.e. that they are cited as sources by other actors, and hence are a measure of influence.  

 
11 Larger visualisations are available in the appendix 
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 Figure 5. 3 - Nodes with higher in-degree in 2015, coloured by groups 
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Figure 5. 4 - Nodes with higher in-degree in 2016, coloured by groups 
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Figure 5. 5 - Nodes with higher in-degree in 2017, coloured by groups 
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Figure 5. 6 - Nodes with higher in-degree in 2018, coloured by groups 

If we compare each image with the analysis of the out-degree (Figures 5.7 to 5.10 below), it is 

possible to see how the two measures are complementary, as the nodes that acquire sise in the 

measure of in-degree lose sise in the out-degree and vice versa. 
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Figure 5. 7 - Nodes with higher out-degree in 2015, coloured by groups 
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Figure 5. 8 - Nodes with higher out-degree in 2016, coloured by groups 
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Figure 5. 9 - Nodes with higher out-degree in 2017, coloured by groups 
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Figure 5. 10 - Nodes with higher out-degree in 2018, coloured by groups 

 

The four visualisations (Figures 5.7, 5.8, 5.9, 5.10) show larger circles for those web pages that 

cite the most other entities (out-degree). The comparison of in-/out-degree shows a division of the 

groups, with social media, news media, public bodies and international organisations/ European 

institutions corresponding to nodes with higher in-degree (e.g. most cited), while on the other side 

civil society in the form of academia and NGOs, associations and in particular bloggers or 

individuals stand out as the pages which include the majority of citations. Below I present an 

overview of the main findings related to the analysis of the structure of hyperlinks, focusing on 

the different group of actors. 

5.5.3 Social media platforms 

In the previous part of the study, I highlighted how social media and private companies do not 

represent a large proportion of the authors of the statements in the controversy. In particular ‘big 

tech’ seems to be missing, as it has almost no presence in the lists of URLs. However, the structural 

analysis of the relationships of the web pages shows a different picture. Across all years, the nodes 
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with higher in-degree values correspond to social media platforms (see green circles in Figures 5.3 

to 5.6). This indicates that the most cited web pages are the largest companies: YouTube, Google, 

Instagram, Facebook, Twitter, Reddit. As seen above, social media platforms were practically 

absent from the original list of URLs used to build the network, and they are still a smaller number 

in terms of URLs; however, it is possible to see in Figure 5.11 that even with fewer circle shapes, 

they have the ‘bigger circles’ in terms of in-degree. 

We know from the previous part of this chapter that these web pages do not include statements 

about the substance of the controversy. However, the degree of centrality of social media nodes is 

not only very high, but it is also disproportionate compared with other actors (even newspapers). 

It is indicative of the monopoly that these companies have on the distribution of content. This type 

of finding sheds a light on a technological dynamic already highlighted in chapter 3 and 4: these 

web pages do not say much in terms of the specific issue of freedom of speech and social media, 

but they show how other actors from other web pages connect and share their contents. It confirms 

the role of social media as ‘publicity devices’ (Marres, 2005). 
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Figure 5. 11 - Detail of the network of URLs in 2018.  

Node sise reflects higher in-degree. Social media (green nodes) are out of proportion compared 

to the other groups. 

 

5.5.4 News media 

As noted in the description of actors, news media are the largest category among the actors coded, 

and not surprisingly they represent the largest number among the more connected nodes (i.e. they 

tend to have high in-degree). In particular, the Guardian, Telegraph, Independent, Daily Mail, BBC 

and International Business Times (economy and trade) are the online publications with larger in-

degree. Among more technological publications, those that are cited the most are Techdirt, the 

Register, Ars Technica, PCMag, Slashdot, CNET and the Verge.  

Youtube 

Twitter 

Instagram 

Google 

Facebook 
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The analysis of structure of hyperlinks also shows how reticular is the presence of news media. 

They are the most connected and distributed group of actors across the years in question. This is 

visible on larger images of the network, where the blue (news media) nodes and edges appear as 

the most visible (see Figure 5.12). 

 

 

Figure 5. 12 - Overview of hyperlinks connections in 2018.  

Larger nodes have higher out-degree. News media are the blue nodes and represent 22.47% of 

the visible nodes (i.e. the highest percentage of all the groups). 

 

5.5.5 Public bodies and international organisations 

Websites of public bodies such as governments and international organisations appear in the group 

of the most cited web pages. In particular, the UK government stands out as the page of a public 

body with a high number of citations, together with the Information Commissioner’s Office and 

the Crown Prosecution Service. In other countries, other web pages from public bodies with high 

in-degree are the US departments such as Justice, Copyright, Congress and the White House. 

Wikipedia 
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Among the large sources of content there are also international and European organisations: the 

European Union and Council of Europe, but also the United Nations, UNHCR, Unesco, OHCHR 

and OSCE. A very interesting result is also the presence among the most cited ‘sources’ of actors 

from the mixed group, such as the ICT Coalition for Children Online, or the Internet Governance 

Forum, the Global Network Initiative (GNI) and the Manila Principles. Unlike the others, this 

group of actors has increased its presence since 2015, with progressively higher values on the in-

degree scale. 

5.5.6 Civil society: NGOs 

As noted above, NGOs and associations do not stand out as a group in the analysis of in-degree. 

Some associations are used as sources, such as: Nesta (which is a charity for funding innovation), 

the National Society for the Prevention of Cruelty to Children (NSPCC) and Safer Internet Center, 

a partnership between Childnet International, Internet Watch Foundation and South West Grid for 

Learning, and coincidentally they are all NGO advocacies or initiatives for child protection. 

 

The list also includes the Independent Press Standards Organisation (IPSO) and other NGOs for 

the protection of digital rights such as EDRi, ProPublica, Article 19 and the Electronic Frontiers 

Foundation (EFF), and NGOs largely active on the topic of freedom of speech and protection of 

journalists, such as ACLU, Reporters Sans Frontiers, Human Rights Watch, Freedom House, 

Online censorship org, the Committee to Protect Journalists, IFEX, WAN-IFRA and 

openDemocracy. A special role is occupied by Wikipedia and Wikimedia pages about freedom of 

expression, which in 2018 become among the most cited websites.  

 

In this group, the node with highest out-degree corresponds to Debating Europe, which is a page 

of a forum for debate about cyberbullying, collected in 2015. It is an interesting case, as the high 

number of citations correspond to Facebook posts from participants that took part in the discussion. 

Other pages of associations citing a high number of others are Shoah.org, the Child Protection 

Resources, the Birmingham Diocese, African Internet Rights, Get Safe Online, and a large group 

of free speech actors such as the Index of Censorship, Raif Badawi organisation, Privacy 
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International, Frontline Defenders, the Great Fire, International Federation of Journalists and 

European Federation of Journalists. 

 

As noted in the overview of the actors, bloggers have produced many statements, yet they do not 

get cited very often. The one with the highest citation is a technological blogger: TechnoLlama. 

The analysis of out-degree shows, however, that bloggers are extremely active in citing other 

websites (see Figure 5.13). Among the nodes with high out-degree there are also some bloggers, 

such as Richard King, Matt Britland, Privacy Surgeon, Christopher England and Street 

Democracy. Bloggers who are activists or ex-activists have connections to pages from NGOs. In 

terms of distribution of information, it seems that they take the content straight from NGO sources, 

rather than from newspapers. Examples from 2015 are: Richard Kingdom, who cites Open Rights 

group, or Privacy Surgeon who cites EDRi and Matt Britland who cites Digital Awareness UK. 

As stressed by Jacomy (2018), out-degree too can be considered as a measure of centrality, as it is 

an indicator of which actor ‘moves’ more contents.  
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Figure 5. 13 – Detail of nodes with higher indegree in network in 2015  

The red circles are NGOs and bloggers, and are among the most active in citing other websites 

 

5.5.7 Academia and think tanks 

Academia in the graphs is represented by the yellow circles. The most cited web pages belong to 

the London School of Economics, Columbia University, and web pages of publishers (Oxford 

University Press, Routledge, Springers, Typepad) and funding bodies such as the ESRC, 
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University of Kent and University of Oxford. Overall, academia looks a bit disconnected from the 

other pages; however, this might be because the majority of the original URLs from academic 

sources are pdfs, which do not necessarily include other hyperlinks. This hypothesis would be 

confirmed by the high number of hyperlinks connecting to academic publication editors, which 

probably is the immediate connection that the crawler could find from the pdfs. However, 

academia appears among the nodes with higher out-degree, especially research centres. For 

instance in 2015 (Figure 5.14) the Social Data Lab from Cardiff University and the think tank 

Demos appear among the most active in ‘citing’ other websites. 

 
 

Figure 5. 14 – Detail of network with higher outdegree in 2015  

Academic and research centres with higher outdegreel 

Also, from the analysis of the nodes corresponding to web pages in academia, it appears that from 

2015 to 2018 there is an increase in the names of authors that appear also in the literature review, 

such as Zeynep Tufekci, Tarleton Gillespie, Kate Crawford and Rebecca MacKinnon. They appear 

in the network because they have a personal website where they publish their research. 
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5.6 Other findings from the analysis of structure of hyperlinks 

The analysis of hyperlinks also reveals interesting findings concerning which groups tend to be 

more connected. For instance, there is a constant relationship between associations and NGOs and 

international organisations and European institutions. 

Figure 5.15 shows the particular focus on the hyperlinks connecting the website of the UN Special 

Rapporteur for Freedom of Expression, the UN and the OHCHR with a group of NGOs active in 

the field of free speech and human rights. 

 

 

Figure 5. 15 - Detail of network with higher outdegree in 2018 

The network shows high level of connections between associations and international organisations 

on occasion of the call for proposal issued by the Special Rapporteur on Freedom of Expression 
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5.6.1 Technological dynamics 

The measure of centrality and the direction of the link does not necessarily describe a 

straightforward relationship linking two or more web pages. Most of the time, meaning emerges 

only after detailed exploration of all the links and the pages (even switching to reading the 

hyperlink embedded in the source code). For instance, after an in-depth exploration of the 

hyperlinks it is possible to say that the large in-degree or out-degree shown by social media 

platforms is the result of three main possibilities: 

1) the web page includes a link to content produced by themselves on a big platform, i.e. web 

pages mentioning their own social media accounts. This is the case with the page Children 

Protection Resource, which has embedded the tweets from their account. On the network 

visualisation this translates as a mention (direct link) towards Twitter/CP Resource account.  

2) the web page includes a link to content produced by others on a big platform (direct link 

towards) and the content hosted on the platform is somehow related to the issue. For instance, 

Debating Europe is a platform where public debates are hosted and comments can be added also 

using one’s private Facebook account. In the network visualisation, the relationship is described 

as Debating Europe mentioning content produced on specific Facebook accounts. The content is 

hosted on Facebook, but it relates to the web page. 

3) the web page includes a link to content produced by others on a big platform (direct link 

towards) and the content hosted on the platform is not related to the issue. For instance, exploring 

the connections from the Children Protection Resource web page, it is possible to see that a 

YouTube mention appears at the bottom of the web page, in the section left for the ‘extra reading’. 

In the network visualisation, it does create a link where the Children Protection Resource web page 

is mentioning YouTube, but the link does not relate to the topic of the web page (issue of interest). 

Another case that came up is the one linking the Demos research centre to the Telegraph, and the 

BBC to the Telegraph. In the web page, the BBC was actually citing Demos, but Demos published 

in the Telegraph, so the direct relation is lost. 

 

The data show that big social media are central in the sharing of the vast majority of content. Every 

web page existing online now has a link to its sponsors/advertisers or in general to their account 

on social media or an automatic link to post their content on other people's accounts. In terms of 

network visualisation, all these possibilities translate to edges pointing at the nodes corresponding 
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to the home pages of these big companies. This confirms a characteristic of the contemporary 

public sphere, which is embedded in these platforms, and the role of social media as ‘publicity 

devices’ used to push content for advertisement purposes (Marres, 2005). 

The overview of actors at the beginning of this chapter showed how news media, NGOs and 

academia are the group of actors producing the most content. The analysis of hyperlink shows, 

however, how these actors are not used as sources, but rather that they tend to mention other actors. 

In particular, SM platforms emerge as central elements in the distribution of content. News media 

also appear as a capillary presence in the network. In this last part of the analysis, following 

Boullier (2018), I will consider which content has the power of mobilising other actors. Drawing 

from Pohle (2016) I focus on exemplary cases and storylines recurring across different pages, and 

the different narratives of freedom of expression, governance and technology that they stimulate. 

 

5.7 Identification of shocks and regulation initiatives 

I focused on the texts of the documents collected through the web pages, using a mix of qualitative 

and quantitative methodology for the analysis of texts.12 As I described in chapter 4, I adopted the 

methodology developed in Pohle (2016a,b). I analysed the texts focusing on the emblematic 

episodes and storylines that are evoked in response to public shocks. I coded the texts, based on 

the identification of: 

1) Emblematic episodes or stories that recur across the texts 

2) The type of issues involving freedom of expression and SM platforms they summarise 

3) The type of narrative (worldview) of freedom of expression which is intended 

4) The type of narrative (worldview) of technology which is intended 

5) The type of narrative (worldview) of governance which is intended  

6) The type of regulation initiatives they relate to 

 

In this part of the chapter, I analyse the statements produced by the actors in the controversy, 

excluding the statements from news media. Since news media occupy a particular role in 

 
12 Note: the texts used in the analysis are extracted from the original list of web pages, since the expanded list included 

home pages that do not include specific statements. However, the home page is useful to understand how different 

actors interact (as for instance Demos, and the Telegraph, where Demos published the results of research in the 

Telegraph, but this type of connection appears only through the hyperlink). 
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controversy (as explained in chapter 3) and I include newspapers in the empirical analysis of the 

next chapter, I decided to focus the analysis on the statements of the actors from other groups: 

academia, NGOs and advocacy groups (including bloggers), public bodies, international and 

European institutions and private companies. 

 

5.8 Emblematic episodes or recurring topics  

I performed qualitative and quantitative analysis of texts, looking for emerging or recurring topics 

and keywords. For the qualitative analysis of texts, I analysed 354 web pages, approximately 80 

for each year, with the exception of 2018 which has a slightly higher number (100). I performed 

the quantitative analysis with the aid of Cortext Platform. The LDA (Latent Dirichlet Allocation) 

semantic analysis performs an automatic detection of topics but failed to retrieve a coherent set on 

websites. I reached this consideration after having used LDAvis tools for assessment of topics 

coherence, i.e. the visual inspection of graphs and the manual analysis of most representative 

documents.  As I have discussed in the methods chapter (chapter 4), in order to assess coherence 

of topics I have performed different trials of the tool using different settings to assess differences 

in the result, I chose the ‘optimised’ method provided by the machine. In the case of websites, 

using the affordances of LDAvis to check the visualisation and assess the relevance relevant terms 

in the topics did not suggest any specific meaningful connection from the point of view of human 

reading. Also, each of the topics had very low topic-specific frequencies of each term was 

particularly corpus-wide frequencies of each term. A possible justification for this difficulty is the 

fact that web pages were saved as pdfs, but lacking a common format, they resulted complicated 

for the parser. 

 

Instead, I relied on the identification of relevant words (based on chi-square, or TF-IDF) and 

qualitative analysis of texts. I performed a study of word relevance and compared the keywords 

extracted via Cortext with the qualitative analysis of the texts. From the list, I isolated in the texts 

the exemplary cases and issues with clearer semantic meaning. Retrieving the context of the most 

relevant words in the documents it was possible to find exemplary cases indicative of ‘public 

shocks’ relating to regulation of speech. These episodes correspond to specific ‘public shocks’, 

which have shaken public opinion, and that have worked as a catalyst for the actors whose 

statements appear in the data collection. Table 5.14 shows the list of exemplary cases and relevant 
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stories that emerged from the automatic detection of the most relevant keywords and qualitative 

analysis of the texts.  

 

Table 5. 14 - Exemplary cases extracted from statements 

Year of data collection Episodes, storylines identified using Cortext frequent 

terms and qualitative analysis 

2015 Charlie Hebdo attack, terrorist attacks in Europe  

2015 Human rights’ activist Raif Badawi’s detention in Saudi 

Arabia 

2015/2017 Snowden leaks about the NSA and US Border agents controls 

of social media 

2015 Ashley Madison’s website hacked and publication of personal 

data 

2016 Paul Chambers ‘Twitter Joke Trial’ 

2015- 2016 -2017 Harassment against MPs on 2017 general election – 

Harassment against Caroline Criado-Perez in 2013 – Reclaim 

the internet campaign 

2016 Donald Trump victory on US election, fake news and Russian 

manipulation of opinion 

2017 Charlottesville protest and murder of Heather Heyer. Jo Cox 

murder in the UK  

2017 German government introduction of first law introducing fines 

for SM platforms failing to take down hate or illegal speech 

(NetzDG) 

 

1_ Terrorist attacks. Charlie Hebdo 

Among the first set of exemplary cases presented by different actors in the controversy appear a 

group of words related to the wave of terrorist attacks in Europe carried out by members of the 

Islamist group organisation Daesh, which started in 2015 with the attack on the Charlie Hebdo 
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magazine in Paris. The statements collected on web pages show how these attacks have interrupted 

the ‘routine’ management of content on SM platforms, and opened questions about freedom of 

expression and the exploitation of social media tools for the purpose of radicalisation and terrorist 

recruitment. The specific nature of the first attack in January 2015 aimed at the employees of 

Charlie Hebdo in Paris, opened a discussion concerning the limits to the expression of free speech. 

The hashtag #Je Suis Charlie that went viral immediately after the attack became the symbol of 

solidarity and free speech. In the statements of the actors it is also an exemplary case for the larger 

discussion that started on the limits of free speech. 

I would argue this failure to understand the value of free speech lies at the heart of one of 

the dilemmas we face in modern democracies where free speech is being gradually eroded – 

where ‘Je Suis Charlie’ quickly became ‘Je Suis Charlie, but…’ (Index of Censorship and 

Ginsberg, 2015, Document id 26). 

 

Indeed, the terrorist attacks in Europe initiated a wave of anti-terrorism policy initiatives, moving 

the political agenda from protecting free speech towards an increase in the regulation of speech on 

and by SM. From the statements, technologies and SM platforms emerge as matters of concern for 

public authorities, and the target of regulatory initiatives. Terrorist attacks correspond to a 

fundamental shock, as confirmed in the speech on ‘Countering online radicalisation and 

extremism’ delivered by Joanna Shield, UK Minister for Internet Safety and Security, to the 

George Washington University Centre for Cyber and Homeland Security's extremism programme 

in April 2017:  

It is no longer a matter of speculation that terrorists and extremists use internet platforms 

and applications to inspire violence, spread extremist ideology and to plan and execute 

attacks. Each tragic incident reconfirms it (Shields, 2017, Document id 235). 

 

The attacks are used as background for the necessity of increased regulation of speech, and SM 

are placed at the centre of these initiatives:  

Terrorists' use of the internet as a sphere of influence will continue to evolve and adapt, and 

we need new methods to quickly identify and remove terrorist and violent content, and to 

deliver more effective strategic communications to counter these deadly narratives (Shields, 

2017, Document id 235). 
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However, with the rise of anti-terrorism policy initiatives, there was also an increase in the reaction 

from the civil society and advocacy groups, in particular from NGOs active in human rights online 

and the protection of journalists and freedom of expression: 

States are increasingly seeking to seriously limit the capacity of individuals to communicate 

securely and anonymously. […] Indeed, encryption13 was the first target of UK Prime 

Minister Cameron who, in the immediate aftermath of the Charlie Hebdo attack in France, 

vowed to ban ‘a means of communication between people which we cannot read’ (Pen 

International and Clarke, 2015, Document id 49). 

 

Or as described also in the EDRi’s Annual report in 2016,  

[…] the terrorist attacks in 2015 and 2016 had major implications for our work and impacted 

the political agenda. […] as a result, we saw a fast-tracking of surveillance and security 

measures that our analysis found to be in violation of fundamental rights. (EDRi, 2016a, 

Document id 118) 

 

2_ Exemplary case of Edward Snowden, and Raif Badawi 

Other exemplary cases that emerge from the documents are related to the storyline created since 

Edward Snowden’s ‘leak’ of documents about the US and British mass surveillance intelligence 

systems, in 2014. NGOs active in the protection of freedom of expression recall Snowden’s 

episode as an example in the description of states’ use of surveillance for persecution of freedom 

of speech and human rights activists. 

Since the Snowden revelations, PEN has worked from the position outlined in the 

Declaration on Digital Freedom to research the impact of mass surveillance on freedom of 

expression and writers, and to advocate for surveillance reform (Pen International and 

Clarke, 2015, Document id 49). 

 

 

 
13 The mathematical process of converting messages, information or data into a form unreadable by anyone except the 

intended recipient – which protects confidentiality and integrity of content against third­party access or manipulation 



 

 146 

Edward Snowden appears when discussing episodes related to surveillance and data protection, as 

for instance with the introduction of social media checks by the border police in the US in 2017. 

The blogger Andreas Guadamuz,in his blog TechnoLlama describes the implications: 

[…] the US border police may be rolling out a program to harvest contact metadata in an 

attempt to conduct social network analysis on the subjects, and also to create a social media 

database. Thanks to Edward Snowden, we already know that the NSA has been involved in 

surveillance practices that collect data from services, and systems like XKeyscore and Prism 

are used to gain access to online communications (TechnoLlama Guadamuz, 2017, 

Document id 332). 

 

This storyline also mentions Raif Badawi, a Saudi blogger who became a human rights case when 

in 2015 he was sentenced to 10 years in prison and 1000 lashes because of content present on his 

blog. 

[…] In the Middle East and North Africa in particular, PEN has noted the increase in cases 

of bloggers persecuted under these laws. In June 2015, despite global outcry, the Saudi 

Supreme Court upheld a sentence of 10 years in prison and 1,000 lashes for the atheist 

blogger, Raif Badawi, on charges of ‘insulting Islam’ and ‘founding a liberal website’(Pen 

International and Clarke, 2015, Document id 49). 

 

3_Ashley Madison – data protection privacy 

Another exemplary case that emerges from the statements refers to the hacking of the online dating 

website ‘Ashley Madison’ in 2016. The episode opened the debate about data protection and 

exploitation. Richard King, a blogger14 and an activist involved in the British NGO for the 

protection of digital rights Open Rights Group (ORG) in his blog ‘Richard’s Kingdom’, uses 

 
14 Richard King’s site describes him as follows: I am passionate about technology and its impact on society. In 2006 

I became involved with the Open Rights Group (ORG) and I started this blog around the same time, partly as a learning 

exercise, partly to express my thinking on human rights issues as society went digital .I have volunteered variously as 

an evangelist, copy-writer, editor, newsblogger and wiki maintainer for ORG. I was appointed to their supporters 

council in 2012 and I started ORG Sheffield – a local chapter of the group that meets regularly to discuss digital-rights 

issues – in the same year. I’m an active member of the grass-roots technology community in my home town of 

Sheffield, UK, and part of the nascent makerspace-community in my adopted town of Tromsø, Norway. 

https://richardskingdom.net/about 

 

 

http://www.openrightsgroup.org/
https://www.openrightsgroup.org/newsblog
https://wiki.openrightsgroup.org/
https://www.openrightsgroup.org/people/supporter-council
https://www.openrightsgroup.org/people/supporter-council
https://sheffield.openrightsgroup.org/
http://sheffgeeks.github.io/
https://www.google.com/search?q=sheffield
http://www.formspace.no/
https://www.google.com/search?q=tromso
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Ashley Madison as a way to talk about metadata and data brokers interested in buying metadata, 

and how the main SM platforms share this type of risk. 

When you sign up for Facebook, Twitter or LinkedIn, you’re nagged to upload your entire 

contacts list, either by giving them the password to your email account(!), or by letting their 

app grep your phone’s address book. The benefit you’re offered is automation [...] Stop and 

think again, but this time instead of considering what these companies could do with the data 

you’re giving them, reflect on how you’re treating the subjects of that data (King, 2015, 

Document id 31). 

 

4_Paul Chambers – Censorship 

Another exemplary case that emerges from the statement concerns the trial of Paul Chambers as a 

result of a tweet. Paul Chambers in 2010 tweeted “crap Robin Hood Airport is closed you've got a 

week and a bit to get your shit together otherwise I'm blowing the airport sky high” when delayed 

at Robin Hood Airport in South Yorkshire. The tweet led to prolonged legal proceedings, since 

the anti-terror police charged Chambers for sending a public electronic message that was contrary 

to the Communications Act 2003 (e.g. either grossly offensive or of an indecent, obscene or 

menacing character). The development of the legal proceedings became exemplary, involving 

celebrities and passing into the public discourse. In the end Chambers’ conviction was quashed, 

but the case has become an example of how the legal identification of internet trolls or offensive 

material is flawed and how communication on SM can lead to arrests and prosecution. As stated 

by solicitors Woodfines (who are quoted on the website collected) this type of incident can cause 

real-life problems for the individuals who go are caught up in this type of experience; on top of 

having their freedom of expression limited they can lose their job even if cleared of any criminal 

wrongdoing (Woodfines 2015, Document id 74). Paul Chambers’ case is also used as an exemplary 

case in academia, in the study of computer-mediated communication, and in terms of the presence 

of interpretative ambiguities because of the lack of expressional nuances.  
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Figure 5. 16- Paul Chambers’ tweet. Source: Daily Mail (2012) 

 

5_ Caroline Criado-Perez  

Probably the most exemplary case, which is used the most both in academia and by public bodies 

is represented by the storyline connected to Caroline Criado-Perez. In 2014, the feminist activist 

Caroline Criado-Perez and Labour MP Stella Creasy, along with other supporters, were deluged 

by abuse from Twitter trolls after they successfully campaigned using social media for a female 

figure to appear on a Bank of England note (i.e. the writer Jane Austen on the £10 note). As a 

result, the ‘trolls’ Isabella Sorley, John Nimmo and Peter Nunn were sentenced to jail, according 

to Section 127 of the Communications Act 2003. Criado-Perez is now a storyline for abuse of 

female ‘public’ figures. The case was mentioned again in 2016 and 2017, when other MPs received 

threats and abuse. Authors in academia and in public bodies mention the Criado-Perez case as the 

main storyline in a series involving several other episodes of harassment at the expense of female 

and ethnic minority MPs that took place at the time of the UK general election in 2017.  

There was an English Defence League-affiliated Twitter account – #burnDianeAbbot. I have 

had rape threats, and been described as a ‘pathetic useless fat black piece of sh*t’, an ‘ugly, 

fat black b*tch’, and a ‘n*gger’ – over and over again’. Similarly, in 2016 Jess Phillips, a 

Merseyside MP, spoken of receiving more than 600 threats of rape in one night alone on 

Twitter and had to have extra security installed in her home, following the abuse she suffered 

online (Bliss, 2017, Document id 485). 

 

Statements from academia stress how long the problem has been going on for, and connect it with 

public initiatives, such as the cross-party campaign – ‘Reclaim the Internet’ (in 2016). 
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6_US elections 

From the documents it is evident that several statements from the actors were created in reaction 

to the US election in 2016. In particular, the role of SM in promoting fake news, and the impact 

of fake news on the final result of the election, started a debate involving academia and other 

actors: 

Fake news has become an important focus for news foundations, democratic interest groups 

and various journalism academics and researchers, following claims that the US presidential 

elections may have been influenced by anti­Clinton propaganda created by Russia and shared 

on social networks (Felle, 2017, Document id 248). 

 

7_Charlottesville 

In 2017 another public shock that stimulated a reaction to Big Tech and changes to their policies 

was the murder of Heather Heyer, a protester at an anti-fascist rally in Charlottesville. She was 

killed in an attack by James Alex Fields Jr., who deliberately drove his car into the crowd. The 

terror attack focused attention on neo-Nazi and white supremacist groups active on SM and their 

use of the platforms to spread propaganda. As a reaction to the murder the big names in social 

media and digital companies started to withdraw their space for white supremacy supporters:  

The Internet governance implications of Charlottesville are becoming clearer. When a white 

supremacist protest resulted in the murder of Helen Heyer, the Daily Stormer published 

repugnant, hate-filled content about her on its website. This provoked numerous Internet 

service providers (domain name registrars, DNS proxy services, a DDoS mitigation service 

and a hosting provider) to terminate Daily Stormer’s services for a variety of alleged Terms 

of Service (ToS) violation(s) (Kuerbis, 2017, Internet Governance Project Document id 224). 

 

The expulsion or refusal by large companies to host content from white supremacists opened 

opportunities for smaller SM platforms, for instance Gab.ai. Gab is a ‘smaller’ social media 

company, based in the US, that became famous because a number of representatives of extreme 

right-wing movements decided to use it after having been expelled from the major platforms. After 

Charlottesville, Gab gathered the voices of the white supremacists expelled from the major 

companies, declaring that it had a more absolute interpretation of free speech in its content 

regulation policies.  
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Founded in 2016, Gab.ai aims to be a free speech alternative to the major social networks 

such as Twitter, Facebook and YouTube. It is a libertarian social network founded in the 

classical liberal tradition of John Stuart Mill and John Milton, as well as the US First 

Amendment. Gab supports artistic expression and actively challenges the censorship that 

takes place on the major social media sites (People’s Charter Foundation, 2017, Document 

id 261). 

 

When Twitter started banning people for having unwelcome opinions, the founders of Gab 

saw a gap in the market and started their own version. Both Apple and Google have refused 

to approve a Gab app until they can ensure nothing which constitutes discriminatory 

language will be posted, which defeats the whole purpose. Now it appears someone has gone 

after Gab’s domain registration, probably having seen other right-wing sites get their 

registrations pulled in the aftermath of Charlottesville. So far it’s an effective tactic. If the 

tech giants and domain registrars are the gateway to 99% of communication, denying 

somebody access is the equivalent of banning them from speaking (White Sun of the Desert 

– Newman, 2017, Document id 254). 

 

8_NetzDG 

The statements from web pages in 2017 highlight another exemplary case which involved the 

German government approval of the ‘Network Enforcement Law’, also called NetzDG. This is a 

law that was introduced in 2017 and came into full effect on 1 January 2018. It introduced fines 

up to £44m for failure to remove hate speech from SM platforms within 24 hours. This required 

adaptation from the SM platforms (which included additional features for flagging up controversial 

content, and hiring more human moderators). In particular, a number of controversial deletions 

and suspensions bolstered critics from civil society and advocates of free speech: 

Criticism of the new law has intensified over the past six weeks after content from some 

high-profile users was blocked or their accounts were temporarily suspended, even though 

some of those actions were submitted due to violations of the company's user rules rather 

than NetzDG. Users whose speech was censored either by NetzDG or a violation of a 



 

 151 

company's user agreement include a leader of the far-right Alternative for Germany party, a 

satire magazine, and a political street artist (Human Rights Watch, 2018, Document id 387). 

 

Related regulation initiatives 

The analysis of public shocks and relevant keywords also highlighted regulation initiatives that 

are frequently mentioned. One of the most significant for the UK environment is the Crown 

Prosecution Service Guidelines for speech on social media. The guidelines were first issued in 

2013 but were reviewed and updated in 2016. In particular, the revised version introduced a 

specific section on Violence Against Women and Girls (VAWG) (Crown Prosecution Service, 

2016, Document id 154). 

 

Intimidation in public life 2017: another contribution to regulation that emerges from the texts is 

the Committee on Standards in Public Life’s report on ‘Intimidation in public life’ in 2017. The 

report was issued as a reaction to the abuse received by MPs during the general elections in 2017 

(mentioned above). The report focuses on harassment on social media, and includes a full section 

on SM responsibilities. 

 

‘Future of the Internet’ speech 2017: in 2017, at the Internet Governance Forum, the Ministry for 

Digital Media and Sport gave a speech on the ‘Future of the Internet’, in which the UK government 

presented the positions regarding freedom of expression online (Hancock, 2017, Document id 

209). 

 

Online harassment and cyber bullying – Parliamentary report: in 2017 the UK Parliament also 

issued a report on online harassment and cyberbullying. It highlighted how (at the time) Section 

103 of the Digital Economy Act 2017 required the Secretary of State to issue guidance to social 

media providers about action against abuse online (Dent and Strickland, 2017, Document id 293).  

Even if not strictly regulation initiatives, the parliamentary report and the ‘Future of the Internet’ 

speech clarified the Conservative government position on SM and content regulation. 

 

EU Code of Conduct on Illegal Speech: other related regulation initiatives that stand out from the 

relevant words are the Digital Single Market initiative and the Code of Conduct on terrorism and 
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hate speech, which establish a set of norms for SM platforms in the EU Internet Forum. The code 

sets out a number of ‘public commitments’, including (among others):  

● clear and effective processes to review notifications regarding illegal hate speech on their 

services, and adaptation of Rules or Community Guidelines clarifying that they prohibit 

the promotion of incitement to violence and hateful conduct 

● review notifications against their rules and community guidelines and where necessary 

national laws, with dedicated teams reviewing requests 

●  review the majority of valid notifications for removal of illegal hate speech in less than 24 

hours and remove or disable access to such content, if necessary 

● creation of national contact points designated by the IT companies and the Member States 

respectively for the notification 

(European Commission, 2016, Document id 486). 

 

UN call for proposal: the study of shocks and relevant words also shows the role of international 

organisations, in particular the UN and the Special Rapporteur for Freedom of Expression, David 

Kaye. Their presence is highlighted with the call for submissions issued by the Special Rapporteur, 

on Content Regulation in the Digital Age (United Nations and Kaye, 2017, Document id 231). The 

call was opened to states, civil society organisations, private companies and other stakeholders. 

Several advocacy groups shared positions, since many of the more prominent groups responded: 

Article 19, Index of Censorship, Access Now, Ranking Digital Rights. In the data they appear as 

reports and official documents from organised civil society including recommendations for the 

UN and nation states on what to consider when developing standards for regulation of speech. 

 

5.9 Key issues emerging from qualitative analysis 

In order to identify which particular issues involving freedom of expression and SM platforms are 

summarised in the main topics, I analysed the texts and coded different aspects of the issues.15 The 

main codes that emerged from the qualitative analysis in Nvivo are: 

 
15 I merged 2 lists: Algorithms, B: Fake news, C: Extremism, D: Terrorism/ Radicalisation, E: Cyberbullying F: 

Harassment, G: Hate speech, H: Children, I: Sexual crimes  

In the second round I coded statements concerning: 

A: Anonymity, B: Islamophobia, C: Blocking filtering, D: Censorship, E: Far right, F: Net neutrality, G: Remedies 

(namely, what can be done to obtain remedy in casse of abuse or censorship) H: Responsibility for content (between 

private companies and states) I: Surveillance, J: Transparency  
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Quality of content (algorithms and fake news)  

Extremism (terrorism, radicalisation) 

Harassment and (cyber)bullying 

Hate speech  

Child pornography and sexual crimes 

Censorship (including blocking, filtering)  

Islamophobia, far-right ideology  

Data protection: anonymity, surveillance 

 

I compared the list with the issues that I coded from relevant words in Cortext ordered on the basis 

of highest TF-IDF *(*data available in the Appendix, p.31-A). 

 

Censorship 

Children protection 

Cybersecurity 

Data protection and privacy 

Extremism 

Harassment 

Crime 

Hate speech 

Illegal speech 

Accountability 

Human Rights 

Usage 

Net neutrality 

Quality of info and fake news 

Terrorism 

Cyberbullying 
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I then combined the results of quantitative and qualitative analysis of the texts, and the common 

themes can be summarised as follows: 

 

● Social media and extremism. This theme includes statements (exemplary cases, storylines) 

which summarise the main arguments that social media are used by extremist groups or 

terrorist groups and provide a place for recruitment and radicalisation of people. In this 

group it is possible to find statements related to the cases of murders during the Charlie 

Hebdo Islamist terrorist attack and the fascist terrorist attack in Charlottesville described 

above. An interesting finding, emerging from the statements related to this issue, is the role 

of schools in enforcing anti-terrorist policies in the UK as assigned by the Counter-

Terrorism and Security Act (2015) (Dartington Primary and Nursery School, 2015, 

Document id 56). 

 

● Social media hate speech and harassment. This theme includes statements (exemplary 

cases, storylines) which summarise the main arguments that social media are a place for 

abusive speech addressing groups (hate speech (e.g. racist, religious anti-Muslim speech) 

or individuals (e.g. misogynist attacks) in a public (cyberbullying) or anonymous way 

(trolling)). The public shocks most exemplary for these issues are the attacks on Carolina 

Criado-Perez, Jodie Whittaker, and the female MPs during the 2017 general elections. It 

also includes the issue of hate speech, and how it has been used to increase regulation, as 

in the case of the adoption of the NetzDG in Germany. 

 

● Social media, algorithms and fake news (e.g. quality of content). This theme includes 

statements (exemplary cases, storylines) which summarise the main arguments about the 

role of technology (i.e. algorithms) in shaping the quality of information available online. 

The issue has a clear connection with the case of US election results (see above). However, 

some NGOs did raise the issue before that time (EDRi, 2016b, Document id 110). 

 

● Social media, privacy and protection of personal data. This theme includes statements 

(exemplary cases, storylines) which summarise the main arguments that states and SM are 

surveilling, invading privacy and exploiting personal data. The exemplary cases mentioned 
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in the statements of actors are Snowden leaks, Ashley Madison hackers attack and the US 

border agents investigating social media accounts. This issue involves both states and SM. 

Considering the debated aspect of anonymity in online communication in 2015 the UN 

Special Rapporteur on Freedom of Expression David Kaye wrote:  

Journalists and civil society rely on encryption and anonymity to shield themselves 

(and their sources) from surveillance while artists rely on encryption to safeguard 

their right to free expression, especially in situations where it is not only the State 

creating limitations but also society that does not tolerate unconventional opinions 

(United Nations and Kaye, 2015: 5-6, Document id 487). 

 

Considering SM companies, the theme includes statements stressing the choices taken by 

companies about the data of users. Above I describe how the theme connects to the Ashley 

Madison episode, but other statements clearly related this issue to SM platforms. 

When we use social networks like Facebook or video sharing platforms like 

YouTube, a lot of sensitive data about us is generated and stored. It can be used for 

different purposes by those companies and by other companies with which the data 

might be shared. For example, they can decide that, since you accepted their terms 

of service, they can do ‘research’ based on the information you posted (EDRi, 

2016b, Document id 110). 

 

Public bodies however present data retention as a tool to protect from terrorist attacks, or 

in child protection. The UK government has issued recommendations based on the ICT 

Coalition for Children Online, a European industry initiative to make its platforms safer 

for users. In the guidelines for providers of online or mobile social media or interactive 

services that might attract users under-18 years old, they stress that the government can 

request data retention through the Regulation of Investigatory Powers Act 2000 (RIPA), or 

the Data Retention and Investigatory Powers Act 2014/ Investigatory Powers Bill (2016) 

in order to prevent or detect crime or prevent disorder. 

 

● Social media and censorship, which summarise the main arguments that SM and states are 

censoring content that should be free. These are issues that emerge especially from the 
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interpretation of facts from bloggers. The exemplary cases that emerge are related to 

censorship in the case of Raif Badawi, or the trial undertaken by Paul Chambers. 

 

The issues that emerge from the public shocks and regulations described above coincide with the 

ones that emerge from the report of the UN Special Rapporteur for Freedom of expression, in 

September 2017. 

The spread of ‘extremist’ content online has triggered legislative and corporate responses 

that may address serious national security and public order threats but may also limit political 

discourse and activism. The scourge of online gender-based violence has prompted uneven 

and excessive regulation that not only fails to address its root causes, but also threatens 

legitimate content. The perceived urgency to address misinformation through ‘fake news’ 

and online propaganda has generated global confusion about what counts as false or 

misleading – and who decides (United Nations and Kaye, 2017, Document id 231). 

 

5.10 Groups of actors’ positions on issues 

The qualitative analysis of statements shows that certain issues are particularly dear to specific 

groups of actors. Figure 5.17 below gives an overview of the distribution of the statements made 

by each group of actors on each of the issues that emerged from the qualitative analysis. The 

dimension of the bars represents the number of statements coded under the specific issue in the 

qualitative analysis. As described in the overview of public shocks and issues, the UK government 

and public bodies (in yellow in the graph) have been particularly active on the issue of 

terrorism/extremism and harassment.  

The analysis shows that academia (in blue) is among the group of actors more concerned by the 

issue of surveillance and of quality of content, stressing in particular the role of algorithms and AI, 

machine learning etc., as well as fake news (see Figure 5.17).  
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Figure 5. 17 - Actors’ statements on issues 

 

NGOs and advocacy groups (in red) are particularly active on the issues of privacy and data 

protection, as well as censorship. They are the group that have more positions on specific issues, 

such as anonymity, blocking filtering, censorship, net neutrality, and transparency. In particular, 

censorship is an issue very much discussed by bloggers, who often take very radical positions in 

terms of freedom of expression, as it is a topic of interest to far-right/extreme positions. Academia 

has produced relatively more statements on surveillance and extremism and hate speech, which 

has seen above are issues in some way related. 

Extremism is the most recurrent issue in statements from public bodies, either at the level of 

national policies (as in the case of the anti-terrorism initiatives) but also at the level of schools and 

anti-radicalisation programmes (e.g. the application of the Prevent programme in schools). Public 

bodies and NGOs are also the main groups mobilised by the issue of harassment. 

International and European organisations (orange) are active on surveillance, censorship and 

extremism. The UN with the Special Rapporteur on Freedom of Expression provided statements 

against state surveillance (in protection of encryption) and censorship. Private companies (in 

green), especially legal experts, present statements on the issues of censorship, hate speech, 

harassment and quality of content. They tend to describe the legal implications rather than present 

a specific interpretation. 
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5.11 Narratives about free speech 

In the analysis of recurring emblematic issues and storylines, I focused on statements that concern 

the ‘ontology’ of freedom of speech. From the texts I was able to identify four recurring 

interpretations: 1) Free speech has limits 2) Free speech is absolute, 3) Privacy as a limitation to 

free speech 4) Privacy as necessary for free speech. This division reflects that some actors tend to 

see freedom of speech more as an absolute freedom, and any limitations to it as a trade-off, while 

others do not see a contradiction between freedom of expression and some sort of necessary 

regulation. The analysis also highlighted an extra layer of complexity, introduced by arguments 

that see the right to privacy as complementary or against freedom of expression (as in the case of 

the right to be forgotten). 

 

  

Figure 5. 18 – Narrative about freedom of expression divided by group of actors 

 

Figure 5.18 displays the different interpretation of freedom of expression according to the different 

groups of actors. The most evident feature in the graph is that the group NGOs/advocacy groups 

and activists (red) has the most radical stance in terms of absolute interpretation of freedom of 

expression and of privacy protection. In the previous part of the analysis, the description of actors, 

I stressed that several web pages in the NGOs/advocacy group belong to bloggers. From the 
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analysis of the text, it emerged that bloggers tend to have a ‘libertarian’ idea of freedom of 

expression, very much in line with the interpretation of Barlow’s manifesto discussed in the 

literature review. Bloggers tend to share this position. Even if they are from completely different 

political backgrounds, most of all they tend to share scepticism towards any form of regulation of 

speech, including the bloggers addressing hate speech. Christopher England, in his blog 

“England’s England” defines himself as follows: 

 

If we have to wear labels, then politically, I am probably right of centre but mixed with this 

is a (real, not trendy lefty pretend) libertarian or even a touch of anarchist or rebel. I do 

believe in structure and control of populations (especially the feckin’ stupid ones), but, I like 

the idea of consensus thinking rather than the historical confrontational divisive rule by fear 

we have endured and have come to expect. I find the ‘liberal left’ with all its censorship and 

rules against free speech extremely worrying. I am an atheist. Not so much an evangelising 

atheist, but I do kick back at those who try to control others via religion, rather than people 

who have a ‘personal’ religion. I detest the abuse of children by forcing religion onto them 

(England, 2017).  

 

In another blog: Fortress of Faith, Tom Wallas Jr. comes from a completely different perspective. 

Extremely religious, the blog presents an extremist Christian and anti-Islam position. The author 

is concerned with freedom of speech and, like Christopher England, dislikes forms of regulation 

of hate speech:  

 

The minute anyone tries to pass a hate speech law your ears should perk up. We cannot allow 

these kinds of laws to be passed. The text of the law will not say that you can’t say anything 

specifically against Islam. It will be worded in such a way as to hide what they are really 

doing (Wallace, 2017, Document id 455). 
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Figure 5. 19 – Example of contents in the blog Fortress of Faith 

Another example comes from the opposite end of the political spectrum. Jerry Barnett in the blog 

MoronWatch consider to be an extreme ‘Leftist’. He shares a similar position to Christopher 

England and Fortress of Faith concerning regulations against hate speech and censorship: 

One problem with censorship is that it is necessarily dumb. Once the ludicrous concept of 

‘hate speech’ had been ruled unacceptable, censors can’t tell the difference between 

genuinely hateful speech, parody, and discussion of hateful speech. Another problem with 

censorship is that it simply doesn’t work. Silencing discussion of a problem doesn’t end 

that problem, it just pushes it into corners where nice, middle-class people can ignore it (or 

at least, ignore it until it’s too late to do anything about it). 

[...] Facebook is just one platform, but it is a huge and powerful platform. Increasingly, its 

methods are leaking into public discourse. Last year, MPs recommended that ‘trolls’ should 

be banned from using the Internet. Presumably, this would include people like me, who try 

to counter far-right extremism online(Barnett, 2016, Document id 190). 

 

Hintz and Milan (2009) did highlight that grassroot movements emphasis on user and technical 

expert self-regulation has parallels with cyberlibertarian beliefs and private-sector policy 

preferences. This emphasis tend to show little concern for structural problems such as inequalities 

and uneven distribution of technical knowledge and concentration of power. 
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An extreme or ‘libertarian’ definition of freedom of expression has also been the brand for 

‘smaller’ SM platforms, who have started to attract voices ‘expelled’ or not tolerated on larger 

platforms. As noted above, Gab.ai offered alt-right white supremacists a place to gather after they 

were expelled by the big companies in reaction to the Charlottesville events. Looking at the 

rhetoric of Gab’s spokesperson, it is possible to notice a great reliance on liberal thinkers, such as 

John Stuart Mill and John Milton, as well as a heavy emphasis on the US First Amendment. 

People of the United Kingdom, this is the state of your country. Listen to your taxpayer 

subsidised broadcasting agency asking us to censor, vet, control and limit speech on Gab. 

For shame! This is the great country that produced John Stuart Mill; this is the country that 

produced John Milton’s Areopagitica, this is the country that fought for the Natural Rights 

of Englishmen in the 1689 Glorious Revolution, this is the country that produced us the best 

warning manual against dictatorship. (Utsav Sanduja, Chief Communications Officer for 

Gab.ai, Interviewed by People’s Charter in 2017). 

 

The official justification for allowing extreme forms of speech on their platforms is based on the 

idea that: 

Dangerous extremists are more likely to hang out on the dark web than on social media sites, 

so such a proposal would inevitably end up penalising innocent people. Furthermore, it is 

better that dangerous views are out in the open than forced underground where it is much 

harder to challenge them. (Utsav Sanduja, Chief Communications Officer for Gab.ai, 

Interviewed in People’s Charter Foundation, 2017, Document id 261). 

 

However, as suggested above, the reactions to public shocks and events have been pushing towards 

a relative interpretation of freedom of expression, and in particular towards the no-platforming of 

extremist speech by violent groups. The majority of actors in the other groups present an idea of 

freedom of expression that can be limited. 

 

Less radical views on ‘freedom of expression’  

The idea that freedom of expression comes with limits is enshrined in most of the legislation and 

human rights articles. Art. 10 of European Declaration of Human Rights and art. 19 Universal 
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Declaration of Human rights both include limitations for specific cases. The limitations, however, 

have to be both necessary and proportionate. 

Freedom of expression and the right to receive and impart information are not absolute 

rights. They may be restricted but only where a restriction can be shown to be both: a) 

Necessary; and b) Proportionate. These exceptions, however, must be narrowly interpreted 

and the necessity for any restrictions convincingly established: Sunday Times v UK (No 2); 

Goodwin v UK [1996] 22 EHRR 123. See the section below on ‘Hate crime’ for some 

examples of exceptions. Accordingly, no prosecution should be brought under section 1 of 

the Malicious Communications Act 1988 or Section 127 of the Communications Act 2003 

unless it can be shown on its own facts and merits to be both necessary and proportionate. 

(Crown Prosecution Service, 2016, Document id 154). 

 

NGOs active in the protection of human rights and free speech stress that the right of free 

expression is essential for democracy and applies also to divisive issues/ideas. The analysis of the 

interpretation of freedom of expression also highlighted how some NGOs such as Privacy 

International or Index of Censorship (but also ACLU, EFF, Article 19), by ‘vocation’ more liberal 

in the understanding of free speech, are extremely wary of limitations to freedom of expression: 

Locke, Milton, Voltaire have all written eloquently on the benefits of free expression, but I 

think Mill expresses it best when he talks of free expression being fundamental to the 

‘permanent interests of man as a progressive being.’ ‘The particular evil of silencing the 

expression of an opinion,’ he argues in On Liberty, ‘is that it is robbing the human race… If 

the opinion is right, they are deprived of the opportunity of exchanging error for truth; if 

wrong, they lose, what is almost as great a benefit, the clearer perception and livelier 

impression of truth produced by its collision with error (Index of Censorship and Ginsberg, 

2015, Document id 26). 

 

However, association and NGOs groups active against hate speech (Resisting Hate, for instance) 

tend to have a clearer stance in favour of regulations: 

The counter argument runs on the lines that there needs to be exceptions to free speech for 

the safety and good of society. Both myself and Resisting Hate strongly believe that hate 
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speech is not free speech. Free speech is not the holy grail of civil liberty. (Carleton-Taylor 

2018, for Resistinghate.org, Document id 395). 

 

Of all the actors, political bodies (in yellow in Figure 5.18) present statements more often in line 

with the idea of free speech as in need of regulation. The majority of public bodies, and the 

documents produced in recent years, point towards the necessity to impose more limitations. In 

2017, the then Minister for the Media and Sport, Matt Hancock, provided a definition of the 

freedom of expression online according to the Conservative government: 

The Internet is open, not laissez-faire. Liberal, not libertarian. Freedom is a framework. 

Burke said that liberty ‘is not solitary, unconnected, individual, selfish liberty, as if every 

man was to regulate the whole of his conduct by his own will’. Instead he said liberty is 

‘social freedom’. ‘Secured by the equality of restraint.’ In which ‘no one man, and no body 

of men, and no number of men, can find means to trespass on the liberty of any person.’ 

[...] The fact that we as a society have put these boundaries on acceptable free speech has 

not undermined our status or credibility as a society that values free speech. No-one can 

credibly say that because we stop people standing up and spreading racial hatred means that 

we are on the side of repressive regimes and not free speech. [...]A free and open Internet 

does not mean an Internet without boundaries or rules. And agreeing as society what those 

rules should be does not weaken our commitment to freedom (Hancock, 2017, Document id 

209). 

 

In the group NGOs and advocacy it is possible to find more statements pointing at the connection 

between freedom of speech and privacy. In particular, the NGO Index of Censorship stresses the 

risk of treating freedom of speech and privacy as a trade-off. The stress on protection of privacy 

in a time of surveillance is legitimate, but in their view it should not come at the price of the right 

of free expression: 

privacy and free expression are both necessary so that the other can flourish, it would be 

remiss of me not to caution against any temptation to let privacy rights – which often appear 

all the more important in both an age of mass surveillance and a bare-all social media culture 

– trump freedom of expression in such a way that they prevent us, as per the Mill’s doctrine, 

coming closer to the truth. It is for this reason that Index on Censorship opposed the so-
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called ‘Right to be Forgotten’ ruling made in Europe last year. Europe’s highest court ruled 

in May 2014 that ‘private’ individuals would now be able to ask search engines to remove 

links to information they considered irrelevant or outmoded. In theory, this sounds appealing 

(Index of Censorship and Ginsberg, 2015, Document id 26). 

 

 

Similarly, Harlem Désir, spokesperson for OSCE interviewed by Internet Society said “First, we 

need to reject the notion that freedom of expression and human rights are detrimental to the security 

of our societies. I believe the opposite: freedom of expression and human rights positively 

contribute to security and other interests in our societies” (Internet Society, 2017, Document id 

385). 

The think tank Demos also expressed some scepticism at the idea of restricting speech as a solution 

to hate speech. Answering a call for studies published from Facebook, think tank advocates for the 

use of alternative solutions, such as counter-speech, and self-organised responses from the online 

communities: 

there is little evidence that censoring or removing content has an effect (or indeed, on what 

that effect might be). […] A preferable response is a small number of strategic mass take-

down efforts, which would make the network harder to reconstruct and allow analysts to 

study the effect it has on the network. […] There has been a slowly emerging consensus that 

confronting hate speech with ‘counter-speech’ is a potentially more fruitful approach 

(Bartlett and Reinolds, 2015, Document id 86). 

 

5.12 Narratives about governance  

Analysing the statements and regulations mentioned, it was possible to identify a number of macro 

positions of actors concerning the ‘ideal’ distribution of roles and responsibilities across actors. I 

coded the statements according to whether they were leaning more towards the idea of a strong 

level of responsibility for SM (e.g. editorial responsibility), or the opposite – not wishing to see 

any specific responsibility of regulation on SM – as well as the middle-ground, of those actors 

who see SM as having responsibility for regulation, but do not go as far as recognising them as 

editors. Other actors on the other hand lean towards a model where the state has full responsibility 

for the regulation of content. These include a specific proportion of statements pointing towards 
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the idea that states should legislate more. On the other hand, there are also those that say that states 

should have less power (as for instance voices critical of surveillance).  

The analysis confirms that this is a very controversial issue, where less agreement than in the other 

issues can be found within the different groups. Figure 5.19 gives an overview of the distribution 

of statements (as they appeared in the qualitative analysis of texts). 

 

Figure 5. 20 – Narratives about Governance models by groups of actors 

 

From the statements it appears that national governments in Europe have been putting pressure on 

SM platforms to take regulatory initiatives on policing problematic content (terrorists, extremist, 

harassment, etc.). Figure 5.19 shows that the majority of statements coded from public bodies (in 

yellow) refer to an ideal form of governance where SM platforms would have greater responsibility 

in the regulation of content. At the same time, public bodies do not define the terms of this 

responsibility, for instance editorial or social responsibility (which, however, academia does, in 

blue). Civil society and NGOs (red) have statements codified relative to the responsibility of both 

SM platforms and states.  

As far as the position of public actors is concerned, in the UK it is clear that a trend has been 

developing in recent years to place more pressure on SM platforms. As reported in the 2017 

Parliamentary report on online harassment and cyberbullying: 
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The Home Affairs Committee published a report on Hate Crime in May 2017 which 

criticised social media and technology companies for not doing enough. [...] Generally 

recent governments have tended to favour self-regulation wherever possible, working with 

the industry to deal with problems that arise. There has been resistance to introducing 

specific legislation to deal with online harassment and trolling. However, over the past 

year, arguments for a change in the law seem to have been gaining ground (Dent and 

Strickland, 2017, Document id 293).  

 

As stated in Joanna Shield’s (2017) speech on counter-terrorist regulation, ‘united action to tackle 

this threat is the only way forward. Governments and experts can provide extensive knowledge 

and a rigorous understanding of the threat but industry is best placed to innovate on technical 

solutions that address this threat specifically for their own commercial platforms’ Shields added: 

‘It is incumbent upon industry to drive this change’ (Shields, 2017, Document id 235). States and 

companies have been cooperating on the issue of terrorism, at the UK level, with the Counter-

Terrorism Internet Referral Unit working with industry and civil society (Shields, 2017, Document 

id 235). 

 

Other forms of cooperation have also been developed in the field of hate and illegal speech. The 

EU Code of Conduct on Illegal Speech is the most exemplary initiative of this type which emerges 

from the data. The initiative is considered a success by members of the EU Commission (EU 

Commission, 2018, Document id 356). 

 

States have increasingly put pressure on SM, as in the case of the NetzDG described above. The 

ideal of governance described in the German law sees the state imposing legislation on the private 

company, and imposing deadlines and fines for failure to comply.  

However, this model is not appreciated by representatives of civil society organisations (and 

bloggers). In particular, EDRi accuses the NetzDG of being in breach of  

Article 14 of the E-Commerce Directive (2000/31/EC) which provides a liability exception 

for online intermediaries, when they act expeditiously to remove illegal content, according 

to a notice-take-down procedure (EDRi 2017, Document id 289). 
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According to EDRi, the German law pushes platforms to over-censor content in order to avoid 

fines and to regulate using only the big corporations as standard, creating an unreachable standard 

for smaller platforms (EDRi 2017, Document id 289). 

 

A similar concern is shared, but on a different basis, by bloggers with extreme libertarian views, 

where the idea of states of pushing responsibility on SM platforms is seen as a risk for extreme 

speech. For example, in ‘White Sun of the Desert’: 

[T]ech companies will double-up what they’re already doing: pulling down posts and 

articles willy-nilly if they contain a single word which might upset this year’s designated 

victim class, yet the stuff calling for shooting cops, punching Nazis, and the destruction of 

Israel and the west stays up. And if a load of right-wing writers, bloggers, and 

commentators get caught up in the sweep? Well, that’s a feature, not a bug (Newman, 2017, 

Document id 254). 

 

As in the case of freedom of expression, NGOs appear divided in their positions on the role and 

responsibilities of regulation. Regulatory initiatives and cooperation between states and private 

companies have been criticised by NGOs active in the protection of free speech and digital rights, 

as they push too much power onto SM. On the other hand, civil society (either NGOs or academia) 

involved in the protection of victims, as in the case of harassment based on gender and ethnicity, 

suggest that SM platforms should be asked to do more: 

Social networking companies have been slow in their response to protecting individuals from 

online abuse. [...] Social networking companies need to be taking more responsibility for 

what is being posted on their sites, whilst also being more transparent in how they are 

tackling internet trolls [...] Specific laws, especially aimed at the protection of those being 

subjected to abuse online, could help better protect individuals (Bliss 2017, Document id 

485). 

 

On the side of pushing responsibility towards SM, academia and think tanks are the group with a 

clear stance for a definition of responsibility for platforms. In particular, some actors from the 

group of academia see the necessity to treat SM as editors, since they are making choices about 

what is visible and accessible to users. 
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[…] we argue that social media companies have a corporate social responsibility to promote 

a healthy democratic discourse by adopting a code of editorial-like responsibility, including 

concepts such as the public interest in their content optimization algorithms. Fundamentally 

this involves applying principles of Responsible Research and Innovation to the design, 

development and appropriation of technologies (Koene et al. 2017, Document id 243). 

 

However, others prefer to use another definition for the role of SM – that of social editor, since: 

 

[…]  social networks like Facebook organise the way in which the public debate around 

content takes place. It does so by collecting and integrating data from Facebook users into 

the recommendation process, by calculating popularity and shareability and by offering an 

entire architecture of tools for users to engage and share (Helberg 2016, Document id 146).  

 

These initiatives do not come without criticisms: 

The result of treating online firms as publishers would be to reduce competition, deter 

innovation, and threaten the free flow of ideas online. (Adam Smith Think Tank, 2017) 

 

Indeed, some NGOs and activists are more in favour of self-regulation, avoiding state involvement. 

Article 19 in 2018 stated:  

A model of self-regulation has been the preferred approach to print media. It is considered 

the least restrictive means available, and the best system for promoting ethical standards in 

the media. An effective self-regulation mechanism can also reduce pressure on courts and 

the judiciary. Generally, when a problem is effectively managed through self-regulation, 

the need for state regulation is eliminated (Article 19, 2018, Document id 447). 

 

And proposed the creation of a self-regulation model for social media, including a dedicated 

“social media council” – inspired by the effective self-regulation models created to promote 

journalistic ethics and high standards in print media. We believe that effective self-regulation could 

offer an appropriate framework to address current problems with content moderation by social 

media companies, including ‘hate speech’, providing it also meets certain conditions of 

independence, openness to civil society participation, accountability and effectiveness. Such a 
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model could also allow for the adoption of tailored remedies, without the threat of heavy legal 

sanctions (Article 19, 2018, Document id 447). 

5.12.1 Private companies 

As far as private SM companies are concerned, according to the statements from different actors, 

they are reluctant to adopt any definition of responsibility. They often cite Mark Zuckerberg’s 

words: ‘We are a tech company, not a media company.’ At the same time, statements report that 

SM companies have been adapting to the changes in legislation. In the UK, the Parliamentary 

report noted the increase in the number of human moderators and the willingness to cooperate with 

a third-party fact-checking organisation (Dent and Strickland, 2017, Document id 293).  

 

Although SM platforms have been resisting any formal responsibility, or specific role, it is evident 

that actors consider SM officially involved in policing the content on their platforms. 

  

In the face of the increased use of social media by extremist and terrorist groups, social 

media companies themselves– sometimes under pressure from the governments – have 

made more proactive efforts to remove or reduce the impact of hate speech on their 

platforms, police content more actively, and remove offending accounts or material more 

effectively.[xiii] Increased vigilance in both policing and more active social media platform 

administration has led to higher rates of page, profile and account deletion, stimulating 

significant changes in the online habits of extremist and terrorist groups (Bartlett and 

Reinolds, 2016, Document id 86). 

 

5.12.2 The position of other international bodies 

International bodies such as the Council of Europe and OSCE, as well as the UN, can only issue 

recommendations. However, they can set the tone of political discourse. In 2018 the Council of 

Europe adopted policy guidelines on the roles and responsibilities of internet intermediaries such 

as search engines and social media. The recommendations include provisions addressing both 

states and service providers. States are required to respect and protect human rights, and ask for 

control of content only on the grounds of legislation. Moreover, “Legislation giving powers to 

public authorities to interfere with Internet content should clearly define the scope of those powers 
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and available discretion, to protect against arbitrary application; When internet intermediaries 

restrict access to third-party content based on a state order, State authorities should ensure that 

effective redress mechanisms are made available and adhere to applicable procedural safeguards” 

(EPRA, 2018, Document id 245; Council of Europe, 2018, Document id 416). 

On the other hand, the Council of Europe states that intermediaries should not be considered liable: 

“When intermediaries remove content based on their own terms and conditions of service, this 

should not be considered a form of control that makes them liable for the third-party content for 

which they provide access.” (EPRA, 2018, Document id 245; Council of Europe, 2018, Document 

id 416). From them, the request is to provide:  

A ‘plain language’ and accessible formats requirement for their terms of service; A call to 

include outside stakeholders in the process of drafting terms of service; Transparency on 

how restrictions on content are applied and detailed information on how algorithmic and 

automated means are used; Any measures taken to removing or blocking content as a result 

of a state order should be implemented using the least restrictive means. (EPRA, 2018, 

Document id 245; Council of Europe, 2018, Document id 416). 

 

Harlem Désir is the Operation for Security and Cooperation in Europe (OSCE) Representative on 

Freedom of the Media / Internet Society 2017 Global Internet Report: Paths to Our Digital Future. 

He states: 

We must advocate and raise public awareness of the importance of freedom of expression 

– for democracy, for finding the best answers to society's most pressing challenges, for 

individuals' and societies' self-realisation. Second, we must hold states to account for 

imposing illegitimate and unnecessary restrictions on freedom of expression online. Third, 

we must urge Internet intermediaries to be more transparent about their approaches to 

taking down content online (Internet Society, 2017, Document id 385). 

 

Some concern has, however, emerged about the lack of plurality in the ecosystem: “The 

distribution of and access to information depend now for most citizens on very few actors like 

Facebook and Google [...]” (Internet Society, 2017, Document id 385). 
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5.13 Narratives about technology  

The analysis of documents revealed a special role occupied by technological objects. The most 

recurring topics include the mentions of technology and technological artefacts, such as trolls (i.e. 

bullies specifically acting online), abusive tweets, memes, emojis, bots, fake news and algorithms. 

These are mentioned several times either as issue or solution to the problems concerning SM 

platforms. Figure 5.20 shows the main technological artefacts mentioned in the texts, and it shows 

that bots, fake news, abusive tweets against MPs, misinterpreted threats as in the case of Paul 

Chambers, data spillage, surveillance, and algorithms as a way to influence information, are some 

of the most relevant terms that appear in the statements. 

  

Figure 5. 21 - Most mentioned technological aspects in the texts from web pages 

 

Technology is seen as both part of the issue and a solution. Bots and trolls are regularly mentioned 

as disruptive force in the public discourse (Murthy et al. 2016, Document id 123). However, the 

statements show an increased reliance and hope in the solutions offered by technology such as 

algorithms. For public bodies, automation is the answer in the form of filtering (as in the case of 
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child protection). In particular, they are interested in search algorithms to look for specific words 

and filter content.  

[I]n terms of technology, we need to improve solutions that classify the language of 

extremism, automate the identification and removal of dangerous content at scale, and create 

tools that better tackle automated bots and other techniques that support these propaganda 

machines.  

They [SM] must innovate and automate their response to identifying and removing this vile, 

hateful material so that together we can ensure that everything possible is done to stop it 

infiltrating and poisoning a global audience (Shields 2017, Document id 235).  

 

Academia sees algorithms as the fundamental ordering system in content regulation on platforms, 

and stresses the negative implications of this: “Political actors are using algorithms and automation 

in efforts to sway public opinion, notably through the use of ‘bot’ accounts on Twitter, Facebook, 

Reddit, and other social media platforms. Bots are understood to be ‘amalgamations of code that 

mimic users and produce content” (Woolley & Howard, 2016, para. 1), or ‘automated software 

agents’ (Geiger, 2016, p. 1)” (Maréchal, 2016, Document id 2015). On this basis, academia calls 

for public interest to be considered in the design of algorithms.  

[S]ome key concerns regarding forms of algorithmic decision-making and automated 

processes in the policing of domestic extremism and disorder in the UK, particularly around 

questions of privacy, freedom of expression and accountability. Moreover, it will question 

some of the promises of big data for governance that have been prevalent in much debate, 

particularly around notions of objectivity and efficiency (Koene et al., 2017, Document id 

243). 

 

Algorithms and artificial intelligence are seen as an issue principally concerning the lack of 

transparency behind their functioning. 

Artificial intelligence can pose formidable challenges to freedom of expression, including 

access to information. It poses questions pertaining to the issue of due process and 

transparency as we are already observing with reliance on algorithms on social media 

platforms (Internet Society, 2017, Document id 385). 
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The fact that these algorithms are designed by (often private and commercial) actors that 

lack public accountability and are informed by a set of interests that do not necessarily align 

with the broader context of law enforcement (and with that, protecting freedom of expression 

and freedom of assembly) only further highlights this concern. 

If the assumed possibility of predictive policing to pre-empt and therefore eliminate an 

increasing range of criminality means that a risk becomes interpreted as a possible threat, 

monitoring of, and intervention into, activity based on social media data is likely to expand, 

with implications for freedom of expression and assembly (Dencik et al., 2016:53) 

 

However, Twitter’s spokesperson Nick Pickles stated in 2017 that ‘pre-moderation was not 

possible: Let us be absolutely clear: we are never going to get to a point where internet companies 

pre-moderate content for the 400 hours of YouTube going up every day and for the 500 million 

tweets that go up every day. If you want pre-moderation of internet platforms, there may well be 

no internet platforms’ (Dent and Strickland, 2017, Document id 293).  

 

Technology emerges as an ambiguous element, and a possible reason for this concerns the 

unexpected usage that is made of it. One example was the use of ‘political jamming’ by pro- and 

counter-Isis propaganda. Laura Huey from the University of West Ontario (2015) uses Jihadi John 

in her study of political jamming, i.e. the counterculture practice where mainstream social media 

culture is disrupted/subverted through the use of satirical parody. Huey shows how SM have been 

used to rebrand jihadist forms of terrorism into an appealingly ‘hip’ subculture. Presenting pro-

jihadist messages in rhetoric and imagery linked to memes from Western popular culture, Isis 

propaganda was able to create satirical results, able to make ‘jihadi-cool’ (2015:2). However, she 

also points out that, just as SM have facilitated pro-Isis political jams, at the same time they also 

facilitated counter-speech using the same strategies. She shows how users reacted against Jihadi 

John’s videos photoshopping images of the video to mock Isis, creating a hashtag – 

#ISISCrappyCollageGrandPrix – and using humour to subvert Isis propaganda (Huey, 2015, 

Document id 99). 
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5.14 Findings and literature 

The data show that actors that can be divided into six groups (news media, NGOs, academia, public 

bodies, international and European institutions and private companies). The study of URLs’ 

frequency and the study of hyperlinks confirms previous studies, as it shows the position of power 

of traditional rules setters (i.e. states) and the increasingly fundamental role of private social media 

platforms. These confirm that the type of social groups involved in the main governance initiatives 

about governance of speech are similar to the ones highlighted in the literature (Gorwa 2019a, 

2019b, 2020; Gillespie et al. 2020), and that even adopting an empirical approach, the larger 

players of traditional policy making still emerge either because of the large amount of web pages 

or because of their position in the network. In particular, the analysis of hyperlinks defines a sort 

of division of roles between political or policy-making actors (e.g. states and international 

organisations) and civil society. The UK government and international organisations emerge as 

key actors for the creation of content (i.e. high in-degree), while news media, NGOs and bloggers 

are key actors for the citation of content (i.e. high out-degree). The high presence of news media 

(which represent the majority of web pages collected in the first search) confirm that news media 

are a fundamental actor for the production and reproduction of the controversy, in line with the 

definitions from the theoretical framework of media as ‘tool of measurement’, giving the 

opportunity to non-experts to engage in the controversy.  

The flexibility in the creation of the groups was, however, useful to identify a specific actor typical 

of the controversy on the web pages, i.e. bloggers. Blogs occupy a small part of the overall 

ensemble of URLs, but they emerge as some of the most active in terms of citations. As previously 

mentioned, bloggers often represent narratives of freedom of speech and technology very similar 

to the original cyberlibertarian ideal.  

The analysis of texts shows that more than one public shock has emerged over the years. In this 

sense, the results of the analysis of texts seems to confirm the claim made in previous literature 

that governance of freedom of speech happens ‘as a reaction’ to shocks (Ananny and Gillespie, 

2016), and it is performed through discourses and inscriptions. 

As far as the narratives about freedom of speech and social media are concerned, the data reveal 

evidence that the most recurring/exemplary cases can be grouped into larger themes: 

● Social media and extremism or terrorist radicalisation. 

● Social media and hate speech and harassment. 



 

 175 

● Social media and personal data protection (privacy). 

● Social media and quality of information (e.g fake news). 

● Social media and censorship. 

 

The statements from the actors (excluding news media) highlight how public shocks mobilise or 

become exemplary cases for different types of narratives about freedom of speech, governance and 

technology. However, there is a strong ambiguity in some of the exemplary cases and storylines, 

which have been used in support of more liberal interpretations of free speech or on the opposite, 

as legitimation for regulatory initiatives. This is the case for Charlie Hebdo, which prompted calls 

for free speech as well as anti-terrorist regulation of SM, both at the same time. 

It is interesting to note how much the idea of absolute free speech on the internet applies to the 

libertarian interpretation of cyberspace, typically exemplified in the manifesto written by Perry 

Barlow on the independence of cyberspace. Bloggers and Gab.ai are the only actors that adopt the 

‘original’ libertarian narrative about freedom of speech. However, the statements show the 

prevalence of visions concerning freedom of speech as limited; visions progressively embraced by 

the larger SM platforms. The statements from the actors highlight controversial cases, where for 

every ‘solution’ to the problem, further levels of complexity are considered. The case of Paul 

Chambers is an exemplary warning about the limitation of law enforcement bodies. 

As far as the findings about the narratives about governance are concerned, it is impossible to 

identify one dominant narrative in relation to the others, which is indicative of the lack of unity on 

a single process or decision-making format. However, academia and think tanks are the group with 

a clearer stance on a definition of editorial responsibility for platforms.  

Narratives about technology show a similar division. In the case of technology, it is possible to 

distinguish two levels of issues associated with technological objects: the first level relates to the 

usage of SM platforms, and concerns tweets, posts, images, as in Paul Chambers or harassment 

and abuse received by female politicians.  

 

Even though they cover a short time span, the data show changes in the regulatory ecosystem, with 

the introduction of a number of regulatory initiatives or declarations by regulatory bodies. This is 

the case of public bodies at national and supranational level, such as the CPS revised guidelines, 

issued in 2016, or the EU code of conduct also in 2016. However, it also captures changes in the 
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internal policies of SM platforms, such as the decisions taken as result of the harassment of women, 

US elections, and extremist violence (as in the murders of Jo Cox and Heather Heyer). 

 

One of the effects of regulatory initiatives highlighted in the data is the migration of alt-right 

members from larger SM platforms to smaller ones such as Gab.ai. A similar effect has also been 

noticed in other studies, such as Copland 2020, when considering the impact of regulations with 

regard to hate speech, as in the case of the quarantine introduced by Reddit. On the one hand this 

has had the result of limiting hate speech on that specific platform, but as a result many users 

reacted by leaving Reddit for less regulated spaces, with Reddit making this hateful material 

someone else’s problem (Copland, 2020). 

 

The second level concerns more the structure of SM as technological objects, and queries the role 

of AI and algorithms; in other words, it is more related to the hidden functioning of platforms (i.e. 

the infrastructure level). NGOs and bloggers (civil society), as well as academia, are more 

concerned with these latter issues, while the other groups, especially political bodies, see the main 

issues as being the hashtags, bots, trolls, etc., as technological objects that pertain more to the 

interface or specific usage of the platforms (see Figure 5.20). From this point of view Huey (2015) 

as well as the Demos findings show how counter-speech might be more effective than filtering 

solutions. However, the main public bodies (UK government speech on the Future of the Internet, 

Joanna Shield’s speech, Bew’s Report on intimidation in public life, as well as the German 

NetzDG) all point to the 24-hour deadline to remove content, which by nature favours automatic 

recognition and filtering of content rather than larger-scale counter-speech projects. This indicates 

how the narrative of the decision-making bodies tends to be interested in solving problems that lie 

at the level of the interface or specific usage of the platforms, rather than at the infrastructural 

level.  

 

Considering the technological dynamics (Marres 2005) revealed by the data, the main finding 

concerns the consideration of the influence of commercial content in articulating the relationship 

between web pages. In particular, the results from the crawl and the reconstruction of the network 

of hyperlinks show how many commercial links are constantly integrated in the majority of web 

pages (ads, trackers, etc). Similarly, the high number of SM posts or pages that appeared as a result 
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of the crawl (especially after 2016) show that the online presence of actors is no longer exhausted 

on web pages, but it takes place on several platforms. So it is possible to have a blog or a newspaper 

page, or an academic page, and find links to the same actor’s page on Facebook, Twitter, LinkedIn. 

This finding does not tell us anything about the substance of the controversy (e.g. freedom of 

speech, limits, responsibility), but it says a lot in terms of the centrality of SM for the public sphere 

that we are living and experiencing. 

 

5.15 Conclusions 

In this chapter I applied controversy mapping methodology to the study of the SM as controversy 

on web pages (Venturini 2010, 2012, Venturini et al. 2015; Ooghe-Tabanou et al., 2016). Through 

the empirical analysis I found that actors on web pages have been mobilised around a limited 

number of exemplary cases and storylines, all sharing the idea that SM platforms are controversial 

but focusing on slightly different (even if connected) elements. By comparing the results of 

quantitative and qualitative analysis of documents I was able to isolate five main ways that SM 

platforms have been problematised: social media and extremism, social media hate speech and 

harassment, social media, algorithms and fake news (e.g. quality of content), social media, privacy 

and protection of personal data, social media and censorship. 

 

The disposition of actors around issues shows a division of actors around the type of concern: 

government and the news media are mostly concerned with issues that take place at the level of 

the interface (user abusive usage), while academia and NGOs are more concerned with issues that 

take place at the level of the infrastructure (i.e. algorithms and data management). 

Civil society and especially bloggers are very much divided on the issues concerning the definition 

of abuse and harassment, or illegal speech online. It appears that the majority of bloggers against 

regulation adopt an ‘absolute’ interpretation of freedom of expression. This is true of both extreme 

right-wing and extreme left-wing bloggers.  

 

In this chapter, I have outlined the main features of the controversy as empirically detected from 

the observation of websites in different points in time. In order to make the process as transparent 

as possible, I have documented the different parts of the analysis, based on previous controversy 

mapping exercises, refraining from adding theoretical interpretations of the dynamics that 
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emerged. As a form of triangulation and integration of my sources, in the next chapter, I am going 

to integrate this first round of finding with statements from the British press during the same 

period. I will then analyse the two types of findings through the lenses of the sociology of 

translation and critical data studies (chapter 7). 
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6. Mapping controversies using newspaper articles 

 

6.1 Introduction 

As explained in the methodological discussions in chapter 4, controversy mapping as a method is 

often developed to exploit the traceability of digital social data, and I approached the study of 

controversies using web pages and hyperlinks. In line with this method, in the previous chapter I 

studied the public shocks and related controversial elements concerning governance of free speech 

and SM, starting from statements collected from web pages.  

Among the findings from chapter 5, I highlighted how news media play a singular role in the 

controversy. Numerically, they represent the largest group of actors producing statements relative 

to freedom of expression and social media platforms. The network analysis showed that they are 

well connected and used as a source for other actors, who cite them via hyperlinks. This centrality 

of media and press is recognised also at the theoretical level, where media are recognised as a 

fundamental actor in socio-technical controversies (Barry, 2001, 2013), as they occupy the role of 

‘tool of measurement’ giving voice and informing the public of non-experts (Marres, 2015). Also, 

they are seen as intermediaries, through which other actors’ narratives become more visible and 

established than others (Barry, 2001, 2013; Latour, 2005b). 

 

In consideration of their specific role, in order to highlight the voices of the other actors, in the 

previous chapter I excluded news media from the analysis of statements. In this chapter, I re-

introduce the voice of the news media, focusing on statements collected from articles specifically 

belonging to the British press. I will study and analyse the elements of the controversy: i.e. actors, 

and narratives (e.g. exemplary or recurring cases and storylines) as in the previous chapter. 

However, focusing on the British press I am interested in observing how news media contribute to 

the diffusion of specific ideas of freedom of expression and social media.  

As described in the methodology, the choice of focusing on the press is also a way to compensate 

for the limitations created by the use of web pages and digital tools for data collection. In particular, 

articles from the press work very well as archives, as they are published and collected in datasets 

without constant updates. It is possible then to study the controversy in an historical perspective.  
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In the chapter I will present how I have analysed articles, in order to identify actors and public 

shocks. The findings contribute to isolate the ‘substance’ of the issues from statements that are 

collected only as ‘dynamics’ of the medium (see Marres, 2015). Below I explain the different 

stages of data collection and analysis that I have performed in order to identify the public and the 

issues that emerge from the British general press. 

 

6.2 Data collection 

In chapters 4 and 5 I described the different stages of the controversy mapping pathway (Venturini, 

2010, 2012). Applying the same ‘steps’ highlighted in the controversy mapping pathway to 

newspapers is not possible. In particular, the identification of authors of statements in web pages 

works in a completely different way than in newspaper articles, due to the fact that authorship of 

statements cannot be inferred in the same way as with websites (e.g. based on the URLs’ domains). 

In newspapers, the only clear authorship of statements belongs to the journalists or to the 

publication. In the following paragraphs I will describe more in detail how I adapted the different 

parts of the method for the analysis of the controversy on newspapers.  

6.2.1 Construction of corpus 

As in the case of the methodology for online controversy mapping, in order to begin the 

identification of actors I had to build my initial corpus of ‘statements’. From the LexisNexis UK 

publications dataset, I downloaded approximately 1000 articles per year from January 2015 until 

April 2018. They represented the totality of articles available on the repository, selected on the 

basis of the similar keywords that I used in the previous data collection: ‘social networking’ OR 

‘online social networking’ OR ‘social sites’ OR ‘social network*’ OR ‘social media*’ OR 

‘networking sites’) AND (‘freedom of expression’ OR ‘freedom of speech’ OR ‘free speech’). 

Also in this case the list of keywords was based on the contribution of experts and on previous 

studies, fortified by the double-checking of their presence among the keywords presented in 

LexisNexis itself. For the collection of statements, I selected the UK national newspapers dataset, 

rather than issue-specialised magazines such as the Economist, because I wanted to collect 

publications available to the ‘general public’ and ‘non-specialist’ audiences. 

LexisNexis only allows the download of approximately 1000 original documents per year; any 

other result is automatically filtered out by the system on the basis of similarity. This is a limitation 
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that makes it impossible for this study to aim for statistical completeness (i.e. it is not based on the 

totality of articles produced on the topic in the UK). However, as discussed in the methodology, 

controversy mapping is a qualitative methodology and the number of articles is still enough to aim 

at the exhaustion of the main key issues using qualitative analysis. 

 

The theoretical and methodological grounds for the identification of actors are described in the 

literature review and methods. As in the analysis of data from websites, I used a mix between the 

methodology of Venturini (2010, 2012) and Marres and Rogers (2005) for the identification of 

actors in issue-networks, namely exploiting Dewey’s definition of ‘public’. Differently from 

controversy mapping online, which uses domain names as a proxy for actors, with newspapers I 

had to do a qualitative analysis of the texts to find “such an assemblage of actors jointly implicated 

in an issue” (Marres and Rogers, 2005:8). Using qualitative discourse and quantitative content 

analysis I was able to extract relevant mentions from other actors, and to interpret their position I 

have connected them to the groups presented in chapter 5.  

 

Table 6. 1 - Summary of articles collection and coding per year 

 

Year Articles collected Articles coded 

2015 850 200 

2016 875 200 

2017 789 200 

2018 500 100 

Total 3014 700 

 

For the detection of actors and exemplary cases, I relied on the qualitative coding and mentions 

from the texts of the articles extracted with quantitative and qualitative techniques of analysis of 

the texts. Using Cortext I extracted a list of the 300 most relevant terms (i.e. based on linguistic 

techniques for weighting terms from documents, based on frequency per document) and I 

performed topic analysis using the Cortext LDA tool (the description of the tool is in the 

methodology chapter, chapter 4).  
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In previous studies, the association between actors was studied as the association/links connecting 

different websites (URLs). It is more complicated in the case of actors extracted from press articles. 

The association in this case can only be ‘semantic’ or based on the relationship that links the 

publication to the actors extracted. In this part I present the visualisation of networks connecting 

terms and topics and publication. Using Cortext’s tool for building heterogeneous networks (a 

description of the tool is given in the methodology chapter), I built networks of semantic 

relationships linking terms to the topics, then the topics and terms to specific publications. The 

network figures that appear in this chapter (Figure 6.2 to 6.7, 6.9 and 6.10) show the associations 

connecting the topics from the previous paragraphs to the different terms that emerge from the 

analysis of text. The sise of the nodes represents the co-occurrence, i.e. how many times the terms 

have appeared together in the documents. 

 

6.3 Presentation of findings 

6.3.1 Identification of actors 

Compared to the identification of actors with web pages, the number of ‘authors’ retrieved from 

newspaper articles is much lower. Figure 6.1 shows the proportion of articles, according to the 

publications. In total, the dataset includes articles from ten different newspapers: The Guardian 

(different editions), The Mail (different editions), The Independent (different editions), Telegraph 

(different editions), The Times (different editions), Daily Mirror, Express Online, The Sun, The 

Observer, The Express. Within these ten publications, many articles are produced by four 

publications: The Guardian (22.9% of articles), Mail (21.1% of articles), Independent (19%) and 

Telegraph (13.4%). 
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Figure 6. 1 - Percentage of articles in the dataset per publication 

 

In the UK, national newspapers declare political support for specific political parties. Newspapers 

in the UK are recognised to have a political affiliation (i.e. Norris, 2001). I tried to consider this in 

the analysis, especially when considering the salience/relevance of topics. In Table 6.2, I have 

associated the previous percentages of publications’ frequencies to their specific political position, 

based both on their support in the last general elections (2017) and on the perception of the UK 

public. 

 

Table 6. 2 - Publications and political orientation 

Publication Political Orientation * Percentage 

The Guardian  (different editions) Liberal/Centre-left 22.91 

The Mail (different editions) Right-wing, conservative 21.07 

The Independent (different editions) Liberal, centrist 18.95 
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Telegraph (different editions) Centre-right, conservative 13.44 

The Times (different editions) Centre-right, conservative 8.06 

Daily Mirror Centre-left 6.08 

Express Online Right-wing, Eurosceptic 5.52 

The Sun Right-wing, conservative 2.40 

The Observer Centre-left 1.27 

The Express Right-wing, Eurosceptic 0.28 

* based on support expressed in 2017 political elections 

The results show that publications are spread almost 50-50 between left-wing and centrist 

publications and right-wing publications. The articles composing the dataset belong more or less 

to a varied political spectrum, even if slightly leaning towards right-wing positions. The overview 

of publications shows that four larger media players have published more statements regarding the 

controversy, both online and on printed press. As in the previous chapter, where: The Guardian, 

Independent Telegraph, Daily Mail as well as digital publications from the BBC website, the 

Huffington Post (see Table 5.7, chapter 5) were among the most present URLs. 

As explained above, the other actors that I have identified as part of the ‘public’ emerged from the 

analysis of the texts. For this reason, I will introduce and discuss them in the next part of the 

chapter, where I present the result of the analysis of public shocks, issues and narratives. 

 

6.3.2 Identification of shocks and issues they summarise 

To triangulate the findings from the web pages, I performed quantitative and qualitative analysis 

of the texts to identify the main shocks, exemplary cases and storylines. The format of newspaper 

articles is more standardised than that of web pages and it was possible to use the tool for automatic 

topic analysis provided in Cortext (based on the LDA algorithm described in the methodology). 

The automatic detection identified 10 topics on the basis of groups of words statistically recurring 

together across different documents. I also performed an automatic detection of the most relevant 
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terms, using the measure TF-IDF (as in the previous chapter). I selected a list of exemplary cases 

comparing the results of the automatic recognition with the result of the qualitative analysis of 

texts. Table 6.3 presents the summary of the topics identified with the automatic recognition with 

Cortext (further documentation is available in the Annexes, from page 32 A). 

 

Table 6. 3 - Cortext LDA topics output and exemplary cases from qualitative analysis  

Years LDA topics Exemplary cases from qualitative 

analysis 

2015 Topic 2 – Government – 

terrorism and encryption 

 

2015 Topic 5 – Charlie Hebdo Charlie Hebdo – SM – terrorist attacks – 

Anjem Choudary – Lee Rigby  

2016 Topic 6 – Facebook – Fake 

news and privacy 

 

2016 Topic 4 – Jo Cox, abuse online, 

hate speech 

Labour MP Yvette Cooper – Labour MP 

Jo Cox – EU referendum – Remain 

campaign – Twitter – Trolls (2016) 

The controversy involving EU 

referendum – Leave campaign – Twitter 

– Facebook – Fake news and the 

controversy involving US election – 

Donald Trump – Russian trolls – Fake 

news (2016) 

2017 Topic 7 – Twitter abuse/ 

harassment – trolls and blocks 

Exemplary case of harassment with 

Independent game-maker Zoe Quinn 

(also called Gamergate) (2014/2015) 

2017 Topic 1 – Milo Yiannopoulos – 

Twitter_-Leslie Jones 

Exemplary case of harassment Leslie 

Jones – Milo Yiannopoulos-Twitter – 

Ghostbuster movie – trolls (2016) 

2017 10_content removal_hate 

speech, Germany 

Migrant crisis and Introduction of 

NetzDg in Germany 

2017 Topic 3 – Hate groups – Reddit 

– alt-right – Trump – 

Charlottesville 

The controversy involving EU 

referendum – Leave campaign – Twitter 

– Facebook – Fake news and the 

controversy involving US election – 

Donald Trump – Russian trolls – Fake 

news (2016) 

Cambridge Analytica, Alexander Kogan, 

Christopher Wylie, Steve Bannon 
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Facebook, EU referendum, US elections 

(2018) 

2018 Topic 8 – University Student 

Union – No Platform – Jordan 

Peterson – Milo 

Yiannopoulos_women 

Katie Hopkins-Twitter-LBC radio-

terrorist attack in Manchester (2017) 

2018 9_China, Turkey Internet 

regulation and censorship 

SM agreements with states for 

censorship 

 

Topics are numbered by the algorithm but chronologically ordered 

 

As mentioned in the methodology chapter, I based the selection of the number of topics on the 

assessment of coherence included in the script, combined with visual inspection of the output (see 

Appendix, p.42 A) as well as manual analysis of texts extracted as sample of the document attached 

to the topic by the algorithm. 

Overall, the results fit with the ones already described in the analysis of web pages in the previous 

chapter. However, the analysis of newspapers highlights other exemplary cases, completing and 

reinforcing the structure of episodes and issues found from the statements on the web pages. In the 

next paragraphs I present an overview of the specific exemplary cases and stories that emerge from 

the articles as well as the main shocks and issues they exemplify. 

 

The main issues described by the exemplary cases and storyline can be summarised as: 

A – public shocks related to terrorism, extremism; 

B – public shocks related to hate speech on SM; 

C – public shock and cases of harassment, especially misogyny and gender violence on SM; 

D – public shock related to SM and fake news and manipulation of users; 

E – public shock related to SM and censorship. 

 

A – Public shocks related to terrorism and extremism  

As in web pages, in newspapers several articles also reported episodes of public shocks as a 

reaction to episode of terrorism. The articles confirm that the Charlie Hebdo attack represents a 

pivotal event in the global public discourse about freedom of speech. On that occasion, SM, and 

in particular Facebook, took a public stance in defense of free speech: 
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Facebook 's CEO, Mark Zuckerberg, in a post published on his personal profile page on 

Friday morning, called for a rejection of ‘extremists trying to silence the voices and opinions 

of everyone else around the world’. ‘I won't let that happen on Facebook,’ he wrote. 

(Parkinson, 2015, document: The Guardian 2015-01-09). 

 

As seen in the statements from web pages in chapter 5, newspapers also confirm government 

preference for increasing regulation and increasing the responsibilities of SM for radicalised and 

hate speech. British newspapers provide further information on how a narrative of security started 

to develop. They show that the storyline goes back to controversial British ‘radicalised 

individuals’, as in the case of Islamic preacher Anjem Choudary. Choudary has been considered 

the origin of the radicalisation of the murderers of Fusilier Lee Rigby in 2013. In 2015, the British 

government accused SM of "consciously failing" or “being in denial” (Parsons, 2015; document: 

Mirror 2015-01-28) about their role in combating extremism and hate groups using their services.  

In these story lines newspapers reinforce the government narratives presented in chapter 5 calling 

for greater control over speech on SM. Some as in the Times, have a milder approach: 

There is always a delicate balance to be struck between free speech and security. The 

revelation that social networking sites resisted requests from the police to delete radical and 

extreme content posted by Anjem Choudary and his followers suggests that the companies 

are not getting this delicate balance right (Hamilton et al. 2016, document: The Times 2016-

08-18). 

 

Others, such as the Mail, present a more explicit criticism: 

Didn't Choudary's kid-glove treatment go far beyond tolerance of free speech? Why were 

Twitter and YouTube so loath to close down his accounts? [...]Isn't it almost as if the West's 

liberal elite, in its craven terror of offending minorities, has a death-wish for our values and 

way of life? (Daily Mail Comment, 2016; document: Mail 2016-08-17). 
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Figure 6. 2 - Semantic connection between Topic 5 and 2 (yellow links) and most relevant terms 

 Mostly present in the Guardian, Express and Times  

 

When looking at the visual representation of topics, we see that also from the automatic recognition 

of topics in Figure 6.2 Anjem Choudary appears related to the Charlie Hebdo attack. The automatic 

recognition also caught the expression “SM: Tech companies should…”, which shows how SM 

are connected to a need for further responsibility.   

 

In newspapers it emerges that the migrant crisis and terrorist attacks are mentioned together as 

trigger events for hate and more specifically Islamophobic speech. Between 2016 and 2017 several 

regulation initiatives were taken both by states and SM to reduce Islamophobic hate speech, and 

right-wing leaning publications (such as the Mail) mentioned the migrant and refugee crisis (as a 

result of the Syrian and Libyan conflicts) in relation to freedom of expression, and in particular 

presenting criticisms of regulation of speech online adopted as protection of migrants and 

minorities.  
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B – Public shocks related to episodes of hate speech  

In chapter 5, we saw how episodes of hate speech were mentioned as justification for regulatory 

initiatives as in the German law NetzDG. From the newspapers, other UK regulatory initiatives on 

the topic of hate crime emerge (such as the UK Parliament publication on hate crime (2017)) and 

the Internet Safety Strategy green paper (2017). Newspapers present the government initiatives in 

opposition to actors critical of regulations of hate speech. As with the web pages, there is a 

correspondence of criticism of regulation between free speech activists and far-right groups. Far-

right groups have been petitioning against hate speech policies, on the basis of their right to free 

speech: 

[...] After (far right group) Britain First's suspension, Facebook was criticised by the far right 

group's leaders as ‘fascist’ and said the move denied freedom of speech to 1.1 million people 

who have liked the page. The page was restored an hour and a half later – and a Facebook 

spokesman said it had been taken down due to an 'error'. (Mirror 2015-12-09) 

 

With regard to the position of journalists on newspapers, what emerges is a tendency to be critical 

of restriction to speech: 

Clearly, we should all be interested in creating a society without hate and xenophobia. Yet 

silencing people will only send negative sentiments into the underground, where they will 

fester and rot into an even more disgusting form. [...] At this stage in history, us Europeans 

need an open forum more than ever. There are millions of migrants moving across Europe, 

wars igniting on our borders and terrorists carrying out vile atrocities on the streets of cities 

considered to be centres of the free world. This is not a time to be silenced. (Hamill, 206; 

document: Mirror 2016-01-19) 

 

Despite increased regulation, hate speech episodes have continued and several attacks from white 

nationalists brought to the point of rupture between big platforms and far-right groups. Newspapers 

confirm the finding from the previous chapter where the attack on the protesters in Charlottesville 

played a pivotal role in the approach to hate speech of the big SM companies, which introduced 

stricter regulation of speech: 
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For Silicon Valley companies that must balance the right to free speech with the risk of 

empowering and broadcasting abhorrent beliefs, the violence in Charlottesville has been a 

clarifying moment (White, 2017; document: The Independent 2017-08-20). 

 

This choice created a separation from smaller companies like Reddit and Gab, with the latter, as 

explained in chapter 5, using the opportunity to diversify their users and gather the voices of the 

groups expelled from the other platforms. Newspapers reinforce the idea that ‘alternative’ 

platforms (including Reddit) are mostly occupied by white supremacists, far-right sympathisers 

and Trump supporters (McGoogan, 2016, document: The Telegraph 2016-11-14; Parry, 2017, 

document: Mail 2017-08-17). 

Silicon Valley is cracking down on neo-Nazis and white supremacy in the wake of the deadly 

Charlottesville rally. Despite years of net and political neutrality, tech giants like Google, 

Apple and Facebook have announced they want to make it harder for the alt-right to spread 

its hateful rhetoric using their services (Parry, 2017, document: Mail 2017-08-17) 

 

Internet companies are generally reluctant to police the political nature of their content in the 

interests of freedom of speech and expression, which Silicon Valley as a whole champions. 

But recent events in Charlottesville, which Donald Trump maintains were ‘both sides’ fault’, 

have shaken the industry out of silence and into definitive action. The stance poses questions 

over the tech industry's control of free speech and effective censorship of content in daily 

means of communication. As conventional services are cut off, white supremacists are 

turning to other methods of communication, namely the ‘alternative’ social networking site 

Gab (William, 2017, document: The Independent 2017-08-21). 
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Figure 6. 3 – Semantic connection between Topic 3 and 10 (both in blue links) and most relevant 

terms  

Mostly present in the Times, Express, Observer  

 

In Figure 6.3 it is possible to see the visual representation of the topic and issues connected with 

hate speech, neo-nazis and white supremacy groups. In the group fall the nationalist and 

xenophobic groups Britain First and the English Defence league (Jayda Fransen). Also, as 

introduced above, the (former) President of the US is an exemplary case of hate speech and 

inflammatory content, where his presence on SM has supported white supremacist groups, and 

white nationalists. In the network of semantic connection, he acts as a bridge between hate speech 

and trolls. The topic of hate speech is also connected to the Code of Conduct on Illegal speech, 

which was discussed in chapter 5. The names of two German politicians, Angela Merkel and 

German minister of justice Heiko Maas, are among the most relevant words, and show the 

connection between the adoption of the famous NetzDG and the prevention of hate speech.  

 

From the analysis of relevant words emerges also the names of Steve Huffman and Ellen Pao, 

respectively CEO and former CEO of Reddit. In 2015, Ellen Pao was fired as a result of a petition 

online, after she introduced anti-harassment policies, a regulation against revenge porn and banned 

abusive forums. Her case also became exemplary since she filed sex discrimination claims against 
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the Silicon Valley venture capital firm Kleiner Perkins (The Independent, 2015, document: The 

Independent 2015-07-12). The episode connects the issue of hate speech to another main group of 

exemplary cases, created by episodes of bullying and harassment based on gender. 

 

C – Public shock and cases of harassment, especially misogyny and gender violence  

In the study of statements on web pages, episodes of misogyny and violence based on gender 

emerged as public shocks which mobilised the development of forms of regulation of speech. Of 

all the publications, The Guardian appears as the one producing more content, framing the issue 

of harassment as the foundation for stronger regulation of speech (Jeffries 2016, document: The 

Guardian 2015-04-16). Some of the most frequent cases mentioned in newspapers in the discussion 

of the issue of harassment on SM have already appeared in the analysis of the web sites. These are 

the case of the harassment received by the feminist activist Caroline Criado-Perez and Labour MP 

Stella Creasy campaign (the Jane Austen on the £10 note campaign) and the harassment and threats 

addressed to female MPs in connection with the Remain campaign and UK general elections in 

2017. With newspapers, other exemplary cases and storylines of gender-based harassment emerge, 

such as the story of the death threats received by Yvette Cooper and Jo Cox, and the storyline 

created with the Gamergate case, and the case of harassment against women celebrities such as 

Leslie Jones. 

 

As seen in the web pages, in 2016 female Labour MPs received several death threats on Twitter 

for their support of the Remain campaign in the EU referendum. In the same year, Labour MP Jo 

Cox was killed by a right-wing extremist and English nationalist. The event shocked public opinion 

and drew attention to the issue of safety for female MPs. Newspapers reproduced the content of 

the threats in articles. One of the figures who received abuse was the Remain-supporting black 

London MP David Lammy, who called police after reportedly receiving a death threat via social 

media. In one message he was reportedly told "I hope your kids get cancer and die" and "I wish 

you the same fate as that b*tch got stab" – a reference to the Labour MP Jo Cox who was killed 

during the referendum campaign (Lusher, 2016, document: The Independent 2016-08-14). 

 

These cases were mentioned on different occasions as examples of the necessity for more 

regulation of speech. As seen in the previous chapter, these episodes are mentioned in the revised 
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Guidelines for anti-hate and harassment online published by the Crown Prosecution Service in 

2017. Newspapers also link the murder of Jo Cox and the death threats against BAME and female 

MPs to the creation of the Online Hate Crime Hub: a body of volunteers recruited and trained by 

the Metropolitan police to identify and appropriately respond to hate speech online.  

 
Figure 6. 4 – Semantic connection between Topic 4 and most relevant words (red links)  

Mostly present  in the Telegraph, Times, Guardian 

 

Figure 6.4 shows how the topic of hate crime and the exemplary case represented by Jo Cox’s 

death and other death threats are connected to the EU referendum. The name of MP Yvette Cooper 

also stands out, as she was also a target of misogynistic harassment. She is also the organiser of 

the ‘Reclaim the Internet’ campaign initiative already emerged in the web pages, and the 

chairperson of the Home Affair Committee on hate speech (2017). The node ‘death threats’ 

connects the topic to another where the Crown Prosecution Service Guidelines also appear. As we 

saw in the statements from web pages in those years the CPS produced the revised guidelines 

inclusive of threats against women. Also, from the figure it is possible to see how death threats 

and CPS are also connected to the episode of Paul Chamber, which is the example of the excess 

result of state regulation and policing of online environments. 
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A symbolic episode which is used in the narrative presented by newspapers is the harassment case 

against Zoe Quinn. This is an episode that took place before the data collection, and as in the case 

of Anjem Choudary and Caroline Criado-Perez it is used as a storyline in the description of 

episodes of harassment that happened later. In August 2014, a gender-based harassment campaign 

targeted several women in the video game industry; notably game developers Zoe Quinn and 

Brianna Wu, as well as feminist media critic Anita Sarkeesian. Zoe Quinn's former boyfriend wrote 

a disparaging blog post about her, and users using #gamergate hashtag started harassment 

campaigns against Quinn and others included doxing (i.e. public sharing of private information or 

identity about an individual or organisation), threats of rape, and death threats. Gamergate 

proponents (‘Gamergaters’) organised anonymously or pseudonymously on online platforms such 

as 4chan, Twitter, and Reddit. The Guardian connects Zoe Quinn's story from 2014 to events 

taking place in 2017, and in particular it stresses the clash between alt-right groups and women’s 

and feminist movements. 

The action taken against Google now echoes similar campaigns of harassment and activism 

by the ‘alt-right’ during the 2016 presidential election and by Gamergaters in 2014. Both 

movements were dominated by angry men, sometimes using anonymous online identities, 

who felt disenfranchised and wanted to see a radical overhaul of the status quo. [...] (Wong, 

2017, document: The Guardian 2017-08-11). 

 

The Guardian is one of the few publications openly taking a stance against abusive misogynistic 

speech. The Guardian explicitly called out the Daily Mail for perpetuating harassers' tones when 

discussing the case of harassment on barrister Charlotte Proudman when a senior lawyer, 

Alexander Carter-Silk, sent her a sexist message on LinkedIn.  

The Daily Mail went in for the kill, calling her a ‘feminazi' barrister’ The obvious other 

precursor to Charlotte Proudman is the case of Zoe Quinn (Williams, 2015, document: The 

Guardian 2015-09-16). 

 

A similar opposition emerges also in the case of Leslie Jones and Milo Yiannopoulous (July 2016). 

On that occasion almost all the UK publications described the racist and misogynistic harassment 

received on Twitter by actress Leslie Jones because of her part in the remake of the movie 

‘Ghostbusters’. The attack started after the ‘professional troll’ Milo Yiannopoulos (a former editor 
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of the alt-right media Breitbart) wrote a review and posted comments against the actress and in 

general against feminism. His followers and sympathiser users continued the attack and pushed 

Jones to withdraw from Twitter. As a result, Twitter took the decision to permanently suspend 

Yiannopoulos’s account, the first case of a ‘celebrity’ account suspended on the basis of abusive 

speech. The case created an opposition between publications welcoming greater regulation, and 

others framing the suspension as an attack on free speech. As in the case of hate speech some 

newspapers used the case to argue that regulations are counter-productive if the result is to leave 

to these groups the monopoly of free speech discourse: 

Yiannopoulos himself described the suspension as a ‘cowardly’ act and suggested that it 

amounted to an attempt by the ‘totalitarian left’ to make Twitter a ‘no-go zone for 

conservatives’. Now that may be nonsense, but the narrative in which the conservative right 

is fighting a ‘culture war’ – as Yiannopoulos put it – against leftie liberals is increasingly 

prevalent[...] (Gore, 2016, document: Independent 2016-07-20). 

 

Vulnerable people should not be left to the mercy of the mob – either on Twitter or on the 

street. But by enabling ostentatious rabble-rousers like Yiannopoulos to present themselves 

as martyrs in the cause of liberty, there is a danger that Twitter shifts the focus away from 

their misdemeanours, instead of holding a mirror to them (Gore, 2016, document: The 

Independent 2016-07-20). 

 

D – Public shock related to SM and fake news and manipulation of users 

  

In the previous chapter, we found statements from actors on the controversies that emerged after 

revelations that SM have played a role in both the Brexit referendum and the US election results, 

by allowing the viral diffusion of fake information and by hiding political use of advertisement 

and commercial space on users’ feeds. Similar statements emerge from newspapers. The 

magnitude of the implications for the public and SM only started to be discussed in 2018, the final 

year of the data collection. The articles discuss the involvement of the Russian bots in the Leave 

campaign in the EU referendum and Donald Trump’s campaign in the 2016 US election and the 

use of SM for the creation of fake news and manipulation of public opinion. In particular, Facebook 

appears as the most targeted platform on fake news. 
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At the centre of the backlash against the dissemination of fake news was Facebook. The 

publishing and technology company, which was criticised for allowing its automated 

systems to send fake stories to 1.8 billion users, has updated its algorithms to downgrade 

fake news and clickbait on users' news feeds (Gupreet, 2017, document: Times 2017-02-11). 

 

Facebook has a fake news problem, a rampant epidemic of phony and outrageous headlines 

in which a fraction-of-a-penny-per-click gets traded for lies (Weinstein, 2016, document: 

Mirror 2016-12-07) 

 

The issue of fake news showed the weakness of the absence of regulation of political advertising 

on SM. In spring 2018, Cambridge Analytica became another exemplary case and addition to the 

storyline on misinformation. In spring 2018 it was leaked that Cambridge Analytica – a company 

close to the British Conservative Party which collects personal data to create psychological profiles 

of users for use in micro-targeted marketing campaigns – was suddenly suspended by Facebook 

on charges of having used data collected on the social network that did not belong to it. The 

company also appears in the investigation concerning the manipulation of opinion that happened 

during the Leave campaign for the EU referendum and Trump campaign in 2016. The Guardian 

(2018-03-17) and the New York Times published articles accusing Facebook of having made the 

collection possible, albeit not actively, and of having then underestimated or hidden it. For the first 

time, the national press started to discuss the economic return from the users’ data and advertisers 

and their possible role in the manipulation of information. 
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Figure 6. 5 – Semantic connection between Topic 6 and 9 (green and dark green) and most relevant 

words  

Mostly present in Observer, Guardian, Mail  

 

Figure 6.5 shows the connection between the issues relative to fake news and the large topic of 

users’ data protection. Cambridge Analytica appeared in newspapers as a revolutionary moment, 

a ‘wake up call for a generation’ (Hastings, 2018, document: Mail 2018-03-21). In the narrative 

created by newspapers, the recurrent aspect is that ‘something has changed’ in the relationship 

between states and platforms, and in general the way in which society looks at platforms. 

Newspapers had already defined SM as ‘trojan horses’ in 2017, on the occasion of the first round 

of investigations taking place after the suspect Russian infiltration during the US election 

campaign (Borger et al., 2017, The Guardian 2017-10-22). Newspapers strengthened the idea that 

SM are no longer free speech defenders, and sustained the government pressure for more 

regulation of SM. 

But there is an inescapable sense that this year, something is different. That the slew of 

troubles and criticisms that Google, Facebook and others have faced are reflective of a 

general sea change, a growing feeling that they may not be the good guys (Titcomb, 2017, 

document: The Telegraph 2017-12-27). 
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What emerges from the articles is the beginning of a new way of narrating the cases, associating 

the episode to a general problem related to the business model of the platforms. 

Bot accounts furiously sharing messages happened on such a grand scale that it's hard to 

believe the platforms didn't notice. Algorithms ‘left to their own devices’ mean that content 

generated by any random individual – with no journalistic track record, no fact-checking or 

no significant third-party filtering – can reach as many readers as, say, the BBC. And that's 

a critical problem. [...] Facebook insists it is not a media company but merely a ‘neutral 

technology pathway’ facilitating connections between people. It is a misconceived and 

dangerous position. It is a media company with enormous influence in shaping someone's 

worldview about whom to trust. And it is profit-driven (Botsman, 2018, document: The 

Guardian 2018-02-11). 

 

Social media micro-targeting has become another battleground [...] As with mass data 

collection, perhaps it may eventually be concluded that that reach is simply incompatible 

with democratic and human rights. [....] At the very least, we must now seriously question 

the business models that have emerged from the dominant social media platforms (Joseph, 

2028, document: The Independent 2018-04-03). 

 

E – Public shocks related to censorship 

As seen above and in the previous chapter, the same exemplary episode can be used by actors to 

discuss different issues. In the case of death threats, some actors (as for instance MP Yvette 

Cooper) used the episode as a case to request further regulation. While other actors, used the topic 

of death threats online to discuss the case of Paul Chamber and his trial with the Crown Prosecution 

Service in 2014. In chapter 5 I described the episode, in which Paul Chambers became an example 

of the risk of censorship related to policing SM using legislation and government tools. In the 

articles it still appears as one of the most relevant issues, as can be seen in Figure 6.7. 

. 
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Figure 6. 6 – Semantic connection between Topic 7 (yellow) and 4 (red) and most relevant words  

Mostly present in Mail, Mirror and Sun 

 

Similarly, the episode of Charlie Hebdo is linked to the issue of terrorism and radicalisation, and 

on web pages it is also associated to state surveillance (with the discussions over the protection of 

encryption), while on newspapers it appears linked to the issue of the ambiguous relationship 

between SM platforms and authoritarian states as Turkey and China (see fig. 6.3). Other episodes 

are used to stress the role of platforms in editing the contents and criticise the SM role of regulators, 

and in general point out the incongruences between SM declarations in defence of free speech, are 

at odds with their role in speech regulation. One of the most relevant appears to be the Norwegian 

prime minister post of the famous picture of the Vietnamese Girl running away from Napalm (fig. 

6.7) censored by Facebook. The case was taken by the editor of a Norwegian publication (the 

Aftenposten), who challenged the rules established by Facebook (in this case, the automatic 

censorship of nudity because of children pornography regulation) resulting in this way in 

unjustified censorship. The Norwegian editor-in-chief later referred to Facebook CEO Mark 

Zuckerberg as "the world's most powerful editor" (Brown, 2016, document: Express 2016-09-09). 
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Figure 6. 7 - Nick Ut's photograph of Kim Phúc  

 

The automatic recognition of topics highlights another aspect of the controversy, with articles 

stressing the incongruence between SM internal policies and declarations in favour of free speech. 

Particularly, after the attack to Charlie Hebdo, Facebook was criticised for publicly taking a stance 

in favour of free speech while obeying Turkey’s requests to censor the platform on its territory. 

The Guardian defined as a “murky relationship” (Hern, 2015, document: The Guardian 2015-01-

13), and the Independent as “disingenuous” (Dewey, 2015, document: The Independent 2015-01-

28) Facebook decision to collaborate with states’ requests and at the same time attempting to 

present the company as a protector of freedom of expression. The semantic connection in Figure 

6.2 shows that the episodes relate to the relevant issue of Turkey. 

 

The contradiction appears also in other topics automatically detected (Topic 9 in Figure 6.8 below), 

where semantically Facebook and fake news are related to the issue of China, and internet access. 

The case refers to another episode where Facebook agreed to collaborate with a state without 

questioning the issue of freedom of expression in the country concerned. Facebook has been barred 

from China since allowing separatist movements to post material opposing the Communist Party. 

However, according to The New York Times, Facebook created algorithms to block censored 

content from appearing in users' feeds in particular areas of China, as a way to appeal its ban to 

the Chinese government (Bridge, 2016, document: Times 2016-11-24). 
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Figure 6. 8 – Semantic connection between Topics 6 and 9 (green and dark green) and topic 10 

(blue) and most relevant words  

Mostly present in Observer, Guardian, Mail  

 

6.3.3 Narratives about free speech  

As highlighted in the previous chapter, across the years of the data collection it is possible to notice 

a change in the general narrative adopted by SM companies, that from declarations in defence of 

free speech in occasion of Charlie Hebdo, ended up with declaring that regulation of speech has 

become inevitable: 

Last week, Sinead McSweeney, a senior [Twitter] executive in Europe, told MPs that ‘it is 

no longer possible to stand up for all speech’ (Titcomb, 2017, document: The Telegraph 

2017-12-27). 

 

The main finding about the narrative about freedom of expression emerging from the articles is 

that the debate is framed as between left- versus right-wing supporters, the first more in favour of 

regulation and the second more sceptical and asking for protection of free speech. The position in 

favour of more control is called by newspapers ‘no-platform’, and they include episodes of 

disputes that arose as a result of ‘divisive’ characters being invited to speak at universities or in 
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public spaces. Student unions in different universities, and their choice to no-platform a number 

of speakers such as professor Tim Hunt, Mary Beard, Kate Smurthwaite, Julie Bindel, Alan 

Perkins, Germaine Greer and Jacob Rees-Mogg are examples used by newspapers to present 

opposing sides: on the one hand the necessity to protect minorities and vulnerable groups. On the 

other, the ‘state of censorship’ and restriction of free speech. Some publications such as the 

Guardian, focus more on the aspect of the victims and the need of protection and regulation of 

speech, and others such as the Mail, are more in favour of ‘abusive’ speech, insofar as it is ‘free 

speech’.  

The National Union of Students (NUS) [...]  has banned its institutions from hosting a myriad 

of speakers, including those from the English Defence League (EDL), British National Party 

(BNP), some members of Ukip, [...] It's time to defend the right to be offensive: not allowing 

debate on campus is dangerous. Free speech is a basic human right, and an essential tool for 

a functioning democracy. [...] Men should be allowed to debate abortion, student media 

should be uncensored, and Katie Hopkins should be allowed a platform to share her views – 

however ludicrous they may be. George Orwell was right when he said: ‘If liberty means 

anything at all, it means the right to tell people what they do not want to hear’ (Pearson-

Jones, 2015, document: The Independent 2015-12-28). 

 

While others present the issue as relative to a specific group of people: the ‘useful liberals’ (The 

Guardian 2018): 

 

Most freedom of speech debates now start on the false premise that denying someone a 

platform is censorship. [...] The disappeared of Egypt, the jailed and flogged blasphemers of 

Saudi Arabia, the arbitrarily detained bloggers and journalists of China are being denied 

freedom of speech. It's an insult to their ordeals that we equate them with shutting down 

Milo Yiannopoulos's Twitter account. [...] In On Liberty, John Stuart Mill, one of the great 

defenders of free speech, says a struggle always occurs between the competing demands of 

authority and liberty. He argues that we cannot have the latter without the former[...] 

Freedom of speech is no longer a value. It has become a loophole exploited with impunity 

by trolls, racists and ethnic cleansing advocates. They are aided by the group I call useful 
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liberals – the ‘defend to the death your right to say it’ folk (Malik, 2018, document: The 

Guardian 2018-03-22). 

 

Some characters, such as Milo Yiannopoulous, Jordan Peterson and Katie Hopkins are used as 

symbols of ‘uncomfortable truth’ or ‘free thinkers’ in right-wing publications (Mail and Sun). 

They have a vision of free speech more in line with alt-right movements. Katie Hopkins’ article 

on free speech reported in the Sun her position on insults online: 

‘I hope you get a tumour.’ That was in response to a tweet I wrote on Prime Minister's 

Questions. You see, when people are given the chance to share their views, they do. And I'm 

fine with it. The guy on Twitter doesn't really wish I'd get a tumour. He just wants to tell me 

he disliked what I said (The Sun, 2015, document: The Sun 2015-09-17). 

 

A similar case is that of Jordan Peterson, a controversial Canadian psychologist who has attracted 

a large group of followers among the ‘alt-right’ and conservative groups. He was interviewed by 

Cathy Newman in 2017 and the case resulted in a series of attacks and misogyny and abuse online 

against the journalist, who also received death threats. The Mail describes the episode as follows: 

He dares to say the unsayable on political correctness, feminazis and whingeing millennials. 

For this, he's demonised by the British Left and shouted at in TV interviews (Sandbrook, 

2018, document: Mail 2018-02-10). 

 

Like Jordan Peterson, Milo Yiannopoulos has for years been a key controversial figure in the 

British public discourse. His storyline is echoed in other relevant cases involving universities and 

cases of no-platforming of speakers. The articles have different ways of framing the issue. There 

is a clash between those which describe the Yiannopoulos events as relating to freedom of 

expression (such as the Mail or the Telegraph) and others as the Guardian which warn against 

creating a legitimate framing for the character. In 2017 several universities protested the decision 

to invite Yiannopoulos to present his new book. Some protests were particularly violent, as in the 

case of UC Berkeley in February 2017. A division appears between those newspapers presenting 

the protests as part of the debate over free speech, like the Daily Mail and the Telegraph and others, 

such as the Guardian, which are sceptical of that type of framing. 
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Maajid Nawaz describes the students demanding censorship as members of the ‘regressive 

left’. Milo Yiannopoulos calls them ‘snowflakes’. Nowadays, the only thing that is stopping 

a student from accessing a new idea is a censorious gag from a student union or NUS 

apparatchik (Peters, 2017, document: Telegraph 2017-02-17). 

 

Casting the controversy over Yiannopoulos as one of freedom of speech has been a public 

relations coup for the right. ‘It has an almost irresistible propagandistic value,’ said Larry 

Rosenthal, the chair of the UC Berkeley Center for Right-Wing Studies, by providing the 

right with an opportunity to ‘talk about the hypocrisy of liberals with respect to free speech’. 

(Wong and Lewin, 2017, document: The Guardian 2017-04-26). 

 

In the case of militants from alt-right groups, the most cited are members of the English Defence 

League and Britain First, and in their vision the problem is excessive regulation. The overview of 

free speech interpretation shows how the separation between those requiring less and more 

regulation corresponds to more right-wing/alt-right positions. Publications such as the Mail utilise 

the definition of ‘snowflake’ assigned to people that become offended in a system of freedom of 

expression. Similarly, ‘politeness’ and ‘common sense’ are terms that are increasingly politicised 

as they are used in support of content regulation positions. 

 

Figure 6.9 shows the aspect of the controversy that moves beyond the strict environment of SM: 

it includes the ‘no-platform’ issues raised in academia. It is interesting to find that the most 

representative character for the no-platform issue is Milo Yiannopoulos and that the episodes are 

linked to the issue of abuse and hate speech (and the actor that semantically acts as bridge is Donald 

Trump).  
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Figure 6. 9 – Semantic connection between Topics 1-8 (yellow) and most relevant words 

Mostly present in Independent, Mail, Telegraph 

 

As much as newspapers tend to be in favour of less control over speech, the issue of SM censorship 

calls for more control over SM platforms. The same narrative expands also to the role of SM, and 

sees SM as an accomplice in the no-platform, or ‘cancel culture’ against right-wing ideas. 

Newspapers have reported several conservative and right-wing representatives’ complaints against 

a so-called anti-conservative bias of the main SM platforms  (McGoogan and Murgia, The 

Telegraph 2016-05-09). The question was also raised in the case of the public hearing after 

Cambridge Analytica; during the Senate hearing of Facebook a conservative Senator asked why 

Facebook was censoring conservative bloggers. Zuckerberg explained that his team had made 'an 

enforcement error.' 'And we've already gotten in touch with them to reverse it,' he said, referring 

to the conservative blogger Diamond and Silk. (Schwabb, 2018, document: Mail 2018-04-11). 

The revelation that Facebook has been censoring news stories they don't agree with is 

seriously worrying. A seventh of the world's population use Facebook, which means over a 

billion people are exposed to the sort of Lefty liberalism the social network seems to like. 

[...] Of course the left will be ecstatic, lauding Facebook for weeding out all the bigots and 
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hatemongers, from moderate right-wingers to neo-Nazis. [...] (Leigh-Howarth, 2016, 

document: The Independent 2016-05-14). 

 

However, The Guardian stresses how the increase in censorship of right-wing posts coincided with 

the introduction of anti-hate speech standards in SM platforms: 

Facebook, Twitter and Google have recently rejigged their algorithms or tightened their rules 

in order to address a perceived extremism problem. But this has led to claims that the 

companies have skewed their platforms to penalise conservative speech. It's also led some 

on the conservative and radical right to pursue legal action against Twitter, YouTube and 

others on free speech grounds (Wilson, 2018, document: The Guardian 2018-03-21). 

 

6.3.4 Narratives about governance 

The narrative emerging from the articles outlines the introduction of regulatory initiatives. Some 

have been mentioned in the exemplary cases: the 2018 Honest Advertising Act Initiative, which 

became two bills at the level of Congress and Senate in the US, the 2016 Reclaim the Internet in 

the UK, the 2017 NetzDG in Germany. The articles also discuss SM initiatives and highlight an 

opposition between the request of the governments going in the direction of more control and SM 

strategies. In particular, the role of SM appears to be at stake, where governments have been 

introducing legislation pushing for the use of automatic detection of contents, while SM have 

started introducing tools in the hands of the users. The development of the narrative shows how 

the discussion has progressively moved towards the adoption of algorithms as the main regulation 

tool. 

 

Public bodies 

From the articles it appears that the general widespread position of public bodies is to increase 

regulation and get social media platforms to take more responsibility. The representatives of public 

bodies, and regulatory initiatives, connect episodes of hate speech, abuse, radicalisation and 

extremism on SM to social unrest, terrorist attacks, and violent acts which hit citizens, after which 

SM platforms are called on to assume responsibility by targeting SM ‘safe harbour’ provided by 

art.230 of the CDA. 
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In the US, a number of initiatives aimed at targeting internet companies emerged from the data: 

Senator Claire McCaskill’s bill Stop Enabling Sex Traffickers Act (SESTA) and Allow States and 

Victims to Fight Online Sex Trafficking Act (FOSTA) (passed in 2018) introduced liability for 

internet companies that facilitate sex trafficking, suspending for this specific case the immunity 

provided by section 230 of the CDA. 

 

From the data the Honest Advertising Act also appears, aimed at enforcing disclosure provisions 

on internet advertisements and barring foreign nationals from purchasing political advertisements 

on the internet. By extending existing laws for television and radio stations to internet commercials 

it aimed at closing the loopholes in campaign finance legislation. The regulation initiatives, 

together with the summoning of the main companies’ CEOs (Mark Zuckerberg, Sundar Pichai, 

Jack Dorsey) to hearings of the House of Representatives, show a change in the direction of the 

US approach towards SM companies.  

 

The articles cover several regulatory initiatives taken in the UK: the Investigatory Powers Act of 

2016, mentioned in the storyline and exemplary cases of Charlie Hebdo and Anjem Choudary, 

which expanded the electronic surveillance powers of the British intelligence services and police. 

Another story is the ‘Reclaim The Net’ cross-party programme, with its vow to banish misogyny 

from social media (Glaze, 2016, document: Mirror 2016-07-18). 

Alison Saunders, the head of the Crown Prosecution Service "said bullies who incite others by 

creating derogatory 'hashtags' or by republishing 'grossly offensive messages' will be targeted." 

(Martin, 2016, document: Mail 2016-10-10). 

In March 2017 the Home Affair Committee chaired by Yvette Cooper interrogated Peter Barron, 

Vice President, Communications and Public Affairs, Google Europe, the Middle East and Africa, 

Simon Milner, Policy Director for the UK, Middle East and Africa, Facebook, and Nick Pickles, 

Senior Public Policy Manager for UK and Israel, Twitter on the topic of hate speech. 

The establishment of the Global Internet Forum to counter Terrorism in March 2017 (after the 

Westminster attack) increased the use of automation and machine learning for the purpose of 

counter-terrorism. On the topic of counter-terrorism, in July 2017, Theresa May demanded that 

tech firms take down terrorist material within 2 hours (BBC 2017-09-20). 
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In October 2017, Theresa May tasked the Committee on Standards in Public Life, chaired by Lord 

Bew, with investigating what could be done to better protect MPs (Telegraph 2017-10-01). 

In April 2017, as result of the Home Affairs Committee investigations, the UK Parliament 

published ‘Hate crime: Abuse and extremism online on Social Media’, in which MPs strongly 

criticised social media companies for failing to take down and take sufficiently seriously illegal 

content. In October 2017 came the publication of the green paper on ‘Internet Safety’, and to the 

UK government response to the green paper was published in May 2018. 

 

After the data collection stopped, however, more regulation initiatives have followed: in April 

2019, the UK adopted a ‘Code of practice for providers of online social media platforms’, as part 

of the Digital Economy Act (2017). In December 2020 the UK government published the Online 

Harms White Paper, the most updated initiative in its policy on social media, and it introduces two 

new elements: the duty of care for the companies (as a form of responsibility different from 

liability) and the establishment of an independent advisor: the Center for Data Ethics and 

Innovation, which started to present its programme in spring 2019. The centre was created because 

technology is seen as ‘part of the solution’, and it recognises that:  

the increased use of data and AI is giving rise to complex, fast-moving and far-reaching 

ethical and economic issues that cannot be addressed by data protection laws alone. 

Increasingly sophisticated algorithms can glean powerful insights, which can be deployed in 

ways that influence the decisions we make and the services we receive. It is essential that we 

understand, and respond to, barriers to the ethical deployment of AI (Department for Culture 

Media and Sport and Home Office, 2019). 

 

The press is divided in terms of commentary on these initiatives shifting more responsibility on to 

SM. The Observer defines section 230 of the 1996 Communications Decency Act as ‘vital’ and 

feels that restricting its protection risks putting too much decision-making power on speech in the 

hands of corporations: 

So now we find ourselves in a strange place where huge corporations are in a position to 

determine what is published and what is not. In a working democracy, this kind of decision 

should be the prerogative of the courts. It's as if society has outsourced a critical public 
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responsibility to a pair of secretive, privately owned outfits (Naughton, 2017, document: The 

Observer 2017-09-03). 

 

While the Daily Mail presented a different position in 2018: 

There must be regulation of social media, and every government in the world ought to 

address itself on how best this can be implemented, without, of course, imposing improper 

restrictions on free speech. It must be the beginning of wisdom that we understand how 

wildly excessive and deeply dangerous are the powers of the social media giants, headed by 

Facebook. They cannot be uninvented, but they must be tamed. Should we fail to do this, 

these wild beasts will devour our democracies and our individual freedoms (Hastings, 2018a, 

document: Mail 2018-01-02). 

 

With regard to regulatory tools adopted by the companies, newspapers highlight some problems 

with SM governance, especially with the use of algorithms and policies for content moderators. In 

recent years SM platforms have introduced several changes to their internal policies and tools, 

which are mentioned in the articles. Starting from implementing more opportunities for users to 

report activity, they ended up employing increasingly more algorithmic detection. Exemplary in 

this case are the changes adopted in Twitter. They started from tools addressing the users reporting 

activity, for instance the changes in hateful conduct on Twitter, and then introduced more tools for 

users to report abusive accounts (from November 2016), and to filter the materials visible, such as 

the Safe Search, or the option to mute more accounts (Twitter 2016). However, in 2017 the 

company started to rely more on algorithms for the identification of potentially abusive accounts 

(Daily mail 2017, document: Mail 2017-03-01). 

 

NGOs and academia 

NGOs and academia are associated with sceptical views of regulation of speech and in general on 

the role assigned to SM platforms. Academia is the one actor that speaks of editorial responsibility 

from their own pages and on newspapers. 

Jeff Jarvis, journalism professor at the City University of New York, wrote on Friday. [...] 

Facebook should allow editors of reputable news organizations to make key decisions related 

to how they use the platform – such as publishing a war photo that may technically violate 
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policy.[...]To some in media, a key first step to making Facebook a respectable news 

publisher is increased transparency. Aside from leaked documents, the public knows little 

about how Facebook's algorithms work and what role employees play (Levin, 2016, 

document: The Guardian 2016-09-10). 

 

NGOs and advocacy groups are the groups more concerned with the human rights implication of 

algorithmic tools of management of content: 

Human rights abuses might be embedded in the business model that has evolved for social 

media companies in their second decade. Essentially, those models are based on the 

collection and use for marketing purposes of their users' data. And the data they have is 

extraordinary in its profiling capacities, and in the consequent unprecedented knowledge 

base and potential power it grants to these private actors. Indirect political influence is 

commonly exercised, even in the most credible democracies, by private bodies such as 

major corporations. [...](Joseph, 2018, document: The Independent 2018-04-03).  

 

Newspapers play a pivot role as they contribute to introduce new elements in the debate. In 2017, 

The Guardian leaked Facebook’s guidelines for moderators (Hopkins, 2017, document: The 

Guardian 2017-05-21), making public for the first time the training material for human moderators 

employed in the company. The guidelines appeared to many as unfit, as they leave only 10 seconds 

to take a decision. 

Thousands of pages of internal documents from Facebook have been leaked, revealing the 

rules and regulations the social media giant uses to decide what can be shared on its platform. 

Among the rules detailed in documents obtained by the Guardian are those covering nudity, 

violence and threats – all things that Facebook has been accused of letting slide in the past. 

(Shugerman, 2017, document: The Independent 2017-05-21). 

 

What we've learned from the Guardian 's scoop is that Facebook's baroque, unworkable, ad 

hoc content-moderation system is unfit for purpose (Noughton 2017b, document: The 

Observer 2017-05-28). 
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A similar leak happened also in June 2017, when the no-profit newsroom ProPublica 

published the internal documents describing how moderators train the algorithms used by 

Facebook's censors to distinguish between hate speech and lawful political discourse. The 

leaks show how algorithms were used to recognise protected categories such as race, sex, 

gender identity, religious affiliation, national origin, ethnicity, sexual orientation, and 

disability or disease (White, 2017, document: The Independent 2017-09-15). 

 

The leak also exposed another incongruence in Facebook hate speech policy, where on the one 

hand the company targets hate speech but on the other it was found that it sold advertisements 

targeted to antisemitic users (White, 2017, document: The Independent 2017-09-15). NGOs are 

concerned over Human Rights and social justice implications of technology, while newspapers 

report the concern over the racial bias:  

‘Activists in the Movement for Black Lives have routinely reported the takedown of images 

discussing racism and during protests, with the justification that it violates Facebook's 

Community Standards,’ reads the letter to Facebook, signed by groups including the 

American Civil Liberties Union and SumOfUs, a corporate watchdog. ‘At the same time, 

harassment and threats directed at activists based on their race, religion, and sexual 

orientation is thriving on Facebook. Many of these activists have reported such harassment 

and threats by users and pages on Facebook only to be told that they don't violate Facebook's 

Community Standards’ (Titcomb, 2017, document: The Telegraph 2017-01-19). 

 

Private companies 

SM and NGOs have a point of contact in the preference for forms of self-regulation as counter-

speech, rather than other forms of regulation of speech. In the general discussions about 

governance, it is possible to observe a switch from SM companies initial focus on users’ 

possibilities to counter-speech, or report, to a later focus on the algorithms. Newspapers report a 

number of initiatives taken with NGOs on the topic of counter-speech, as the report commissioned 

from Facebook to the think tank Demos (which appeared also in the web pages) and cooperation 

with NGOs such as Faith Matters (Hinsliff, 2016, document: The Guardian 2016-02-22). However, 

public bodies (governments, parliaments, law enforcement bodies) requests have gone towards a 

different direction. As far as SM, web pages did not capture many statements. Newspapers collect 
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more of their narratives, and it is possible to identify a trend based on ‘apologetic and ‘passive’ 

approach. This is in line with SM refusal for being considered responsible for the content on their 

platforms or in general to appear as the main regulators. Also, it shows a tendency to create policies 

as reaction to events. 

[on the censorship of the Vietnamese girl picture] While we recognise that this photo is 

iconic, it's difficult to create a distinction between allowing a photograph of a nude child in 

one instance and not others,' a company spokesperson wrote. 'We try to find the right balance 

between enabling people to express themselves while maintaining a safe and respectful 

experience for our global community. Our solutions won't always be perfect, but we will 

continue to try to improve our policies and the ways in which we apply them' (Holmes, 2016, 

document: Mail 2016-09-09). 

 

Ed Ho (Twitter) in 2017 We’re learning a lot as we continue our work to make Twitter safer 

– not just from the changes we ship but also from the mistakes we make, and of course, from 

feedback you share (Daily Mail 2017, document: Mail 2017-03-01). 

 

We didn't take a broad enough view of our responsibility, and that was a big mistake, he 

said. It was my mistake, and I'm sorry. I started Facebook, I run it, and I'm responsible for 

what happens here.[...] (Daily Mail, 2018, document: Mail, 2018-04-10). 

 

In the general discussions about governance, it is possible to observe a switch from SM companies’ 

initial focus on users’ possibilities to counter-speech or report (a preference shared with NGOs) to 

a later focus on the algorithms (a preference shared with public bodies). 

Facebook in 2015 stated ‘By working with community groups like Faith Matters, we aim to show 

people the power of counter speech and, in doing so, strike the right balance between giving people 

the freedom to express themselves and maintaining a safe and trusted environment’ (Mail 2015-

01-03). Newspapers highlight also mixed-actor collaborations, such as the counter-speech report 

commissioned in 2016 by Facebook to the think tank Demos (Demos 2016) (Hinsliff, 2016, 

document: The Guardian 2016-02-22). 
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6.3.5 Narratives about technology 

In the analysis of texts, algorithms and filters emerge as an object ‘bending’ the environment, i.e. 

breaking the routine as in the case of the viral visibility of abusive tweets, the political exploitation 

of algorithms to distribute fake news, and at the same time the use of algorithm filters as a tool for 

censorship. In particular, the role of algorithms appears to be at stake, where governments have 

been introducing legislation pushing for the use of automatic detection of contents, while SM 

platforms have started introducing tools in the hands of the users. The development of the narrative 

shows how the discussion has progressively moved towards the adoption of algorithms as the main 

regulation tool. Private companies present a narrative about technology which is ‘cautious’ and 

stresses the limits of technology: 

Nick Pickles, Twitter's head of policy in the UK, says creating a technological solution to 

the problem of online abuse is extremely difficult. ‘No such magical algorithm exists and, if 

it did, it wouldn't be that simple to implement because of the complexity of understanding 

sentiment and context.’ [...] Tech companies cannot simply delete misogyny from society,’ 

he said (Leigh, 2016, document: The Guardian 2016-04-13). 

 

In an appearance in front of two US senate committees on Tuesday, Zuckerberg said 

removing hateful content from the site was difficult and beyond the capacity of artificial 

intelligence. He said that by the end of 2018 the company would have 20,000 employees 

devoted to security and reviewing content (Wong, 2018, document: The Guardian 2018-04-

11). 

 

However, newspapers have reproduced the public bodies’ narrative that companies should do 

more, and in particular, they should adopt technological solutions: 

They are not doing enough, however. All social networks should be prioritising the 

development of technology to identify and automatically delete this content. That is 

administratively and technologically fiendish, but the sites' business models rely precisely 

on the ability to search and analyse huge volumes of data to target advertisements effectively. 

If they are going to profit from this smart technology, they must use it to protect their users 

in accordance with the recommendations of the police and security services (The Times, 

2016, document: The Times 2016-08-18). 
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[A]rtificial intelligence and image recognition software should be used to scan for and track 

illegal material, reducing the burden on humans who must manually flag and monitor it. 

(McGoogan, 2017, document: The Telegraph 2017-03-24). 

 

Only a few articles raise the issues of the possible role of algorithms and technology in creating 

extremist speech. 

Peterson is not an alt-right figure and cannot be held responsible for the ‘recommended’ 

content that his viewers come across on YouTube. But YouTube, and its parent company, 

Google, should be. YouTube algorithms have been criticised for drawing viewers into ever 

more extreme content, recommending a succession of videos that can quickly take them into 

dark corners of the internet (Levin, 2017, document: The Guardian 2017-08-13). 

 

On the other hand, the Guardian in 2016 highlighted the narrative also used by public bodies (seen 

in chapter 5), that technology could be used better: 

[The systems engineer Randi Lee Harper] authored an auto-blocker for Twitter that lets users 

automatically, pre-emptively block users likely to be associated with harassment groups – 

people who follow more than one high-profile harasser, or who frequently use hashtags 

associated with abuse movements.[...]  Harper suggests solutions for fixing some of Twitter's 

most obvious vulnerabilities – fixes she says would require very few engineering hours on 

the inside but that would offer significant and immediate benefits to users in terms of 

security, privacy and usability.[...] (Leigh, 2016, document: The Guardian 2016-04-13). 

 

Jennifer Parry, CEO of the Digital Trust, which acts on behalf of cyber abuse victims, said 

Twitter was ‘really the network of the trolls’. [Parry says] They use their algorithms for their 

targeted marketing, I would like to see them use some of this technology to identify and deal 

with abusers’ (Leigh, 2016b, document: The Guardian 2016-07-20). 

 

As in the finding from the previous chapter, technology emerges as an ambiguous element. 

Newspapers do not present a unified vision. Differently from web pages, what emerges are 

cautious declarations from SM companies. 
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6.3.6 The temporal dimension 

The historical analysis of topics extracted from newspapers shows how the topic identified changes 

over time and, even with some limitations, can give an idea of the life and death of specific topics. 

Using the Cortext ‘demographic’ analysis tool (described in chapter 4), I calculated how the 

distribution of topics develops through time (time granularity: months. From January 2015 to April 

2018). Figure 6.10 represents the temporal evolution of the documents and topics. A colour has 

been assigned to each of the 10 topics identified with quantitative analysis.  

Fig. 6.10a  shows the colour associated to each of the topics emerged from the topic analysis: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. 10a  Temporal evolution of the topics: colours associated with topics  

 

Topic 8 – University Student Union – No Platform 

– Jordan Peterson – Milo Yiannopoulos_women 

Topic 6 – Facebook – Fake news and privacy 

Topic 7 – Twitter abuse/ harassment – trolls and 

blocks 

10_content removal_hate speech, Germany 

9_China, Turkey Internet regulation and 

censorship 

Topic 2 – Government – terrorism and encryption 

Topic 3 – Hate groups – Reddit – alt-right – 

Trump – Charlottesville 

Topic 5 – Charlie Hebdo 

Topic 4 – Jo Cox, abuse online, hate speech 

Topic 1 – Milo Yiannopoulos – Twitter_-Leslie 

Jones 
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The position on the y-axis on the left represents the raw number of documents attached to one of 

the specific topics (the higher the number, the more documents are attached to that topic, in that 

specific month). The position on the x-axis represents the time, starting from January 2015 (left) 

and moving towards April 2018 (right). For example, in 2015, the first line from above (i.e. the 

one appearing on more documents) corresponds to topic No. 5, labelled as ‘Charlie Hebdo’, and 

coloured in purple. [The visualisation of the historical distribution in fig.6.10, and the break down 

by single topic is available in the Appendix, from p. 43 A to p.54 A]. 

 

 

Figure 6. 11b  Temporal evolution of the topics16.  

On the x axis is the time, on the y axis is the raw frequency of the documents attached to the topics 

 

A larger version of this image is available in the Appendix from p. 43 A to p.54 A. It is possible 

to see how in January 2015, the number of documents attached to the topic Charlie Hebdo (topic 

5, colour dark blue) is the highest, compared to the other topics (i.e. the highest line on the left of 

the graph). Similarly, the number of documents attached to topic 2 (i.e. terrorism and national 

security, in yellow) also peak in January 2015, and then gradually decline to remain a steady 

 
16 A larger version of the image, together with the visualisation of topics’ temporal plots separate and the 

table with the raw frequency of documents/months are available in the Appendix – 43 A – 54 A 
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background presence in the subsequent years. These peaks in number of documents show how in 

January 2015 and the subsequent months, it was easy to find articles (i.e. documents) including 

references to free speech, encryption, and SM platforms responsibility in the fight of terrorism and 

national security. This can indicate that terrorism and national security were ‘a matter’ of concern 

in those months. The temporal decline in the number of documents attached, on the other hand, 

can indicate how these narratives have been overcame by other matters of concern. In 2016 for 

instance, the episode in the peaks relates to Yiannopoulos abuse on Twitter and the no-platform 

debates across Universities in the US and the UK (i.e. topic 1 and 7 in light blue and green). In 

2017, the peak is topic 10 (light green) and the associated issue of SM platforms’ policies on hate 

speech after Charlottesville (US). Finally, in 2018, the topic which appear in more documents is 

topic 6 (in violet) which represent the issue of data protection and manipulation of users. These 

last two topics in particular (topic 6 and 10) start with a very low presence across documents at the 

beginning, but they end up being the most present in the documents at the end of the data collection 

period. 

Other topics are historically examples of more stable matter of concern for the public. For instance, 

topics relating to misogyny and women abuse (Figure 6.10 topic 8 (red), topic 4 (dark green)), as 

well as topic 3 (hate speech, in violet) have a consistent distribution across documents in time, in 

comparison to the others. Overall, the data show a switch in the narratives occupying the dominant 

positioning the debate, from terrorism and national security to the emergency of hate speech and, 

in very last position, the issue of data and users’ manipulation. These dynamics indicate that 

controversies have a life, they can start and peak and then fade away. In general, it shows how the 

elements that are considered matter of concern are subject to change. 

 

6.3.7 The shape of the controversy 

The analysis of newspaper articles’ reveals how ‘substantive’ issues (Marres, 2015) such as the 

discussion on what constitutes free speech today, free speech in academia, right to offend, etc., are 

fuelled by or anchored to media-technological dynamics. Analysing the structure of the articles it 

was possible to notice the constant presence of links to SM platforms’ posts or tweets 

representative of controversial cases that originated on SM platforms. Newspapers appear to rely 

on such materials to discuss the larger substantial elements of the controversy around free speech 
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however, they fail to contextualise the cases, by discussing for instance the media-technological 

environment at the origin of the viral visibility of the people involved. In doing so, they transpose 

and legitimise their presence in public controversy. In particular, in articles it is possible to note 

how on several occasions controversial tweets or posts originating from SM are taken and 

reproduced in newspapers, such as the tweets by Katie Hopkins (where for instance the 

Independent started to reproduce all the reactions that followed), and even more prominently in 

the case of Milo Yiannopoulos and Leslie Jones.  

 

This is a specific dynamic of distribution of the controversy, where viral contents produced on SM 

are reproduced and reinforced in their virality by newspapers choosing to include viral abusive 

posts and tweets in their articles. In the controversial case created by the opposition between Leslie 

Jones and Milo Yiannopoulos, the majority of publications chose to reproduce Jones’s tweets 

where she described her decision to leave Twitter as a result of the racist and misogynistic attacks 

she received, while others, in particular the Mail and the Independent, decided also to publish some 

of the racist tweets that had been addressed to the actress (Figures 6.12 and 6.13). In both cases, 

publication included either a direct link to the original tweet (the Independent, Fig. 6.13) or the 

possibility to share the controversial images via SM platforms (Daily Mail, Fig. 6.12). 

 

 
Figure 6. 12 Racist tweet (partially represented here) included in the article in the Daily Mail 

(2016-07-19) 
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Figure 6. 13 Racist tweet (partially represented here) included in the article in the Independent 

(2016-07-19) 

 

This finding shows a particular technological dynamic which characterises the shape of 

contemporary public controversies.  This is a key insight that demonstrates the inter-dependencies 

of conventional and SM platforms and how they feed off (as well as challenge) one another.  

In the previous chapter, the study of the hyperlink structure connecting the different web pages 

highlighted SM centrality, since all web pages included a link to the bigger SM companies 

(Youtube, Twitter and Facebook) as a way to share their own content to a larger public. The 

exemplary case of the Jones-Yiannopoulos feud shows that SM are not only one of the main 

channels to diffuse statements of the controversy online, but also one of the main sources of the 

contents performing the controversy in the press. In reproducing SM viral content, newspapers 

transpose and amplify SM’s voice in the public controversy. Moreover, newspapers take for 

granted SM metrics and internal algorithmic dynamics of visibility and virality. This reflects a 

specific editorial choice of newspapers, which tend to prefer ‘high attention grabbing’ episodes 

even with the potential of publishing something erroneous, rather than working on the quality of 

content. A similar dynamic has been observed by Zubiaga et al. (2018) in the case of newspapers 

and diffusion of rumours, where newspapers seemed to be under pressure to publish quickly, even 

if the information has not been verified in advance. 



 

 220 

6.4 Conclusion 

The results of the analysis are very similar in certain aspects to the ones that emerged in chapter 

5. Given the different nature of the data, it was impossible to identify actors in the same way as in 

the controversy on web pages; however, the analysis of the publications with the largest number 

of articles collected in the corpus confirms the results about news media captured in the online 

sphere. In particular, The Guardian (different editions), The Mail (different editions), The 

Independent (different editions), and the Telegraph are the most ‘active or prolific’ actors in the 

controversy. 

This chapter has showed that newspapers provide two levels of findings: the first one concerns 

more substantive elements (Marres, 2005), such as the content/narratives about SM platforms and 

the issues which emerge from the main exemplary cases and storylines.  As in the web pages, the 

storylines and exemplary cases reveal similar groups of issues (terrorist, hate speech, harassment, 

disinformation, fake news, data protection).  

As far as the specific discussions on freedom of expression are concerned, differently from web 

pages, in newspapers there is a more diffuse general scepticism towards regulation of speech, 

especially – but not exclusively – from conservative or right-wing positions. Right-wingers or 

conservatives use divisive statements or actions from professional divisive celebrities such as Milo 

Yiannopoulos, Katie Perkins and Jordan Peterson as a way to own the issue of free speech. 

However, in newspaper articles which do not support conservative views, regulation of speech is 

also presented as negative. On the other hand, even though presenting a sceptical view on 

limitation of freedom of expression, newspapers in general support the regulation of SM platforms. 

It is a shared position from both sides, both in publications sympathetic with conservatives (Daily 

Mail) and more progressist views (the Guardian). Conservatives ask for more regulation since they 

feel that SM platforms are censoring their expression more than the other parties (since the 

introduction of hate speech and anti-disinformation regulations in their internal rules). In this 

regard, even if subsequent to the data collection, the stormy relationship between Donald Trump 

and Twitter of the last few years is exemplary, where Trump’s tweets as President were reported 

and he was threatened with deactivation on several occasions on the basis of hate speech and anti-

disinformation policies. The episodes culminated in May 2020 with Trump signing a Presidential 

executive order against ‘censorship’ from Twitter, which added a disclaimer on Trump’s tweets 

against mail votes. 
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However, it is not only conservatives that challenge the SM role. From newspapers it emerges that 

members of academia are also talking about full editorial responsibility for the social media 

platforms. NGOs and advocacies active in the field of freedom of expression appear to be the only 

sceptical groups with regard to regulation of companies in connection with controlling speech, 

reiterating that self-regulation tools such as reporting or filtering tools, and counter-speech in the 

hands of users, are the best options to guarantee free speech. NGOs in particular are the ones more 

wary of the lack of transparency in internal SM procedures for moderators and algorithmic 

management of content, which when leaked showcases social injustice. 

Their position, however, seems to reinforce the progressive introduction of algorithms and 

automatic detection systems based on technology. The regulation initiatives mentioned highlight 

a general agreement across the representatives of public bodies, on the necessity of regulation for 

platforms. The regulatory initiatives also share similar positions highlighted in the previous 

chapter, on the role of technology as a tool for the realisation of policies governing free speech. 

Newspapers report the position of private companies, stressing that SM companies should 

apologise, and downsise their power on technologies. On the other hand, newspapers present 

competing visions of experts pushing on the feasibility of technological solutions. Even if 

newspapers challenge the idea of regulating free speech, they do criticise SM more than states’ 

initiatives. In this sense, they strengthen states’ programmes of increasing responsibility on to SM 

platforms and the use of technology to ‘solve’ the issues. Since articles are presented in an archived 

form, it is possible to conduct historical analysis of the narratives. The findings show that topics 

and consequently their associated narratives follow a specific development across time. In 

particular, in 2015 the topic of terrorism and national security is the initial and more urgent issue 

at the beginning of the data collection, but it rapidly gives space to two main issues: hate speech 

and data exploitation and manipulation by users (fake news) in 2018.  

The findings from the historical overview show that in a similar way as with statements from 

websites, discussions about placing increasing responsibility on SM platforms are not 

accompanied by discussions on the implications of the use of technology. These latter findings 

started to emerge at the very end of the data collection. 

The second level of finding present in newspapers concerns the technological dynamics. As 

underlined by Marres (2015), in controversy mapping it is important to study newspapers as actors 

in the overall controversy. In this controversy, newspapers play a fundamental role with potential 
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to mobilise the public discourse around the controversies arising from the competing translation 

processes. In these articles, newspapers have linked events to the storylines about SM and freedom 

of expression, and made of some episodes exemplary cases that can summarise the main issues 

(e.g. Choudary= terrorism and radicalisation, Yvette Cooper and Jo Cox = hate speech). In this 

way they act as ‘tools of measurement’ – a role that I discussed in chapter 3, and that indicates 

how newspapers are fundamental to diffuse the narratives about technology and free speech for 

the public of non-experts. At the same time, findings highlight a potentially problematic issue, 

since the process of creating ‘exemplary cases’ is largely based on episodes that start on social 

media. Newspapers use controversial cases that are developed on social media and they make them 

exemplary for the discussion of freedom of expression. However, they do not include in the 

presentation of narratives a critical appraisal of the media-technological environment where the 

exemplary cases originate. For instance, because of the high visibility of the people involved (e.g. 

Milo Yiannopoulos and Leslie Jones) when discussing viral materials they rarely interrogate the 

role of technology (and platforms) in making certain aspects more visible than others. In doing so, 

they transpose and legitimise that type of speech. 

As seen in the case of Leslie Jones, newspapers tend to report divisive content taken from SM, 

without discussing the nature of the virality of the post or tweet (as in the tweet from Katie 

Hopkins, or other cases). The risk is that they are reinforcing the same viral content that they are 

accusing the platforms of reinforcing. However, this is understandable since the majority of the 

publications also have an online presence, and are subject to the ‘attention economy’ and the same 

advertisement system as the SM companies use. In this way, newspapers might indicate a 

technological ‘takeover’ of the process of issue formation. This is a key insight that demonstrates 

the inter-dependencies of conventional and SM platforms and how they feed off (as well as 

challenge) one another. The implication is that, even though social media metrics do not define 

the issue, de facto our public discourse is influenced by technological metrics, in the sense that 

highly visible cases (viral contents, followers) have the power of stimulating public discourse and 

public interventions. It is through newspapers that these metrics, indicators of media and 

technological dynamics enter the 'official' public discussion. 

In the next chapter (chapter 7), I discuss these findings and those of the previous chapter (chapter 

5) in the light of the concepts developed by ANT and critical data studies. 

  



 

 223 

7. Discussion  

 

7.1 Introduction 

In the previous chapters, I presented the empirical findings from mapping the controversy 

surrounding freedom of speech on social media. As discussed in the literature review (chapter 2), 

the governance of freedom of speech is theorised as performative and emerging from episodes of 

shocks or emblematic issues which break the routine of established regimes, creating the 

opportunity to introduce change (Pohle, 2016a, 2016b; Hofmann, 2016; Hofmann et al., 2016; 

Ananny and Gillespie, 2016). This perspective also stresses how governance is performed by a 

plurality of actors that cross-cut public/private, local/global and formal/informal dichotomies 

(Wagner, 2013; Balkin, 2016; Gorwa, 2019a, 2019b, 2020).  

Using the methodological tools of controversy mapping on websites and newspaper articles, I have 

identified actors, dynamics and roles. In this chapter, I use the ANT theoretical framework to show 

how different controversies and their public can impact governance.  

In particular, I interpret the findings from the previous chapters using ANT concepts and 

terminology to identify discursive and material strategies used by actors to influence governance, 

persuading, or ‘forcing’ other actors to work towards the same objectives and priorities and share 

the same vision of the governance of freedom of speech (§7.5). 

In particular, I show how studying the different stages in the controversy can inform our 

understanding of norms creation in the complex governance ecosystem. The textual analysis (in 

chapters 5 and 6) shows how actors' normative interpretations of governance are developed to 

answer the challenges created by the 'shocks'. By presenting different narratives and storylines 

about the exemplary cases, actors are de facto creating roles and responsibilities within the socio-

technical system, similarly to what Radu et al. (2021) describe as 'norm entrepreneurs'. The 

different positions in the controversy and the power dynamics studied with the lenses of sociology 

of translation can inform our understanding of how binding and non-binding instruments for 

speech regulation have come to be in the last years.  
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The findings of the analysis can be divided into four layers: 

1)   In the first layer, I discuss findings related to the morphology of the controversy (§7.2-7.5). I 

start by discussing the range of actors involved. I then describe the narratives and the dynamics 

connecting actors, shocks and regulatory initiatives. Finally, I assign ANT roles to actors and 

observe translation processes in their problematisation, interessement, enrolment and mobilisation 

phases (Callon 1986a). 

2)   The second layer connects the discussion on the different translation processes to a macro 

perspective. Using the critical data studies approach, I interpret the translation processes from the 

point of view of broader processes of datafication and platform capitalism (Srnicek 2017), 

stressing how the lack of problematization of technology and the ambiguous regulatory role 

assigned to algorithms and AI has important implications for governance. 

3)   The fourth layer presents the discussion relative to content transmission dynamics and 

controversies activation. Here I discuss the findings on the technological dynamics holding the 

controversy and the role of media as ‘publicity’ devices, privileging certain discourses above 

others. The economic system based on platform system is visible in the structure of websites (ads, 

links to SM) and the materials reproduced on newspapers virality. Here I connect the discussion 

on the importance of narratives in the regulation of media and technology, stressing at the same 

time how media capacity to produce information and public discourse is affected by the ideology 

of ‘corporate libertarianism’ (Pickard 2016). 

4)   The last part of the discussion is a meta-reflection on the role of researchers and the 

methodology used. It includes consideration of controversy mapping and the role of the researcher. 

Here I argue how researchers have to contribute to opening the black-box of technology to expose 

the social implication of governance choices in algorithmic management. 

  

In the following paragraphs, I describe more in detail these findings, starting from the description 

of actors and their roles in the controversy. 

 

7.2 Morphology of the controversy 

As seen in chapter 5 and 6, the actors that published web pages and statements on the issue of 

freedom of expression can be summarised into group-like formations (i.e. ‘news media’, ‘public-

bodies’, ‘private companies’, ‘civil society: academia and think tank’, ‘civil society: NGOs and 
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advocacy groups’ and ‘technological objects’). In the next paragraphs, I am going to discuss the 

results in the light of the literature on online governance of speech presented in chapter 2. 

7.2.1 Actors’ composition 

The findings confirm that governance of free speech is the result of the interaction between a 

plurality of groups of actors. The statements collected describe the action of national governments, 

private companies and civil society organisations and individuals– actors that also emerged in the 

literature review as key in the governance of freedom of expression (Wagner, 2016; Gorwa, 2019a, 

2019b, 2020). The analysis of hyperlinks in chapter 5 §5.5 shows how public bodies at the national 

level (i.e. the UK government), European and international organisations (i.e. European Union and 

Council of Europe) together with SM platform companies (i.e. Facebook, Youtube, Instagram, 

Twitter, Google) occupy a very central role in the network, with the highest in-degree values (see 

fig. 5.3-5.4-5.5-5.6). In the analysis, I have contrasted this high centrality value with the very low 

frequency of URLs captured for each group. The description of the different types of documents 

in the overview of the URLs (§5.3.2) show, however, that the web pages associated with public 

bodies, international organisations and SM companies include examples of legislation, guidelines, 

policy papers etc. (e.g. Crown Prosecution Service Guidelines, the NetzDG): essential documents 

that have the ‘power’ to attribute roles and responsibilities to other actors in the socio-technical 

system. 

 

Social media companies 

The study of actors creates more knowledge on the role of SM platforms, both as a fundamental 

infrastructure of communication and as a regulatory counterpart of states. In the literature, SM 

companies are one of the leading actors in the governance ecosystem, as they are the owners of 

the technological infrastructure with enforcement and regulatory powers. At the same time, they 

are also an essential tool for every actor in the system to communicate their views (every blog, 

web page from public institutions or newspaper has links to their official SM pages). However, 

when considered as participants in the controversies, it is striking that these large companies are 

almost non-existent as ‘authors’ of statements on web pages (see § 5.5). Nevertheless, the data 

show a progressive institutionalisation of SM companies in the governance discourse, capturing 

the statements produced by the companies representatives in interviews or as respondents to 
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enquiries from public bodies. Furthermore, the data show that articles included SM voices as 

institutionalised counterparts to policymakers in the discussions of exemplary cases, such as hate 

speech or terrorism, at the same level as representatives of national governments (see The Guardian 

and the Mail reporting Baroness Shield speech in the aftermath of terrorist attacks, and Mark 

Zuckerberg replies in the aftermath of Cambridge Analytica in chapter 6, §6.32). The semantical 

analysis in chapter 6 and in particular, fig.6.2 and 6.5 display this relationship, showing how SM 

companies (and Facebook and Mark Zuckerberg) stand out among the most important terms in the 

topics associated with the exemplary episodes. 

 

Civil society 

The overview of actors shows a high presence of members of civil society, in the form of academic 

institutions and research centres or organisations such as NGOs and advocacy groups §5.3.2. 

Gorwa (2019a, 2019b, 2020) observed that civil society's presence in the governance of speech 

does not necessarily translate into regulatory powers, concluding that civil society’s role is mainly 

the watchdog rather than a regulator. In this study, I partially disagree, since what emerges is that: 

firstly, civil society’s involvement in the formulation of governance is more prominent than 

traditionally considered (for instance, it is not just restricted to the IGF institutions). As highlighted 

by other authors (van Eeten and Mueller, 2012; Radu, 2019), the places and means of online 

governance span beyond the ‘big’ institutions and comprises a large part of discursive norm 

creation. In the literature, I have discussed how online governance can be interpreted as a normfare 

(Radu et al., 2021), where norms are continuously developed from more traditional and binding 

legislation to non-binding instruments, such as statements and declarations (Radu, 2019). Radu et 

al. (2021) argue that in a context such as online governance, normative powers cannot be measured 

against the power of states but rather within the instituted by practices that make up governance 

online. In this perspective, it is clear that civil society influence on the governance of speech online 

can appear through different means and that civil society has a role as that of norm entrepreneurs 

(Hintz, 2016, Radu et al. 2021). From more ‘institutionalised’ actions, closer to the traditional 

milieu of policymaking (as in the case of IGF or other multi-stakeholder organisations) to less 

institutionalised environments, as in the case of from tech-activism and advocacy run on 

alternative infrastructures (Milan and Hintz, 2013; Hintz, 2016).  
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The data in my sample confirm a high presence of traditional policy actions (for instance, all the 

regulatory changes adopted by states in the field of hate speech and terrorism, one example for all, 

the NetzDg). These initiatives involve mainly SM and states (as in the case of the anti-terrorism 

Forum). However, the also data show that civil society has been invited to collaborate on more 

arenas than the ones belonging to traditional IGF bodies. For instance, the data captured a 

‘bilateral’ collaboration with governments (as in the feedback for the revision of the Crown 

Prosecution Guidelines, see fig.6.4, or the London Hub for Hate speech), with international 

organisations (as in the contributions from NGOs in response to the call from the UN Special 

Rapporteur, see network analysis in fig.5.15) and with private companies (as in the Facebook 

counter-speech report commissioned to Demos, see §5.12) where civil society organisations and 

advocacy groups have provided inputs on policies concerning free speech. According to Radu 

(2019), these are modelling actions where organised civil society can influence policy by 

presenting their recommendation and positions. 

The study of the position of actors on the different issues suggests that normative positions from 

civil society (i.e. concern about the societal impact of technology) might have gained policy space 

from informal regulatory initiatives. Thus, for example, the UK White Paper on online harms 

shows that public bodies have increasingly adopted perspectives on the ethical use of A.I., which 

historically (i.e. during the previous years) were typical of NGOs and academia. 

 

Another aspect of the findings that has emerged using this methodology concerns the role of ‘non-

organised civil society actors, such as individuals, bloggers, or controversial ‘celebrities’. Their 

statements align and reproduce a specific normative account of ‘what should be the good 

regulation’, which previous literature does not address. Their action on governance is visible in 

combination with the media technology infrastructure (particularly SM platform technology) as 

they can influence policy discourse by creating exemplary cases and storylines. Milo 

Yiannopoulos and Katie Hopkins are examples of individuals who, combined with social media's 

network effect, have ‘shocked’ the public discourse and initiated a regulatory process (i.e. Milo 

Yiannopoulos was expelled from Twitter and became an exemplary case in the regulatory narrative 

about harassment and free speech).  
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Technological objects 

As far as technological objects are concerned, the findings are twofold. On the one hand, the 

overview of actors and the hyperlinks connecting web pages in the empirical chapter 5 has shown 

how fundamental the technological objects created by SM platforms’ ‘posts, tweets, pages’ have 

become for public expression online. The analysis of hyperlinks already discussed for SM shows 

a high presence of SM posts and pages (see §5.6.1). SM central position in the network depends 

on the fact that posts and pages are shared and published by all the other actors in the socio-

technical system (see §5.6.1, and fig.5.5, fig.5.13). On the other hand, in the analysis of texts, 

technological objects such as bots (fig.5.12) algorithms and filters emerge as objects ‘bending’ the 

environment, i.e. breaking the routine as in the case of the viral visibility of abusive tweets, the 

political exploitation of algorithms to distribute fake news and at the same time the use of algorithm 

filters as a tool for censorship. The data also show that the narrative associated with technology is 

very ambiguous. On the one hand, it is seen as an issue, on the other as the solution. For instance, 

algorithmic content moderation is the solution for hate and abusive speech in the public discussion 

about governance (§6.3.5).  

 

The analysis of the statements, and in particular the analysis of exemplary cases and storylines 

both from web pages and newspapers, confirms the insight presented in the literature that 

governance of free speech happens as a reaction to public shocks (Hofmann et al., 2016; Ananny 

and Gillespie, 2016) rather than by planned organisation. In these shocks, technology and 

individual users play a fundamental role in breaking the norms and contribute to the creation of 

new inscriptions (as in the case of legislation such as the NetzDG, and changes in SM internal 

policies, as in the case of Twitter transparency reports, FB declarations etc.). 

 

7.2.2 Public shocks and regulations 

From the analysis of issues and topics in the web pages and the articles, it was possible to identify 

key public shocks that have constituted the backbone of the larger controversy about freedom of 

expression and social media across the years. The main result from the overview of the data is that 

the public controversy does not play out in one debate or controversial case, with opposing groups 

of actors with stable and clearly defined conflicting interests. On the contrary, the public 
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controversy that is described acquires the shape of a mosaic, where more minor cases or ‘tiles’ 

constitute the shape of the broader discourse. In this mosaic, the different tiles made of 

controversial episodes mobilise and assemble different actors, not always bringing forward new 

regulatory initiatives. In particular, it was possible to identify seven main public shocks that 

became exemplary cases and storylines mentioned by actors as representative of issues and brought 

changes in the regulation.  

 

1) Public shocks and exemplary cases linked to episodes of terrorism, where the most famous cases 

and storylines are developed from the Charlie Hebdo and other terrorist attacks in European cities 

from 2015 and are mentioned as examples of the issue of terrorist radicalisation on SM. Terrorist 

use of SM as a storyline was used to support regulatory initiatives to extend states’ control over 

communication online, such as the Investigatory Powers Act in the UK (see §5.9 and table 6.3). 

Actors' statements connect these episodes to mixed-actors regulatory initiatives. For instance, 

terrorism on SM is the connection made by Vera Jurova and the EU Commission as the origin of 

the Code of Conduct on countering illegal hate speech online, issued in 2016, and of the anti-

terrorism Forum. At the same time, Charlie Hebdo was an episode mobilised as a storyline by the 

UK government as justification for a British change in the regulatory system and the introduction 

of the Investigatory Power Bill (2015) (chapter 6, §6.3.2). 

2) Public shocks and exemplary cases linked to hate speech and episodes of violence as a 

manifestation of alt-far-right extremism in Europe (as in the Jo Cox murder and Katie Hopkins’ 

dismissal) and in the US (as in the attack in Charlottesville) have become the storyline behind 

other forms of regulation of speech (§5.8 and 6.3.2). This category also includes the creation of 

single-actor regulation initiatives, such as the controversial NetzDG in Germany, or the self-

regulatory revision of internal policies of the platforms (i.e. Google and Apple erasing alt-right 

and white supremacist apps from their stores, changes in the policies of Twitter and Facebook). In 

the UK, exemplary cases such as Jo Cox's murder are mentioned as the origin of the Hate Hub 

institution involves a collaboration between law enforcement and civil society volunteers. 

3) Public shocks and exemplary cases linked to episodes of harassment, especially as a form of 

misogyny and gender violence. The semantic analysis of articles was able to render the connection 

visually in fig.6.4. These are storylines that connect to episodes of abuse addressed to female MPs 

or celebrities in the UK or the US. The exemplary cases isolate the main issue (e.g. harassment). 
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Among the single-actor regulatory outcomes connected to these episodes are the updates on SM 

internal policies, as in the case of Twitter’s revision of its terms of service, which led to the 

expulsion of Milo Yiannopoulos. Or in the UK, the Crown Prosecution Service Guidelines for 

anti-hate speech and harassment online (which represent an initiative taken by law enforcement, 

however, the data show that NGOs and academia were consulted).  

4) Public shocks and exemplary cases linked to episodes of fake news and general manipulation 

of information of platforms and linked to personal data protection. The exemplary cases connected 

to these issues are the influence of bots and fake news in connection with the EU referendum and 

the US election in 2016, as well as issues related to episodes of data breach (as in the hacking of 

Ashley Madison) and ultimately to the scandal over Cambridge Analytica in 2018. In the semantic 

analysis, all fake news and Cambridge Analytica appear strictly connected, and they also present 

a connection with content removal policies for hate speech (fig. 6.5). 

The outcomes of the exemplary event included parliamentary interrogations of the prominent SM 

companies, and in the US, requests for new rules on political ads. The regulatory initiatives were 

just at the beginning at the time of the data collection. Today several legislative proposals are 

underway of approval in the US, aiming at introducing regulation for political advertisement on 

platforms. These initiatives signal a change in the US traditional indifference to the regulation of 

social media and a tendency towards the modification of art.230 of the CDA. Since the data 

collection, SM companies did also update their internal rules on the fact-checking and political 

advertisement (changes that have acquired a particular relevance on occasion of the US election 

in 2020 and Twitter decisions to fact-check Donald Trump tweets which led to Trump’s signature 

of the Presidential executive order against censorship on SM). 

5) Public shocks and exemplary cases linked to over-regulation and censorship implemented based 

on national requests. Cases were presented as a critical stance on excessive regulation of speech 

by either states or platforms. Such as the articles mentioning Turkey’s content removal requests 

and China’s collaboration with SM platforms (Facebook) on surveillance (fig. 6.6), as well as 

exemplary cases linked to over-regulation and censorship implemented based on SM internal 

policies: such as the cases of the Vietnamese girl’s picture (fig. 6.7) and the trial of Paul Chambers. 
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7.3 Dynamics connecting actors 

As discussed in chapter 3, the concept of translation (Callon, 1986a) refers to actors’ efforts to 

convince others to embrace their view by showing they have the solution for problems that have 

arisen and broken the routine. If successful, some actors succeed at imposing their vision of the 

world on the others: the controversies regarding different interpretations of the issues are settled, 

and the associated particular ways of thinking and acting become ‘fact’ (Latour, 1986). In time, 

the ‘fact’ can be separated from the network that built it, and it becomes a ‘black-box’, a knowledge 

claim which is collectively taken for granted. Describing the translation process, Callon and Latour 

(1981) stress how elements can resist this process, refusing roles or trying to become the 

spokesperson too. For this reason, translation processes are not always successful in establishing 

new orders, and different attempts at translation can overlap. This aspect often emerges in the 

literature on controversies (Marres, 2015), where it is stressed that not all issues reach the same 

level of development or have the same ‘life span’. The list above shows that not all public shocks 

have the same potential to stimulate regulation initiatives. 

The analysis of the temporal development of the shocks in chapter 6 shows (fig.6.10) that the 

different shocks and discussions are not the same across the years. As highlighted in the historical 

development of topics from newspapers, some of the issues presented in the controversial cases 

have been stable in the documents across the years. For example, it is the case for misogyny and 

abuse by trolls on SM. What is stable is the shock over violence on social media, political 

censorship, liability for social media and state intervention (NetzDG). Other issues, such as the 

case about data management, emerged only from 2018. The variation in the prevalence of specific 

topics and exemplary cases displays a shift in the ‘dominant narrative about freedom of expression 

and social media technology.  

The most evident change in the narrative about freedom of expression shows the movement 

towards progressively more acceptance of freedom of expression as limited. This transition 

corresponds to a change in the narrative about content, from discussing whether to regulate or not 

to regulate (counterposing states and social media platforms), which was the prominent position 

in 2015, to a sort of general agreement on the fact that regulation of speech on platforms is 

inevitable. The study of the shocks appears that actors can use the same episode to build narratives 

and normative accounts of governance reflecting different interests. 
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7.4 Detection of roles 

Here I interpret the data in terms of the sociology of translation, and I assign roles to actors. I have 

based my interpretation on the findings of different types of analysis: the analysis of web pages 

and newspapers and the relationships and the position occupied by actors within the issue-network 

created by the URLs and expanded with the crawler (hyperlink network). In particular, to identify 

spokespersons and prominent actors, I have combined influence measures from the analysis of 

centrality in SNA with qualitative analysis of texts. I have assumed that the more central an actor 

in the network of hyperlinks, the higher their chances of becoming a spokesperson or obligatory 

passage point (Callon 1986a). On the other hand, I balanced considerations on the nature of the 

influence based on hyperlinks considering that actors have higher chances to impose their 

interpretation of order/world vision to the others if their vision is ‘repeated’ in several arenas. 

The content analysis of the issues/public shocks also creates an opportunity to study the role of 

materials, such as technology and inscriptions, as they appear in the narrative. In this way, it is 

possible to isolate materials, such as pictures, tweets, videos, and inscriptions such as community 

standards, regulations, etc., that would not appear in the list of URLs or as authors of news articles. 

Below I explain how I identified the actors that play the role of spokespersons. Spokespersons are 

distinguishable because they give voice to and provide general interpretation for the other actors 

in the controversy (Latour, 2005b). By contrast intermediaries ‘transport[s] meaning or force 

without transformation’ (Latour, 2005b:39) and mediators ‘transform, translate, distort, and 

modify the meaning or the elements they are supposed to carry’ (Latour, 2005b:39).  

 

7.4.1 Spokespersons and inscriptions  

In the literature review, we have seen a part of studies that explore how norms influence online 

governance (Radu et al., 2021). Actors in the systems can all play the role of norm entrepreneurs. 

As seen in chapter 3, §3.4.3, spokespersons can be identified by their position in the network as 

‘obligatory passage points (OPP)’ (Callon, 1986; Pohle, 2016a). An OPP (individually or 

collectively with other actors) becomes indispensable for all others to achieve their goals17. 

 
17 To identify the spokespersons, I analysed the materials produced in the web pages, and the relative positioning of the actors 

involved in the controversy. Initially, as an indication of influence, I identified actors that in the hyperlink network reconstruction 

with Hyphe appeared to have a larger in-degree. As I stated in the methodology chapter, in controversy mapping with hyperlinks, 

 



 

 233 

Different actors ‘compete’ for this position in translation processes, using different means to 

influence governance.  

  

As noted previously, in the processes of translation, when a temporary order is established within 

the network, it is very unstable and precarious (Callon, 1998; Latour, 2005b:63). A strategy to 

stabilise the order in favour of a particular actor is to inscribe the order achieved in most durable 

materials: in the ANT tradition, ‘inscription’ refers to the efforts of an actor to fix an alignment of 

interests, which has been achieved through various processes of translation, in a stable way 

(Callon, 1998). In order to do so, actors might try to fix the results of translation efforts in a written 

text or organisational setting, such as creating a particular procedure to be followed or a project to 

be launched (Pohle, 2016a, 2016b). Inscriptions can be of different binding nature, from 

legislations and binding treaties to declarations and recommendations (Radu, 2019).  

With this in mind, to identify the actors that succeeded as spokespersons, I considered whether 

actors displayed a ‘claim’ to define the situation or an effort to push other actors into ‘stabilised’ 

roles with the aid of devices such as ‘inscriptions’. The data showed a presence of binding and 

non-binding regulatory initiatives. For example, among the inscriptions with binding power, there 

is the case of the German government with the NetzDG or the Crown Prosecution Service 

Guidelines. Among inscriptions without binding power are the comments, policy documents, and 

recommendations issued by NGOs (for instance, EDRi’ 2017, Document id 289). 

Through the NetzDG regulation, the German government defines the issue (i.e. hate speech) and 

the acceptable way to solve it (i.e. quick take-down of content from the companies). By doing so, 

they assign roles (i.e. they affirm the liability of companies), and they describe acceptable solutions 

(i.e. the need for quick take-down of content foresees a system based on automatic recognition as 

the fastest and most effective tool). The German government law imposes a role on SM platforms 

in the governance of speech; however, it does not entirely control the results, as for the norm to be 

successful, SM have to adapt and change their internal rules. This means that the responsibility to 

identify and take down content is still left on the shoulders of the platforms since SM companies 

 
the number of links (i.e. degree) of a page is used as a proxy for influence, as it indicates that a web page has been used as a source 

by others (or has used several other pages as sources).  

However, as discussed in the previous chapters (chapters 4 and 5), network analysis does not tell us much about the type of 

relationship beyond the links, and especially does not consider whether these links are actually used for the circulation of content 

related to the key public shocks. As a way to identify spokespersons I focused on what, according to ANT theory, are the sign 

indicative of efforts to create durable form of associations between the actors: i.e. inscriptions. 
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maintain strategic control of the infrastructure. In the German government ‘inscription’, SM 

companies are the OPP that can materially affect changes to what is visible. 

 

7.4.2 Intermediaries and Mediators 

In chapter 4, I have discussed Callon (1998) consideration that every fixed group of association 

constantly opens up to new actors because of ‘overflows’ -or externalities- produced by the initial 

association of actors. In the case of the chemical plant, the pollution dropping in the river opens 

the system of chemical production to the involvement of the river, the fish, the people living on 

the river. In Callon’s view, mediators are material, tangible objects effects of ‘externalities’ created 

by the associations between other actors. This concept helps to identify the material objects that 

play the role of mobilising agents or mediators, opening up the original framing and involving 

‘external’ agents (i.e. elements which were not previously involved). Technological artefacts and 

digital actors such as trolls, tweets, memes, emojis, bots, fake news and algorithms play an 

important role in the controversy. In the texts, algorithms are said to have influence over the flow 

of information. It is mentioned that they can alter information, either by automatically deleting 

certain content (e.g. filtering or blocking speech) or by giving more visibility to other content (i.e. 

as in profiled ads and newsfeeds). At the same time, they are also mentioned as one of the main 

solutions to the various issues (i.e. automatic filtering).  

The analysis of publics in both datasets highlights how materials and technological objects are 

capable of ‘bending’ the space, creating division across the other actors: pictures (as in the case of 

the Vietnamese girl), videos, but also memes, SM posts, tweets (Paul Chambers, Milo 

Yiannopoulos), misogynist tweets (Caroline Criado-Perez, Leslie Jones). Technology 

transversally links actors belonging to different ‘groups’, creating associations between politicians 

and trolls (i.e. Yvette Cooper, Luciana Berger, Diane Abbott), private citizens/users and 

companies, users and political movements (English Defence League). The associations created by 

material objects (either artefacts or digital technologies) contribute to the larger definition of the 

translation process, and de facto represent an element in the ordering process.  

Mediators are often stabilised in exemplary cases and storylines as justification for norms setting 

and regulation initiatives presented by different actors. In the case of state, for instance, I have 

already discussed in the case of the EU Commission Code of Conduct, or in the case of the NetzDg, 
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or Investigatory Power Bill). Similarly, it was on account of the misogynistic tweets from Milo 

Yiannopoulos, an alt-right celebrity, that NGOs started to organise a feminist reaction against SM 

as place of harassment (as reported in chapter 6 “Many of these activists have reported such 

harassment and threats by users and pages on Facebook only to be told that they don't violate 

Facebook's Community Standards’ (Titcomb, 2017, document: The Telegraph 2017-01-19). And 

again, the tragic events at the anti-fascist rally in Charlottesville are mentioned in the actors’ 

discourses as the exemplary case that pushed SM platforms in Silicon Valley to take action against 

white supremacists and racist ideologists.  

The presence of mediators in the study of governance connects to the insights from the literature 

from internet governance. In particular, it can inform and be informed by Radu et al. (2021) 

concept of normfare, and see how ‘mediators’ represent the challenges facing internet governance, 

and as such they ‘stimulate’ 

the assiduous development of norms of very different character (public and private, formal 

and informal, technically mediated and directly implemented) by different actors 

(platforms, standard-setters, states, etc.) (Radu et al. 2012:2). 

 

7.4.3 Tools for measurement 

As seen in the literature, media are usually seen as one way to map non-expert voices in the 

controversy, i.e. acting as spokesperson for non-expert groups (Schouten, 2014; Barry, 2013; 

Marres, 2005). Reproducing the main contrasting visions, newspapers provide non-expert actors 

with a way to measure their interests in the controversy. In this sense, as mentioned by Callon 

(1998), newspapers can play the role of instruments for the public, to 1) realise that they are 

involved in the controversy and 2) to define their interests in view of ‘negotiations’ with other 

actors with alternative visions.  

As far as the specific role, the analysis of the texts shows that news media can act both as 

intermediaries (transmitting the message from other actors without changing the original message) 

and mediators (playing a fundamental part in breaking the black box, the routine and the regulation 

solutions taken for granted with the idea of SM as space for ‘free space of expression’). By 

increasingly associating SM platform with topics such as free speech, the right to offend, right to 

hate (Islamophobia, hate speech, etc.), protection for the press, and censorship, newspapers have 
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contributed to break the routine and creating new spaces for regulation. In that case, they have 

reinforced the action of mediators, e.g. events and actors with the power of ‘opening’ the borders 

of a network of associations, and inserting new ones. Scholars treated in the literature have stressed 

all media are fundamental in mobilizing public discussion about technology, citizens and public 

opinion (Barry, 2001). Media are the instruments that represent what is relevant for the collective 

(Couldry, 2012) are a material site for the exercise of, and struggle over power. Tools for 

measurements are essential in the competition between narratives, and they can result in certain 

matter of concern becoming more evident than others and certain world views prevailing over 

others (Mol, 2002). They are also an actor that has to be considered in the normative conception 

of governance, as through their action norms can either be reinforced or challenged. 

 

7.5 Translation processes  

From the analysis of statements in websites and articles emerge four main ‘normative processes’ 

in the controversy, i.e. phases in which the normative routine was broken and new norms have 

been created as response to challenges. These normative processes came as the result of a series 

of problematisation attempts, some of which that led to interessement, enrolment and mobilisation 

of other actors in the translation processes. These examples show how narratives and discourse 

created as reaction to shocks, through the isolation of specific elements in the exemplary cases and 

storylines, are used as justification for competing normative solutions and mentioned by actors 

when producing inscriptions. Table 7.1 provides an overview of the main roles played by actors in 

these moments and of the main normative that followed (as captured in the data).  

Below I describe in greater detail different normative moments  

 

Table 7. 1 - Overview of actors’ roles in the controversy 

Year Public 

Shock/mediators 

Principal 

Spokespersons 

Competing 

Spokesperson 

Inscription 

2015 Charlie Hebdo/ 

Terrorists attack 

National 

governments 

SM platforms Investigatory Power 

Bill 
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2016 Charlie Hebdo 

Terrorist attack 

EU 

Commission, 

SM platforms 

NGOs (i.e. 

EDRi) 

EU Code of Conduct 

on illegal speech 

2016 US elections 2016, 

UK referendum 

2016, Fake news – 

Russian bots 

National 

governments 

 Change in internal 

policies of SM – US 

revision of political 

ads 

2016 Vietnamese girl’s 

picture (post) – 

automatic 

recognition of nudity 

Facebook Norwegian 

Prime Minister, 

Aftenposten 

Editor 

 

2017 Twitter harassment 

cases, death threats 

(women MPs) 

Crown 

Prosecution 

Service 

Right-wing 

supporters (Milo 

Yiannopoulos), 

NGOs (Index of 

censorship), 

Newspapers 

Guidelines for anti-

hate and harassment 

online 

2017 The Guardian leak of 

moderators 

guidelines 

(Facebook) 

Facebook NGOs (i.e. 

Black Lives 

Matters 

activists) 

Change in internal 

policies of SM 

2017 Hate speech and 

migrant crisis 

German 

Government 

Right-wing 

supporters, 

NGOs (i.e. 

German 

Journalists 

Association 

(DJV)/ 

NetzDG 
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Human Rights 

Watch 

2017 Charlottesville, 

Trolls/hate speech 

online 

SM platforms NGOs (i.e. 

Human Rights 

Watch), Gab and 

smaller 

platforms, 

Right-wing 

supporters 

Change in internal 

policies of SM 

2018 State and SM 

censorship 

Turkey, China, 

Facebook 

NGOs (i.e. 

Ranking Digital 

Rights) 

UN call for proposal 

2018 Cambridge 

Analytica, leaks of 

personal data 

 

US Senate (and 

other 

parliaments) 

 Change in internal 

policies of SM – US 

revision of political 

ads 

 

7.5.1 Problematisation 1 – terrorism and national security 

Since their creation, SM companies have overseen the rules of content regulation on their 

platforms. Owning their technological infrastructure, SM were the only OPP for the control of 

content on their platforms. The data showed that Silicon Valley companies have a specific world-

vision about freedom of speech and that for years SM have presented themselves as symbols of 

free spaces for communication, protected by the US law, and in particular section 230 of the CDA. 

From the point of view of the sociology of translation, for years SM platforms have (quite) 

successfully translated the interest of a network of other actors by imposing their worldview and 

rules on content moderation. Indeed, with the only exception of general rules against child 

pornography, until 2015, SM companies have acted as spokespersons for the whole system of 

governance of speech online, using their internal rules as instruments of policy (Gillespie, 2018). 
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The data however show how this process of translation got interrupted by elements acting as 

mediators. In 2015, terrorist attacks opened the frame of governance of speech (as in Callon 1986b) 

to a variety of hybrid actors: terrorists and cartoonists, cartoons, tweets, posts, European 

governments. The historical analysis of topics in chapter 6 (fig.6.10) shows that since 2015 a new 

problematisation phase has been brought forward by public bodies (in fig. 6.10 it is possible to 

notice the peak of topic 5 and 2 in the documents). From the statements collected in the mapping, 

it was possible to understand that public bodies in the UK and other European countries identified 

the issue of terrorism and radicalisation online as a matter of concern for national security issue. 

Baroness Shields in the UK and Vera Jourova, representing the EU Commission, were among the 

first to speak on behalf of other elements in the network. Their declarations are the first observable 

steps in a new problematisation process, creating new matters of concern and roles for the actors 

involved (e.g. SM companies, users, and civil society at large). Acting as spokespersons, national 

and European governments have problematised social media roles, calling for greater control over 

speech on their platforms. Examples from newspapers show how politicians in the UK have used 

radicalisation episodes (such as the case of Anjem Choudary in §6.3.2) to problematise the role of 

SM companies in facilitating terrorism. New roles and norms are created in presenting freedom of 

speech on SM as a security issue (i.e. a new matter of concern). States and enforcement bodies 

acquired a central position, demanding a level of regulation and oversight of content online never 

seen from the creation of the internet. 

As seen in Callon (1986a), the data confirm that a problematisation phase stimulates reactions 

from other actors, either in support or in competition. In the negotiation that unfolded (i.e. 

interessement), SM platforms did not immediately agree to the roles assigned by public bodies. It 

is exemplary how throughout 2015, SM platforms, as through the voice of Facebook’s CEO Mark 

Zuckerberg, defended Silicon Valley traditional liberal vision of freedom of expression (as 

highlighted in §5.8). SM spokespersons presented their narrative in defence of free speech, for 

instance, refusing to obey governments' requests to open encrypted communications. Invoking 

Section 230 of the US CDA, SM companies defended their ‘neutral’ role as intermediaries. The 

data show that also other actors resisted the problematisation presented by public bodies: NGOs 

active on the protection of speech online (such as EDRi and ACLU, OpenRights group), as well 

as some activist bloggers, presented a problematisation where the matter of concern was indeed 

the increased surveillance and erosion of privacy and free speech. 
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On the other hand, the data highlight how other actors mobilised (mobilisation) in support of 

national governments and the EU positions: from web pages and articles, it emerged that the 

policies of SM platforms were several times mentioned as enablers for terrorist attacks. With this 

regard, newspapers articles are strategic in reproducing public bodies’ narrative of SM as 

accomplices of terrorists (as in the claim made by David Cameron and reported in newspapers in 

the aftermath of the terrorist attacks in 2015, in chapter 6). In this mobilisation phase, newspapers 

act as intermediaries of public bodies, reinforcing their definition of security as the main matter of 

concern. In order to undermine SM world-vision, newspapers challenged SM narratives by 

reproducing contentious episodes able to undermine SM credibility (as the exemplary cases of 

Facebook collaborating with authoritarian countries such as Turkey and China). 

In the enrolment phase, new regulatory tools were created by public bodies, for example, in the 

UK, the Prevent Strategy was applied to all levels of education and introduced the duty for 

institutions to monitor SM content produced by their students. Previous legislation regulating 

communication (such as the Communication Act 2003) was increasingly adopted in online 

communication, and new legislation was created to increase the government power over platforms, 

as in the Investigatory Power Bill (2015). SM started to be enrolled in mixed-actors initiatives, at 

the EU level, with the EU Commission Code of Conduct on countering illegal speech and the Anti-

Terrorism Forum. These regulatory tools are inscriptions that establish new roles and attribute new 

responsibility to SM companies in policing content. Through the Code of Conduct on terrorism 

and hate speech, States and European countries have modified the role for SM, from spokesperson 

to OPP and linked SM internal rules to their legislation. In this translation, European states 

successfully acted as spokespersons. Public bodies and particularly national governments 

challenged the definition of roles originally proposed by SM platforms and pushed for the 

redistribution of responsibilities. The black-box of governance of speech on SM opened, and 

governments appeared as primary actors challenging the previous actor-network imposing their 

position as obligatory passage point (OPP). However, in this translation SM platforms occupy a 

strategic passage point. Without their involvement, it would be impossible for European states to 

take any action. Governments must delegate the implementation of a solution for security issues 

to the private companies themselves, and in doing so, they assign a vital role of public decision 

making to these platforms. However, as seen in the temporal distribution of the topic (fig. 6.10 in 

chapter 6), this interpretation of matter of concerns did was not the only one that emerged through 
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the years. The data show how different problematisations emerged in the following periods, 

opposing different world-views of actors. 

 

7.5.2 Problematisation 2 – hate speech  

As in the case of terrorism, the combination of particular events and platforms communications 

acted as a mediator opening up to negotiations other elements of the status quo. The historical 

analysis of exemplary cases and the visualization of changes in relevance in fig.6.10 in chapter 6 

showed how the migrant crisis and hate speech episodes from right-wing groups have acted as 

mediators. Especially from 2017, public bodies and NGOs identify the primary matter of concern 

in the unregulated hate speech (problematisation). They issued claims, as in the request to SM to 

police the content on their platforms (e.g. Angela Merkel direct request to Mark Zuckerberg to 

take action reported in newspapers). 

In the negotiations (interessement), public bodies from Western European states issued requests to 

take down content from extremist far-right groups. As in the previous translation process, in the 

interessement phase, different actors resisted the translation presented by public bodies and 

interpreted the public shocks for their alternative formulation of the issues. NGOs active in 

protecting free speech published statements against public bodies decision to impose regulatory 

responsibilities on SM (in particular, EDRi §5.12). From a different perspective, the decision to 

take down content based on hate speech was criticised by far-right groups (which get censored) 

and by newspapers. 

Public bodies in Europe forced SM companies to act by creating inscriptions such as the NetzDg, 

which established roles (and fines) for platforms. For example, in the UK, public bodies looked 

for cooperation with civil society and established the Online Hate Crime Hub, where police corps 

started to monitor online communications. As a result, SM companies had to accept the role 

assigned and adapt their internal policies (as seen in the statements, SM platforms started to expel 

hate groups such as Britain First and English Defense League because of updates to their internal 

rules). 

From the data, the most decisive mediator element that pushed radical changes in the companies' 

internal policies about hate speech was the public shock created by the attack in Charlottesville in 

2017. As noted in the description of the exemplary cases from web pages, the murder of Heather 
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Heyer provoked a massive reaction in Silicon Valley, and the large majority of SM officially 

presented statements against alt-right powerful speech.   

Hate and white supremacist acted as mediators, which resulted in updates of the big companies’ 

historical approach to regulation. Before this public shock, SM companies have displayed a 

preference to operate at the level of users’ actions, improving the reporting options. However, as 

a reaction to the public shock and the ‘exemplary case’ of Charlottesville SM have started to 

change internal rules and take actions at the level of account (blocking or suspending 

automatically). 

The data show how from that moment onwards, the bigger social media platforms have officially 

started to abandon the Silicon Valley imaginary of freedom of expression as absolute on 

cyberspace in order to move towards a more restricted idea of speech (§5.9, §6.3.2). This provoked 

a reaction from extreme right-wingers who denounced the partiality of the platforms. The data also 

shows how this decision to ban the accounts of members of the alt-right and white supremacists 

had the effect of simply moving more ‘extremist’ views to other platforms, such as the alt-right 

friendly platform Gab.ai. This platform emerged as a spokesperson for the fringe users both in web 

pages and newspaper articles, using the space created by the reactions to Charlottesville to attract 

users with a more radical vision of free speech. 

 

7.5.3 Problematisation 3 – harassment  

On a similar level, SM platforms have been associated with the threat of abuse, harassment and 

other forms of incendiary speech of the far right. The data showed how in 2016, the rising number 

of episodes of abuse against female politicians or celebrities (from Yvette Cooper to Diane Abbott, 

from Jodie Whittaker to Leslie Jones) culminated with acts of violence (as the murder of Labour 

MP Jo Cox on June 16 2017) have gathered a group of actors from public bodies (Yvette Cooper, 

and Crown Prosecution Service) and civil society (NGOs and academia), demanding more 

regulation from SM platforms (§5.12 and §6.3.4). As in the case of hate speech, the negotiation 

phase saw, on the one hand, public bodies requesting SM to take action to police content from 

abusive accounts. On the other hand, some actors presented alternative problematisation that 

focused on protecting free speech (primarily right-wing supporters) (§5.11 and §6.3.3). In these 

problematizations processes, newspapers plaid against the government positions and tended to 
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embrace the alternative problematisation based on the necessary protection of free speech. They 

associated a political value to the problematisation, comparing the position favouring regulation 

to a division left-right wing. Some public bodies managed to enrol other actors issuing new 

inscriptions, as in the case of the Crown Prosecution Service’s guidelines.  

Also, in this case, SM platforms accepted the role assigned and updated their internal policies (as 

after the incident with Milo Yiannopoulos, which led Twitter to update its internal rules). As in 

2015 for terrorism, also in 2016 and 2017, public bodies claimed the role of spokespersons to 

create a number of ‘inscription devices’, aimed at fixing the roles of different actors involved. As 

mentioned above, an example of normative action in the UK is the Crown Prosecution Service’s 

Guidelines for anti-hate and harassment online. Similarly, the European Commission initiated the 

German NetzDG and the Code of Conduct on countering illegal hate speech online. The main 

thing that these inscription devices have in common is that public bodies, such as the UK 

Prosecution Service, or the German government or the EU Commission, shifted the responsibility 

of enforcing their standards onto the platforms (6.3.4). In ANT terms, the actors creating the 

inscriptions acted as spokesperson, forcing the other actors (SM and users) into a system that was 

ordered according to their criteria, inscribed into legislation or guidelines. 

 

7.5.4 Problematisation 4 – fake news and misinformation  

The Leave Campaign for the EU referendum and the US elections (November 8, 2016) with 

Donald Trump’s victory put SM companies at the centre of another type of issue (i.e. they acted 

as mediators). The ‘discovery’ of fake news created another challenge to the SM narrative of 

independent actors in content regulation. As an initial reaction, public bodies created a new 

problematisation of speech on SM, focusing on foreign influence. However, since 2018, the 

Cambridge Analytica controversy further changed the framings and introduced a new matter of 

concern. The historical data visualisation in chapter 6 (fig. 6.10) shows how since 2018, the most 

relevant terms in the statements started to include the role of users' data and SM platforms’ interest 

in data profiles and advertisement. These last two problematisation were relatively recent at the 

time of the data collection, and negotiations were still taking place. State governments made the 

most visible claims (particularly US senate/UK committee to SM), and requests were made for 

sharing information. 
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No formal enrolment moves were made, and no inscription was produced captured in the statement 

of actors in the data collection. However, we know that since the initial interrogations, the US 

government is in the phase of discussing legislation aimed at regulating political advertisement 

and fact-checking on SM, modifying art.230 liability for SM.  

In this last phase, newspapers and NGOs sustained public bodies (mobilisation) request for more 

transparency. Academia and NGOs presented an alternative problematisation that put SM business 

model at the centre of claims for regulation (§6.3.4). This problematisation mobilising the 

economic interest of platforms is only recent, and problematises SM role as OPP since it highlights 

how SM influence on contents is subject to the interests of those buying their ads (as in the case 

of Facebook’s ads including anti-Semitic content or the controversial influences of ads on the US 

elections or Brexit). The last problematisation phase highlights an issue with the normative process 

which actors in the data collection have not addressed, i.e. that every attempt to regulate content 

on SM will clash with the reality of the economic interests of specific groups that use SM as 

‘publicity devices’ (Marres, 2005). 

 

7.6 Translation as a tale of contrasting views  

The data show how the controversy has led to the creation of four normative processes, and in 

particular, the historical contextualisation of the data showed how a system of co-regulation is 

emerging as a result of the pressure of public bodies, with SM companies occupying the strategic 

role of enforcers (OPP). As I explain in this chapter using ANT concepts, Western national 

governments have established themselves and SM as an ‘obligatory passage point’ in the global 

governance of freedom of expression. From analysing the public shocks (i.e. exemplary cases and 

storylines), it is possible to recognise different realities and visions about freedom of speech, its 

governance, and technology's role. The data highlight how the governance model of free speech 

appears to be moving towards increasingly stricter regulation, even though some interpretations 

still aligned with the libertarian approach to freedoms survive, especially within technical 

communities (e.g. bloggers), SM spokespersons, and conservatives far-right sympathisers. 

However, this solution emerging from the definition of roles and responsibility prescribed by states 

and SM lacks an essential element: the definition of the role of technology itself. As exemplified 

by the NetzDG legislation in Germany, European states have shifted responsibility for policing 

content to platforms without discussing the implications of SM responsibility and the role of their 



 

 245 

technology in the enforcement of communication policy. The ambiguity is exemplified by the lack 

of agreement on what is considered as the origin of most controversial aspects, with public actors 

more worried about the usage of technology (e.g. stopping trolls, removal of hateful tweets) while 

others like NGOs and academia more concerned by the infrastructure (e.g. the algorithms and AI). 

In contrast with the finding on the scarce impact and involvement of civil society in other decision-

making settings (as stressed in Gorwa, 2019a, 2019b, 2020), civil society does play a fundamental 

role of mediator in the controversy, especially the ‘identifiable individuals’ in association with 

technological artefacts which create the key cases around which the large controversy about social 

media platforms and freedom of expression develops.  

 

In the following paragraphs I am going to present the breakdown of the changes in the world-views 

that this co-regulatory framework has entailed from the point of view of the narratives of free 

speech, governance and technology. 

7.6.1 Free speech 

As a result of the four problematisation processes, large SM companies’ initial rhetoric about free 

speech has left the space to a world-vision where companies progressively accept the necessity of 

regulation and their role in enforcing it. Some network elements have also accepted the co-

regulation system created between public authorities and private companies (for instance, NGOs 

active in the protection of victims of abuse). However, it is still challenged by others (e.g. 

OpenRights group, Article 19).  

On the one hand, representatives of extremist views and far-right groups (as in the case of bloggers 

encountered in the data collection and the positions stressed in newspapers) criticise the co-

regulatory order as censorship of their views. On the other, NGOs, international organisations and 

human rights activists, whose explicit programme of action is the defence of free speech and 

human rights (e.g. Article 19, EFF, ACLU, or the UN Special Rapporteur on freedom of 

expression) stress the dangerous potential for authoritarian action when the government intervenes 

in the regulation of content and when companies do not have any formal bound to the respect of 

human rights in their internal processes.  

These groups started to question SM companies’ content moderation policies bias, either from the 

point of view of right-wing conservative politicians (who accused Facebook of censoring their 
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voices as a result of the implementation of anti-hate filters, chapter 6) or from the point of view of 

foreign influence (as in the case of ‘fake news, and the role it played in the last US elections and 

Brexit), or from the point of view of racial discrimination (as seen in the leaks from the internal 

guidelines discussed in the newspapers). These groups are pushing for new spaces of contestation, 

primarily based on the discussion of internal guidelines and decisions taken when reviewing 

content. 

From the data, it appears that civil society, especially bloggers, is most concerned by the definition 

of limitations to freedom of expression imposed by states. On web pages, most bloggers are against 

regulation and adopt an ‘absolute’ interpretation of freedom of expression. It is interesting to note 

that the idea of absolute free speech on the internet relies on the libertarian interpretation of 

cyberspace, typically exemplified in the manifesto written by Perry Barlow on the independence 

of cyberspace. In this case the findings are twofold: 1) bloggers’ positions are in line with a 

definition of cyberspace which ignores the development that has taken place since the complete 

colonisation of cyberspace by giant corporations (i.e. cyberspace as a free space); 2) the libertarian 

definition of free cyberspace (ignoring all corporate and society bias) ignores or dwarfs the role 

that technologies play in reproducing discriminations and injustices. These results somehow 

correspond to what Hintz and Milan (2009) found concerning grassroots movements emphasis on 

user and technical expert self-regulation parallels cyberlibertarian beliefs and private-sector policy 

preferences. This emphasis tends to show little concern for structural problems such as inequalities, 

uneven distribution of technical knowledge, and concentration of power. 

In the public discourse in newspapers, sympathisers of conservative positions (Katie Hopkins, 

Daily Mail) tend to present an absolute interpretation of free speech. Some newspapers in the UK, 

such as the Daily Mail and the Telegraph, have contributed to assign the monopoly of ‘free speech 

to the alt-right, by framing issues as free speech rather than abuse or publicity (as in the case of 

Milo Yiannopoulos, Jordan Peterson and the no-platform controversy). 

 

7.6.2 Governance 

From the translation processes, it emerges that public bodies have succeeded in imposing 

regulatory duties on platforms, either at the EU level, with the Code of Conduct, or the Directive 

on hate speech and counterterrorism, or at the national level, with the German NetzDG and more 
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recently in the UK with the Online Harms White Paper (2019) that introduced a ‘mandatory duty 

of care’. This tendency went against the initial opposition of SM companies, NGOs, and activists, 

which present a preference for self-regulation, often focusing on the possibility for users to take 

action either through reporting, blocking content, or developing counter-speech (see chapter 5).  

 

The data show how narratives about governance in SM platforms have moved from focusing on 

regulation based on users’ self-regulation (i.e. reporting) to embracing forms of governance based 

on top-down decisions (since Charlottesville and Milo Yiannopoulos). Even with this fundamental 

switch in the internal regulation system, the study of translation processes highlights how SM’s 

action in regulation initiatives is extremely ‘passive’ or ‘reactive’ to public shocks, rather than 

proactive in adopting regulation policies. Similarly, the study of narratives presented in 

newspapers also stresses the rhetoric of apologies and imperfection put forward by SM 

spokespersons, which minimises their role as regulators. The data highlight a narrative trend of 

companies adopting apologetic positions (see SM companies declarations in chapters 5 and 6), 

which reinforce their position as passive and not responsible for what happens on their platforms. 

What emerged from the narratives about the model of governance presented in the statements is 

that governments are pushing for a solution based on technology. Public bodies and the press 

tended to favour a form of governance based on the regulation of speech on and by SM companies 

using automated content detection (Shields 2017). On several occasions, governments and the EU 

have stressed the necessity to use technology to regulate content pro-actively. As filters or 

algorithmic tools seem the most effective and rapid response and the most efficient tools to respond 

to states requests (as Germany allows 24 hours to take down content which is considered illegal). 

This displays another division across groups on the model of governance to which aspire to, with 

some more interested in actions taken at the level of the user interface (e.g. filtering users abusive 

usage), while others are more concerned with issues that take place at the level of the infrastructure 

(i.e. algorithms and data management) recognising a more apparent editorial responsibility for SM. 

An example is that governments stressed the requirement for SM platforms to take down content 

as fast as possible, using automatic recognition. On the other hand, EDRi and other NGOs have 

stressed the impact of algorithms and data management on freedom of expression.  

Within the first position, more interested in regulation at the level of users, there is a division 

between public bodies -which presents the preference for automatic filtering- and academia or 
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NGOs, which favour interventions in the line of counter-speech and the development of good 

practices. From the data for instance emerge the findings from Huey (2015) and the Demos (2015) 

study, showing how counter-speech might be more effective than filtering solutions. However, the 

main public bodies (e.g. UK government speech on the Future of the Internet, Joanna Shield’s 

speech, Bew’s Report on intimidation in public life, as well as the German NetzDG), all point to 

the 24-hour deadline to remove content, which by nature favours automatic recognition and 

filtering of content rather than longer-term counter-speech projects. 

7.6.3 Technology 

Narratives about technology show a similar division. In the study of the narratives associated with 

technological objects, it is possible to distinguish two levels of issues: the first level considers as 

a matter of concern the usage of technological objects from SM platforms, such as tweets, posts, 

images, etc., with harmful consequences as in the case of harassment and abuse received by female 

politicians. The second level considers the structure that holds the technological objects and 

inquiries into the role of AI and algorithms, i.e. it is more related to the hidden functioning of 

platforms (i.e. the infrastructure level).  

In the first level, technology per se is not a matter of concern. It is the solution. Public bodies 

require SM companies to develop methods to improve their technological objects, similar to the 

imperative that Douek (2021) describes as ‘nerd better’. In that case, public bodies, such as the EU 

Commission and the German government, place the matter of concern within SM platforms (i.e. 

they make it one of their responsibilities). However, they do not include the infrastructural level 

of platforms in the matter of concern, pushing the enforcement on the development of ‘better’ 

technology, for instance, improving filtering algorithms to detect unacceptable speech 

automatically. On the other hand, some NGOs and bloggers (civil society) and academia are more 

concerned with this second issue, particularly the implication of shifting governance to technology 

at the infrastructural level (Koene et al., 2017).  

What emerges from the data is that in the co-regulatory forms of order, there is a lack of discussion 

from the point of view of public bodies of the larger implication for the model of governance of 

asking SM platforms to intervene on users’ activities through automated tools. 
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7.7 Macro perspective  

A new system 

As highlighted in the data, governance and technology have been competing across the years' 

different narratives and imaginaries of free speech. Events, users, and daily practices (i.e. how 

users use the platforms) have been acting as mediators challenging pre-existing governance 

solutions. Public bodies in European nation-states have presented alternative enrolment strategies, 

based on the problematisation of SM communications in terms of national security, hate speech 

and harassment. The data confirm the trend already described in the literature review (chapter 2), 

as a result of pressure from public bodies, the bigger SM platforms have progressively moved from 

a narrative of ‘absolute free speech and a preference for a governance system based on self-

regulation without formal editorial responsibility (as ‘materialised’ in US First Amendment and 

Article 230 tradition) to the adoption of a  definition of ‘free speech’ and an adjudication system 

where the consideration of other societal interests limits speech, more in line with European 

tradition (Tambini et al., 2008; Douek, 2021). 

The analysis of the translation processes shows that in three out of four problematisation processes, 

public bodies claim to be the leading spokesperson for the system by issuing statutory tools forcing 

SM to remove content using technology (either AI or algorithms) as the primary enforcement tool. 

However, the data show that in this way, public bodies have bestowed on SM companies the 

fundamental position of OPP. As mentioned in the literature review (chapter 2), this has been 

interpreted as a paradigmatic shift (Douek, 2021), where SM platforms are called to apply two 

new principles in their moderation process: proportionality and probability (Douek, 2021). By 

applying the principle of proportionality, SM have been asked to incorporate a consideration of 

larger societal interests that the speech on their platforms might harm in their content moderation 

process. By applying the principle of probability, SM has been asked to officially acknowledge 

that automated content moderation at the scale of giant platforms will always involve error and 

costs. Evidence of this shift also appears from the analysis of statements, which documented the 

change in SM platforms declarations concerning the need for regulation of speech and the limits 

of technology (chapter 6).  

 

New problems of legitimacy and transparency 
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What are the implications of SM platforms occupying the role of OPP and working in forms of co-

regulations with public bodies? Public bodies’ enrolment of SM platforms has strengthened SM 

power in the governance of speech and ‘normalised’ their role of governors. However, this 

normalisation has opened several questions about the legitimacy of such a solution for the 

democratic system. How can SM companies balance the different speech and societal interests 

(proportionality) and at what costs (probability) in the current system? What type of remedies can 

be given for those who will be interested in the inevitable costs or mistakes? How can measures 

taken by SM be tackled? 

Self-regulation by platforms has always raised some doubts about accountability and legitimacy 

of the decisions taken (Tambini et al., 2008). In this new regime (Douek, 2021) SM companies do 

not necessarily have the juridical and political competencies to apply the principles of 

proportionality and probability requested from them (Hustzi-Orban, 2018; Douek, 2021). As 

assigned by public bodies, SM platforms’ OPP role demands more transparency and accountability 

and clearer instructions from states and independent oversight (Hustzi-Orban, 2018). This is not a 

new conclusion, and scholars across the years have been stressing the insufficient level of 

transparency and accountability at the level of decisions, appeal and remedies in the current 

moderation system (Crawford and Gillespie, 2016; Gillespie, 2018, Hustzi-Orban, 2018; Roberts, 

2019; Suzor et al., 2019; Douek, 2021). 

However, increasing demand for transparency and accountability is not yet being met by SM 

platforms. SM companies do not share the details of their policies (Hustzi-Orban, 2018:236) or 

information concerning their systematic balancing of rights and calculation of errors. Companies 

do not need to be accountable for their internal procedures and decisions, and there are no 

established mechanisms for appeal (Belli et al., 2017; UN and Kaye, 2018). Data in this study 

show that in case of content moderation adjudication mistakes, SM companies’ spokespersons 

presented rhetoric of apologies, reinforcing the idea that mistakes will be made. However, 

transparent reflections do not accompany measures and estimates of errors that can be made by 

automatic content moderation. The data also shows how the only information about bias in content 

regulation mechanisms 

 

Technology as a black box 
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As seen in the data (chapters 5 and 6) and the discussion of the problematisation phases, public 

bodies and other actors tended to problematise users’ behaviour or the performance of the 

technology in filtering content rather than the economic system in which SM platforms’ 

technology is embedded.  It is evident from the data that the main message from public bodies to 

SM platforms was similar to what Dueck call the imperative: to ‘nerd better’ (Douek, 2021): i.e. a 

request to solve the issues raised by public shocks through better use of their technology. 

Especially in the case of public bodies, technology is treated as a black-box. In public regulatory 

initiatives, SM interventions are asked at the level of usage (i.e. removal of content), and they are 

required to happen fast (24 hours turnout). This indicates that interventions target what is 

immediately visible on the surface or interface with no reflection on internal functioning and 

reliance on automated recognition. SM tend to rely more on automatic detection through AI and 

algorithms (Gorwa, 2019a; 2019b). This creates issues in terms of costs for freedom of expression, 

human rights in general, and the governance system's material implications. 

As far as freedom of expression and human rights are concerned, scholars stress how content 

moderation through algorithms, especially at a large scale, will always include a margin of error, 

where content will be over-or under-censored (Hustzi-Orban, 2018; Douek, 2021). From the 

moment SM platforms face fines for failing to remove content, with no responsibility in the case 

of over-censorship, they will be interested in over-regulating with algorithmic means rather than 

the opposite (Hustzi-Orban, 2018).  

Moreover, on top of pushing towards a system over-regulating at a large scale, black-boxing 

technology as a tool for regulation has created a biased tool. The data confirm the concern of 

scholars discussed in the literature review (Ziewitz, 2016; Gerrard and Thornham, 2020) and show 

how SM platforms have been criticised for the biases and mistakes embedded in algorithms for 

content recognition, as in the case of the leaks on Facebook AI training for the recognition of 

protected categories (chapter 6).  

As far as the material implications of the governance system are concerned, the black-box 

approach to technology ignores the human rights cost as well as the material costs behind the use 

of AI as a regulatory tool: as Casilli (2017) and Crawford (2021) put it, there is nothing artificial 

or intelligent in Artificial Intelligence. On the contrary, every algorithm will reproduce the human 

expertise of those who make it (Dencik et al. 2018a, 2018b). Using this terminology strengthens 

the black-box, reinforces the idea of technology's efficiency, and hides the human labour behind it 
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(Casilli, 2017). It also minimises the argument that human reviewers should be highly trained 

professionals, while studies show that reviewers are systematically underpaid and geographically 

exploited communities (Casilli 2017; Hustzi-Orban, 2018). Similarly, it overlooks embedded bias 

and the implications for society (Hintz, 2016; Redden, 2015, Dencik et al., 2016, 2018a, 2018b) 

and the environmental costs of maintaining it (Crawford, 2021). 

Moreover, by letting the larger companies take care of the technological, regulatory solution, 

public bodies and other actors ignore the existence of smaller companies and legitimise the current 

situation of oligopoly. In this way, the idea that the internet corresponds to the Big Tech companies 

(Google, Apple, Facebook, Amazon, Microsoft, and Twitter) is reinforced. Consequently, major 

regulations are drawn up with these big companies as standard (as in the case of NetzDG). This 

creates a situation of inequality and reduced plurality of voices online, with smaller companies 

incapable of paying the same costs to operate. It also reinforces the idea that smaller companies 

(like Gab) can avoid regulating hate speech or harassment issues on their platforms, de facto not 

solving the issue of hate speech or harassment/abuse but simply deviating to smaller companies. 

This preference fits the larger dynamic of algorithmic management and datafication underlined in 

the literature review (van Dijk, 2018). Increasingly more public bodies tend to trust private 

companies’ technology to administer public policies. This strengthens the idea that big, digital data 

are better data, and that technology works better (Boyd and Crawford, 2012). This way reinforces 

the idea that ‘the code is law’ (Lessing, 2000). This tends to disregard the fact that data are socio-

technical assemblages that reproduce the power system (Kitchin, 2014; Dencik et al., 2018a, 

2018b). 

Moreover, it overlooks the surveillance potential embedded in this form of digital technologies 

(Andrejevic, 2011; Srnicek, 2017) and the influence on content that advertisement and profiling 

can have. As seen in the literature review in chapter 2, the more a system relies on technology (and 

AI in particular), the less it guarantees transparency and democratic scrutiny (Sinnreich 2020). The 

current governance of speech does not leave much space for civil society. Without systematic 

transparency and scrutiny of the moderation processes and decisions on proportionality and 

probability, governance will rely increasingly on exclusively private companies (in self-

regulation) and (public bodies).  
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The data have shown how events and users play the fundamental role of mediators, capable of 

initiating controversies and public shocks. Furthermore, this shows how interactions within 

members of different online communities originate from the exemplary events and storylines that 

initiate regulatory discourses. From this point of view, studies of online communities, for instance, 

studies of counter-speech and online communities self-organisation, can explore an important 

alternative in the current regulatory panorama, where instead of introducing filters or asking SM 

platforms to take judicial decisions on public interest, the algorithm is taught to imitate the virtuous 

behaviour of existing online communities (Housley, 2018; Procter et al. 2019). Similarly, 

vulnerable groups and communities can be helped in developing resilience (Edwards et al. 2021, 

Procter et al. 2019), and studies of interactions online can help develop protocols for machine 

learning open to public scrutiny (Housley et al. 2018, Procter et al. 2013a, 2013b).  

However, reflections on communities and regulation should also consider that SM technologies 

are embedded in a system of power and profit production (Srnicek, 2017), which is based on the 

extraction of data from users to predict and influence behaviours sell products (Zuboff, 2018). As 

Milan (2015) found studying social movements organizing on platforms, algorithms significantly 

alter people’s opportunities and, as a result, steers social actions. ‘Platforms matter, and matter 

more than activists like to believe’ (Milan, 2015:8). Therefore, it is fundamental to consider the 

materiality of digital technology to understand the infrastructure of power in society. Algorithms 

have been designed, developed, and implemented by recognisable social actors and have material 

implications on human lives. This is the general issue that critical data studies are trying to point 

out: asking for technological solutions to social problems requires a clear understanding of the 

power relations and the human expertise embedded in technology and data (Kitchin, 2014; Dencik 

et al. 2018a, 2018b). The data show that the problem is not just that technology is regarded as 

neutral – it is just ‘left out by the public discourse and statements created by public bodies. The 

power of technology and its link with the companies' business model where it is developed is the 

neglected element in the enrolment process. 

 

From the data, it is possible to notice that an increase in the critical appraisal of the bias in 

technology started to emerge in 2018 (chapter 6). In the last problematization that followed 

Cambridge Analytica, representatives of public bodies and newspapers introduced in public 

discussion consideration on the larger dynamics and components behind SM platforms (an issue 
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that appeared to be a concern more for academia and NGOs). Even if not included in the data 

collection, it can be hypothesised that there has been an increase in attention towards the ethical 

implications of technology, for example, in the section on ‘AI ethics’ included in the UK White 

Paper on online harms (UK White Paper 2019). However, scholars are becoming increasingly 

more sceptical about the use of ethics as a term associated with AI (Crawford, 2021; Hao, 2021), 

as it has been done on several occasions only in a formal and not substantive way.  

 

Some scholars argue that SM platforms should receive clearer instructions on how to increase 

accountability and transparency of the current system and independent oversight on how to orient 

their moderation processes (Hustzi-Orban, 2018). However, the question remains, how will SM 

companies be able to assess the criteria of necessity and proportionality or the balance between the 

individual right of freedom of expression and the more significant societal interest, and enforce 

them in their technological infrastructure while at the same time still maintaining their business 

model and economic interests in the interactions that take place on their platforms? 

 

7.8 Technological dynamics 

Analyzing web pages and newspapers’ articles has highlighted a specific technological dynamic 

structuring the controversy (Marres, 2005). SM platforms turn out to be the origin of the exemplary 

cases and the main channel through which these cases and the related statements are diffused. 

Furthermore, SM platforms occupy the central position in the network of hyperlinks, 

demonstrating how every web page has at least one link connection to one of the bigger platforms 

(Youtube, Facebook, Twitter). Moreover, as highlighted in chapter 6, newspapers also reinforce 

SM’s central position by reproducing divisive content that originates on the platforms and using it 

to create stories or exemplary cases within their public discourse about freedom of expression. 

Social media users’ divisive materials (memes, videos, cartoons, etc.) attract more interactions on 

the platforms (Zubaia et al., 2016; Procter et al., 2019). SM platforms have been criticised because 

of the conflict of interest in policing abusive material while profiting from the increased volume 

of data produced by interactions around divisive content (Naughton, 2020). Platforms are 

‘publicity devices’ (Marres, 2005), and as such, they are explicitly designed to facilitate 

advertising, similarly, markets will always have an impact on the content which is more visible 

(Gillespie, 2010). In the last part of chapter 6, I pointed out that by reproducing divisive tweets or 
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posts, images or videos, and by giving the possibility to link back to the original platforms, 

newspapers are reproducing divisive content without a critical reflection on the technological 

dynamics that have allowed certain accounts to reach ample visibility, or specific tweets or posts 

to go viral in the first place. These results confirm a dynamic already highlighted in Zubiaga et al. 

(2018), who found that, when investigating the spreading of rumours on Twitter, news 

organisations did nevertheless publish materials later found despite newspapers’ efforts to publish 

well-informed claims to be inaccurate. This tendency was, in their view, reflective of a change in 

the model of journalism from traditional to online journalism. In this way, newspapers might find 

an easier way to ‘sell’ their articles within a market system characterised by an implicit failure 

(Pickard 2013). This market failure points to a crisis in traditional journalism and the risks 

connected with leaving the news and information market in the hands of the ‘click economy’ or 

‘attention economy’- which are models already adopted by SM platforms as a way to stimulate a 

reaction from users to extract data (Zuboff, 2019). 

 

7.9 Role of researcher 

The study of controversies helps shed light on dominant and neglected elements that contribute to 

the regulation of speech. Researchers are privileged to observe and understand dynamics of 

domination and power embedded in a system built on data. As Sinnreich (2018, 2020) states, it is 

fundamental to investigate the social implications of increasingly adopted algorithms to manage a 

social life. However, scholars are becoming increasingly more sceptical of using the terms AI 

ethics (Crawford, 2021; Hao, 2021) as it has been used on several occasions only in a formal and 

not substantive way, or the meaning has been distorted. Hao (2021), in particular, stresses how a 

large part of the vocabulary developed concerning AI covers a number of incongruences or 

hypocrisies (for instance, the keywords of diversity and inclusion used by SM platforms, which do 

not resonate with the firing of employees that challenge the status quo with works on AI 

discrimination, as in the controversial case of engineer Timnit Gebru fired by Google) (Hao, 2021). 

Researchers can help develop a new vocabulary, rethinking concepts to produce a more 

transparent, open description of the technology that can highlight racially just and political and 

economic solidarity programmes (Gregory, 2017, 2018; Hintz, 2016; Dencik et al. 2016, 2018; 

Redden, 2018). Opening the black-boxes pointing at what is missing in this distribution of roles 

will help find a place for civil society and the online communities affected by decisions taken by 
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SM companies and public bodies. For instance, stressing the need for transparency on regulations 

and the right to appeal the decision taken by both states and companies can be accompanied by 

request for technological transparency and social impact assessment of technological and 

economic models.  

Finally, a role for SM technology cannot be found without a normative discussion on the type of 

business model that the technology is materialising. Normative discussions about the governance 

of speech should also stress that media and information infrastructure in a democracy should be 

treated as a public good. Since SM platforms have started to present newsfeeds, they have 

increasingly more left the justification for technological companies, and even if they are not yet 

recognised as media, their role in public life has been assessed. Starting with integrating human 

rights and developing some form of social responsibility, SM has a different part to play if they 

want to be part of a democratic society. 

 

7.10 Conclusions 

In this chapter, I document the efforts of a range of actors to settle the controversy over the 

governance of speech online. The data show how the controversy has led to the creation of four 

normative processes, and in particular, the historical contextualisation of the data showed how a 

system of co-regulation is emerging as a result of the pressure of public bodies, with SM companies 

occupying the strategic role of enforcers (OPP). The sociology of translation shows how difficult 

it is to stabilise a controversy constantly re-opened by introducing new elements (i.e. mediators) 

changing the shape and boundaries of the associations.  

 

The most evident result is that the normative outcomes of controversies about freedom of 

expression and content regulation are the outcome of the struggle between competing 

spokespersons. The analysis has highlighted actors’ argumentation strategies as means of finding 

compromises or persuading other actors, which in some cases have led to a normative change of 

the status quo. With the study of exemplary cases, it was possible to observe how norms about the 

governance of speech are created in a complex assemblage composed of coordinated and dispersed 

regulations, arrangements, infrastructures, and technical procedures (Schouten, 2014). The actors' 

role in the different translation processes highlighted how normative processes work within the 

sociotechnical arrangement. The study of actors’ competing positions concerning freedom of 
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expression, governance, and technology was helpful to understand how certain norms became 

stabilised, while other concerns (for instance, the issue with algorithmic decision-making) are 

black-boxed. In particular, the findings show that among the norms developed in the different 

phases of the translation processes, SM platforms have been assigned the central role of OPP by 

public bodies. Because of this, their way of moderating content has changed, as they are 

increasingly asked to make decisions balancing societal interests and technological errors. 

 

The findings highlight some critical issues. Firstly, studying the development of the issues as a tale 

of competing translations processes, it was possible to notice a paradox in public bodies and civil 

society asking for more control and responsibility from SM companies. In doing so, they increased 

the public power of such companies and normalised the idea that private corporations manage 

public policies through ‘non-transparent technology. However, there is a fine line, and 

corporations still have a business model based on capitalisation and profit rather than serving as a 

public utility service. 

Secondly, the findings show the paradox of the public debate over media, since media are the 

object of the contestation and at the same time one, if not the main, channel through which the 

public debate takes place. In chapter 5, the SNA of the websites showed that the centrality of the 

press is overshadowed by the number of materials that are ‘shared’ on social media platforms. 

Social media platforms are essential for the distribution of news. At the same time, the study of 

the main controversial issues shows that the shocks comprise cases that have almost all taken place 

on SM and are reported in the press without a critical assessment of the editorial role of the 

algorithms. 
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8. Conclusion  

In this study, I have applied controversy mapping methodology to study the governance of freedom 

of expression. Through the empirical analysis of web pages and articles, I found groups of actors 

mobilised in the governance ecosystem. I was able to isolate public shocks, exemplary cases, and 

storylines that are used to mobilise actors and enrol them in regulatory initiatives. In the discussion 

chapter (Chapter 7), I used the findings from the historical overview of the issues and the study of 

actors’ positioning to describe different translation processes. In particular, I identified the actors 

emerging from the statements who occupy the role of spokespersons (states, SM platforms), 

mediators (newspapers, technology and users) and intermediaries (newspapers). Using critical data 

studies, I interpreted the type of governance of speech emerging from the different moments in the 

translation processes, putting the narrative about technology and data in a materialistic perspective. 

The critical analysis of translation processes highlighted the social implication of the narratives 

about free speech, governance and technology presented by the spokespersons (public bodies) and 

SM platforms. In particular, the analysis of narratives about technology and data shows the 

emergence of public–private (hybrid) forms of ordering of society and freedom of expression in a 

co-regulatory system stimulated by public shocks related to episodes of violence, such as 

radicalization, hate speech and harassment online.  

The analysis of narratives shows the relationship between changes at the level of narratives of free 

speech and regulations. The data shows that on web pages, the historical cyberlibertarian idea of 

free speech survives in groups of bloggers closer to the technical communities of the internet, 

while in newspapers, the larger public discourse about free speech is co-opted by alt-right 

supporters.  

The data on the ‘normative processes’ emerged from the study of the translation processes 

highlights how technology, particularly algorithms, is ambiguously mentioned as a regulatory 

black box. Concepts of datafication and algorithmic management in critical data studies help to 

unpack this black box and the material implication of using technology based on algorithms and 

data for regulation.  

In recent years, companies have progressively accepted more official responsibility for content 

moderation, and national governments have on several occasions expressed a preference for 

technological or algorithmic management of social life. However, their statements do not show 

concern for the ‘hidden’ costs such as the extraction of value from users’ data and content, the 
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labour provided by content moderators who perform a highly destabilizing job without any 

psychological assistance or the social bias that can be embedded in the technology. 

In this thesis, I argue that normative discussions about the governance of speech have to include 

reflections on private companies as adjudicators, the societal costs in terms of freedom of 

expression, and the material costs in terms of exploitation and the larger process of datafication 

touching society as a whole. 

 

8.1 Research questions and objectives 

I started this project to answer the questions: how can we study the governance of speech online 

as an emerging phenomenon without focusing on one actor or specific setting? How do governance 

initiatives ‘initiate’ and take form? And what does it mean for the wider governance of freedom of 

expression and democracy? I have oriented my research on the following operational questions: 

- What are the ‘public shocks’ (not necessarily majors) that contributed to break the routine 

or pre-existing forms of decision-making concerning public expression on social media? 

- What type of governance is taking place as a result of public shocks in the last few years? 

- What actors and dynamics of power are revealed when using an approach that does not 

simply focus on a single platform or actor and including technology in the study of 

regulation initiatives? 

- How do ‘public shocks’ relate to the narratives associated with free speech and technology? 

And what is the role of media in reproducing narratives and shocks? 

First, I investigated the ‘public shocks’ that contributed to breaking the governance routine to find 

an answer. Second, I asked what actors and power dynamics emerged from online statements and 

what narratives were reproduced in the media. My main goal was to achieve an empirical 

exploration of actors and narratives of technology involved in regulation initiatives, using 

controversy mapping methodological tools and interpreting the results through the lenses of the 

sociology of associations and critical data studies. 

From 2015 to 2018, I collected statements of actors from web pages and news media in the UK 

relating to freedom of expression and SM platforms. It was interesting to find that ‘public shocks’ 

indeed emerged as the main break in the routine of decision-making concerning free expression 

on SM. Statements from different actors shared recurring exemplary cases and storylines, 

mobilised to create a specific narrative of the matter concerned. As described in earlier chapters, 
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terrorism and hate speech, harassment, quality of content (e.g., fake news), and disinformation 

have been the main issues stimulating changes in the government of speech.  

My initial research questions focused on the morphology of the controversy and the normative 

processes connected. The data show that the process of problematization corresponds to regulatory 

initiatives taken either by public bodies or SM. In this sense, the data confirm that governance 

initiatives are ex-post or, in other words, a ‘reaction’ to public shocks with the power of mobilizing 

different groups of actors (mediators). In the study, I have not restricted the focus to a specific 

actor; however, big SM companies and European and US governments emerged as the more 

prominent players imposing their world vision on others. In the lenses of ANT, their initiatives 

can be interpreted as inscriptions and studied as an attempt to assign roles and responsibilities to 

other actors. The findings also confirm that regulatory initiatives take place within different 

institutional processes, sometimes simultaneously. There is no coherent institutional space or 

procedure where the governance of speech is discussed; decisions are taken and power dynamics 

occur in a diffuse, capillary way. This is negative in terms of the transparency of the process. On 

the other hand, it creates windows of opportunity, where civil society and media can act as 

mediators and create change (for example, the leaks about content moderation published by the 

Guardian). 

Observing the specific narratives about technology and the use of storylines and exemplary cases 

in creating new forms of regulation, I was able to identify significant findings concerning the 

normative model of governance presented by the actors. Many actors, mainly from national 

governments, have moved towards a more restricted idea of freedom of expression and see SM as 

the primary enforcers of speech policies. Here, I answered my last question related to the macro 

perspective and the normative ideal of the type of governance that are emerging and their 

implications for the wider governance of freedom of expression and democracy.  

The data analysis shows that, as a result of the combination of public bodies occupying the role of 

spokesperson and assigning the role of enforcement to SM platforms (in ANT terms reinforcing 

their role as OPP), the current governance system is experiencing an increase in the algorithmic 

management of content. However, this growth in the use of technological content moderation 

systems corresponds to a very ambiguous and opaque narrative associated with algorithms and AI, 

indicating how public bodies in their enrolment processes have failed to assign a clear role for this 

type of technology. In the discussion, I argue that given the lack of role assigned to technology, 
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this type of solution increasingly legitimises platforms and algorithmic management as governance 

tools. However, there is a deficit of transparency, accountability and remedies, with broader 

implications for democracy and social justice.  

Future regulatory initiatives should take into consideration that SM companies have changed the 

nature of moderation processes and require more democratic scrutiny in their assessment of 

proportionality (i.e., how speech is adjudicated based on larger societal considerations) and 

probability (i.e., which groups are likely to be penalised by the inevitable mistakes that large scale 

automated content regulation will make). The study also highlights the role of less traditional 

actors, such as the SM community of users and newspapers, in originating and diffusing the 

exemplary cases and storylines used to mobilise governance initiatives. The data suggest that 

future thinking about the model of governance of speech should take into consideration the 

dynamics of the interaction of online communities since they have been proved to be at the root of 

some of the public shocks that have initiated recent regulatory initiatives, as well as the interaction 

between newspapers and SM in creating public shocks by reproducing content ‘edited’ by 

algorithms. In this regard, future reflection on the governance of speech should consider the 

specific issues raised by the role of technology and automated content management as regulatory 

tools and, more generally, the economic system connected to it. 

 

8.2 Contribution and significance of the findings 

In this study, I contribute to the study of governance, highlighting power dynamics adopting a 

horizontal and hybrid perspective. SM are central not simply because they are part of the issue but 

because they physically provide the infrastructure on which the other party's position in the 

controversy can be shared. The normative reflection on governance must go hand in hand with the 

unboxing of the narrative associated with free speech and the unboxing of technology and the 

business model which sustains it. The study shows that there is a lack of planning and, in general, 

a lack of ‘vision’ about the type of order we want to live in. Governance and regulation lack 

normative reflection on the implications of the choices made for human rights and society as a 

whole. Using a black box in human rights governance is risky in terms of biases and possible 

unintended consequences. 
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Although there are positive aspects to flexible and plural governance of speech in terms of the 

variety of actors involved, the way it has been done does not reflect such diversity because it is 

modelled on algorithmic management, which reproduces the system of bias of those who created 

it (e.g., Silicon Valley technologists) (Dencik et al., 2018a, 2018b). In recent years, more has been 

done to create a dialogue between technologists and human rights (Milan and ten Oever, 2017; 

Frank Jorgensen et al., 2019); however, technology tends to be closed in black boxes with critical 

social implications. 

This study has also highlighted how black boxing technology impacts the narrative of freedom of 

expression. The data have shown how conservatives and alt-right groups have co-opted the 

cyberlibertarian ideal of free speech. Smaller companies such as Gab AI have taken over the 

narrative and proposed their platforms as strongholds of original internet values. Newspapers have 

contributed to spreading this idea, presenting controversial exploits from alt-right characters (such 

as Milo Yiannopoulos) as part of the discussion on freedom of expression, without opening the 

black box of what is hidden behind their ideas (even to assess the benefit in terms of publicity from 

divisive events). However, it appears from the data that free speech technology is taken for granted 

in this discussion. Opening the box would start with acknowledging that the internet is quite 

different from Barlow's idea. Today, we create speech in private spaces and the business model 

that holds these places also influences what is visible and what is censored. Smaller companies 

such as Gab AI are not alien to this system of extraction of value from their users’ data. Discussing 

free speech as the opposition between leftist and right-wing parties without discussing the structure 

in which speech takes place in contemporary society only distorts the main issue and contributes 

to sustaining the positions of highly inflammable and uncritical parts of the population. This is a 

reflection that touches aspects at every level of society, as platformisation and algorithmic 

management are the most commonly employed model for developments not just in business but 

also in the public sector, from citizens’ justice to health to education (see, for example, the recent 

problem with GCSE results assigned by algorithms in the UK in the time of COVID-19 (Ferguson 

and Savage, 2020)). 
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8.3 Limitations of the study, opportunity for further research 

One of the aspects that I have emphasised most throughout this work is the complexity of the 

governance ecosystem for freedom of expression. I have justified my theoretical and 

methodological choices on the basis that they offered me more tools to ‘pin down’ power dynamics 

across a plurality of actors. ANT and controversy mapping are particularly useful in making sense 

of the idea of ‘fluid’ power, embedded at different levels, from the micro controversy about 

censorship of pictures, to the macro controversy about terrorism and radicalization online. Using 

controversy mapping, I tried to study forms of order in the making, following actors’ trajectories 

to explain the emergence of regulatory initiatives. The positive aspect of this theoretical and 

methodological framework is that it makes room for a larger range of actors than other theoretical 

perspectives or methods could 'accommodate'. The use of statements and discourses to scope the 

actors involved in governance made it possible to include highly institutionalised actors (such as 

governments or politicians), together with non-institutionalised actors (such as individuals or 

bloggers), and heterogeneous types of actors (such as technological objects). The downside of this 

is an aspect that is treated in Chapter 3, the limits of isomorphy. As I explained in the theoretical 

framework and methodology (Chapters 3 and 4), ANT and controversy mapping’s agnostic 

ontological prescription treats actors as if they were all of the same sise. Similarly, it lets actors 

deploy their positions (Munk and Abrahamsson, 2012) rather than investigating governance 

starting from a specific institution or regulatory environment. 

This creates a number of issues which I have discussed from the point of view of theory and 

methodology in chapters 3 and 4. The theoretical issue concerns the fact that not all actors have 

the same power to mobilise others and that some actors have larger enforcement powers. It creates 

the methodological problem of interpreting statements from very different actors, such as state 

representatives, bloggers, etc., and assessing their governance role. I treated the problem of 

isomorphy in chapter 3 §3.7, where I argued that for the purpose of this study, I have applied ANT 

isomorphy rule in the empirical data collection, as a method to include possibly overlooked actors 

in the system. Drawing on studies on the influence of norms on policymaking, I was also able to 

include in the attention from the actual enforcement power to the more prominent discursive 

elements that end up being integrated into policies, which have a particular role in internet 

governance (Radu, 2019). Following this approach, I have shown how exemplary cases and 

storylines contribute to the larger discourse or worldview construction. However, I also stressed 
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that for the purpose of interpretation, I would have integrated the discussion with a position derived 

from critical data studies, which stresses the material importance of data and connected 

technologies. Adopting this point of view, I recognise the prominent strategical role of SM 

companies, and I stress the important element missing in the discussions i.e. technology as 

instrument of regulation. 

 

The issue of isomorphy of actors connects to another methodological issue concerning the 

centrality of the researcher and the role of researchers in the orientation and planning of 

controversy maps. As a researcher, I often felt the difficulty of orienting my interpretation in line 

with one of the actors. Within the specific timeframe and resources available for this project, in 

order to ground my interpretation, I triangulated my sources using computational tools.  

As discussed in chapter 4, computational methods using AI and NLP have been employed in social 

science disciplines and scholars do recognise the constant advancement in the technologies 

(Tufecki, 2014). However, as I have argued in §4.5.2 digital and computational tools come with a 

number of biases and limitations. As I have explained in chapter 4, following Marres’ (2015) 

empirical approach, as a way to address these limitations I have considered the uses and the 

specific characteristics of the sources as part of my investigation, including the possible limitations 

to my findings.  

While performing the data collection and analysis, I had to consider the difficulty of defining the 

‘entry points’ for the data collection. I mentioned part of the academic discussions in §4.5.3 and it 

took me months of reading and hundreds of attempts before being able to develop a justifiable 

protocol to design the keywords. I had also to considered the influence of the search engine's 

algorithms on the ranking of the URLs and on the type of documents that I retrieved (§4.5.4) and 

the other limitations of the sample, which includes the issue of ephemerality of web pages. 

Websites are not meant to be studied as archives. This limitation is taken into account in the 

methodology (‘Google is not the internet, the internet is not the world’ (Venturini, 2012)), and in 

my study, I have integrated the results from web pages with data from newspapers in order to 

mitigate this bias. 

Some positive aspects can come from the limitations, when I was cleaning the data set I realised 

how biased the network of URLs is because of hyperlinks for commercial advertisements and links 
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to SM embedded in the structure of web pages. While this was an exciting finding regarding the 

‘publicity’ device operating in the controversy, it also represents a challenge in terms of actual 

time employed to retrieve relevant information from the pages. 

Another type of limitation concerns the quick obsolescence of tools for data collection and 

analysis. Technology fast growth also impacts researchers using digital tools for data collection 

and analysis. For example, at the time of the data collection, the issue crawler developed within 

the Amsterdam University DMI environment could work exclusively on Google. Now 

Amsterdam's lab has improved, and it is possible to crawl pages from different search engines, 

creating more opportunities to study the role of the medium in the staging of the controversy.  

All these limitations point to another aspect of computational methods which is often not discussed 

in methodological accounts of research: i.e. the implication of using digital and computational 

tools for the work of the researcher. An aspect that is often avoided in publications is the amount 

of time and effort to clean that these actions require. In this study, a large part of the data processing 

went into the formatting and cleaning the URLs and newspaper dataset of unrelated items. 

A few authors have pointed out the massive amount of work that comes with data in digital format 

(Boyd and Crawford, 2012; Tufecki, 2014). Collecting a large sample of data with a click often 

means that researchers have to deal with a considerable amount of noise or irrelevant elements to 

make the dataset ‘readable’ for the tools. At the level of analysis, computational tools still involve 

considerable ‘work’ on the researcher's side. As discussed in chapter 4, the reliability of the 

computational analysis of texts is still based on the ‘golden standard’ of the human eye (as in the 

choice of the topics with the LDA model) (Zhao et al., 2015).   

This type of limitation highlights another implication for researchers with a social science 

background, i.e., the need for specialised training. For example, building a crawler to scrape pages 

from a search engine can be done quickly with a coding background. However, without a similar 

background, it becomes necessary for a researcher to rely on tools developed by others. A similar 

issue can be considered in the use of tools for quantitative analysis of texts. The complexity of 

algorithms performing text detection using NLP is (usually) beyond the scope of a researcher 

trained in traditional forms of social research. From this point of view, the dialogue and 

engagement with academic communities across disciplines (for instance, with researchers 

involved in the Cortext platform, in MédiaLab in Paris, as well as within the DMI in Amsterdam) 
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were fundamental to discovering the existence of specific tools developed for multidisciplinary 

work and learning how to use them. 

Karen Gregory (2017) argues that this type of labour in research tends to be minimised, creating 

the illusion of performance and easy results. This is also due to academic journal publication 

formats, in which the methodological paragraphs are usually quite condensed, and the authors tend 

to describe what went well rather than what went wrong with their research and use of tools. In 

this way, researchers contribute to the idea that algorithm is a black box solution to data collection 

and analysis problems. Pointing out the limitations and the prominent role that researchers have in 

the analysis performed by automated tools contributes to deconstructing/problematizing this 

rhetoric. Thus, it is possible to see how computational tools can augment rather than replace 

traditional forms of social research (Housley et al., 2014). 

Another important aspect related to computational tools concern the political implications of using 

large datasets. Scholarly discussions about the crucial importance of datasets are starting to grow 

only recently and studies that exposed serious issues and biases in large language models (such as 

Bender et al. (2021) discussing limitations of BERT, used in Google) have proved to be highly 

divisive in the AI research community, particularly within corporate environments. Notable 

actions such as the firing of AI researcher Timnit Gebru from Google’s Ethical AI team and the 

turmoil that followed show how datasets in machine learning are an increasingly hot issue in 

research and also come with high political and social stakes. As a researcher, it is essential to 

engage with the black box of computational methods, promoting interdisciplinary exchanges and 

appreciating tools such as Cortext or Hype, developed in an interdisciplinary context, which 

provide transparency and opportunities for the researcher to engage with the data in more visual, 

interactive ways. 

 

The data collected provided valuable insight into power relations in diffuse environments and 

highlighted the power dynamics embedded in the narratives of free speech and technology, 

especially those of contemporary society presented in the media. These findings can provide a 

helpful background for public policies and decision-makers on the normative aspects of the future 

governance model of speech. As a future direction, and as a way to further balance the centrality 

of the researcher, it would be interesting to expand the mapping and merge the results of this study 

with input received from concerned parties (Marres and Rogers, 2005; Venturini, 2010; Yaneva, 
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2012). Munk et al. (2019) remind us that controversy mapping is becoming increasingly developed 

as a tool to foster public engagement. Moving towards the participative side of the methodology, 

this could be done by integrating the data from written statements in web pages and newspapers 

with data from qualitative interviewing, focus groups and other more conventional research 

methods able to ‘augment’ digital social research (Housley et al., 2014). 

The governance of speech online, divided between public bodies and SM companies with more 

and more public responsibilities, has the potential to become the model of governance in a world 

that is increasingly organised around platforms and digital data. Further research will be 

fundamental to investigate how SM platforms can take on the responsibility of balancing free 

speech with other societal interests and how to develop a protocol to assess the costs of algorithmic 

management within the scope of social justice. The research will be fundamental to opening the 

black box of governance, formulating a space for online communities and civil society in this 

system, and helping to reduce the material costs in terms of human labour and the exploitation of 

people and resources.  
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Appendices 

The following appendices contain the preview and link to the dataset of coded documents, as well as the 

tables associated with the figures presented in chapters 5 and 6. All data used in the chapters are available 

in the repository at this link. 
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Appendix. 1  

1) Web pages dataset  

Below is reproduced an extract from the dataset of web pages, with the associated texts, and coding. The dataset with the coded texts can be 

accessed via the following link. 

The first column ‘Document ID’ represents the document id that I have assigned to be able to find them more easily from the references in the 

texts. The column ‘Actor’ contains the main page of the URLs collected with the scraper.  

The Column ‘Title’ represents the initial lines or titles of the web pages.  

Columns ‘Description and Text’ are two columns reporting some extracts from the web pages texts containing the associated keywords. This 

column is automatically created by the scraper.  

Group, Group 2 and Group 3, are columns that I have used to identify actors and associated them to groups.  

The column ‘URL clean’ is the URL that links to the web page collected by the scraper.  

Year and Date contain information on the year and specific date of the original publication of the web page.  

  

https://cf-my.sharepoint.com/:f:/g/personal/polettic_cardiff_ac_uk/Elq70CeJg-VJkPF8_ZtFm9EBj8X936Rpxl-LuwJe75VSpw?e=ZiC6da
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Figure A. 1 - Web pages dataset, part 1 

 

 

 

In part 2 the dataset continues, and it includes a column with ‘Crawler assigned ID’. These are the ID that indicate the order of collection from 

Google. Columns ‘Recurring Themes from Cortext’ include the keywords identified via quantitative analysis of texts they are the most relevant 

terms associated with the specific document.  

The columns Exemplary cases, Issues 1, Issues 2 and Issues contain the summary of the qualitative coding (that took place on Nvivo, the file is 

available in the link provided above). 
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Figure A. 2 - Web pages dataset, part 2 
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2) Data from Qualitative analysis of texts 

The following table summarise the coding exercise conducted with Nvivo (data available in Nvivo format in the repository following the link). 

 

Table A. 1 - Table Data for Figure 5.17 – Actors’ statements on issues  

 

Groups Quality 

of 

content 

Extremism Harassment 

and bullying 

Hate 

speech 

Censorship  Privacy and 

protection of 

Data 

Surveillance 

Academia & Think 

Tank 

35 177 41 152 32 42 187 

NGOs/Advocacy 

groups and activists 

2 89 146 48 266 179 56 

Public bodies 1 297 202 73 127 0 30 

Private company 5 3 17 15 19 0 7 

International and 

European 

Organisations 

0 41 0 1 5 1 23 

 

  

https://cf-my.sharepoint.com/:f:/g/personal/polettic_cardiff_ac_uk/Eo4D4gnCraFDm1HV5YPEgbQB237WngGILN7D7kAmv7z0KQ?e=n4SX0a
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Table A. 2 - Data from Figure 5.18 Actors’ narrative on free speech 

 

Groups A : Free speech has limits B : Free speech is 

absolute 

C : Privacy as limitation 

to free speech 

D : Privacy as 

necessary for free 

speech 

Civil Society: Academia 

& Think Tank 

5 4 0 0 

Civil Society: 

NGOs/Advocacy groups 

and activists 

8 18 2 4 

Political bodies: 

governments, politicians, 

enforcement 

7 0 1 1 

Private company 4 3 1 0 

Int Org 1 0 1 1 
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Table A. 3 - Data from Fig. 5.19 Actors’ governance model 

 

Groups A : Editorial 

responsibility 

B : Social media do 

NOT have 

responsibility 

C : Social media 

have responsibility 

D : State 

responsibility 

E : State 

should 

legislate 

more 

F : States 

should 

have less 

power 

Civil Society: 

Academia & Think 

Tank 

45 0 19 12 3 35 

Civil Society: 

NGOs/Advocacy 

groups and activists 

25 7 8 40 4 39 

Political bodies: 

governments, 

politicians, 

enforcement 

0 0 29 10 0 3 

Private company 12 0 3 0 0 0 

Int Org 0 0 3 3 0 17 
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Table A. 4 - Data from Fig.5.20 most mentioned technological objects 

 

Technological artefacts Frequency 

Algorithm 41 

Artificial Intelligence 11 

Bot 148 

Data 19 

Eco Chamber 4 

Facebook post 22 

Fake News 57 

Hashtag 23 

Meme 8 

Troll 46 

Tweet 82 

Youtube video 2 

Grand Total 463 
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3) Data from quantitative analysis of texts  

 

Terms extraction from web pages - TF-IDF output from Cortext 

Below is reported the output of the terms extraction algorithm from Cortext. For the purpose of the analysis I considered the GF-IDF, which is one 

of the most employed measure of relevance of terms in documents. The full list is available at this link 

 

Figure A. 3 - Output of Cortext keywords extractions 

 

 

 

https://cf-my.sharepoint.com/:x:/g/personal/polettic_cardiff_ac_uk/EUzaRzaKnY5Bh4WOw0KlfMgBWlwC3_TfMvKNEnDZdHhqdQ?e=LmiHfm
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4) Data from SNA - Graphs visualisations 

Below I report the graph visualisation from the SNA presented in the chapter, in a larger dimension. 

The original graph files can be access via this link 

An interactive visualisation of the networks can be found here: 

Network of actors in 2015 

Network of actors in 2016 

Network of actors in 2017 

Network of actors in 2018 

 

 

 

 

 

 

 

 

 

 

 

 

  

https://cf-my.sharepoint.com/:f:/g/personal/polettic_cardiff_ac_uk/EpqbhUFSfxxMip9eWb_Kfy0BGdIAkBiG_JtmgzAsWHF9wg?e=iivYLM
https://medialab.github.io/minivan/#/attributes?panel=map&bundle=https:%2F%2Fgist.githubusercontent.com%2FCCpollon%2Fdd8f00e3572810b998d6cdeeb608cf76%2Fraw%2F22354a0386b8ac9bedb8f81d0eb561e248b1a749%2F2015
https://medialab.github.io/minivan/#/attributes?panel=map&bundle=https:%2F%2Fgist.githubusercontent.com%2FCCpollon%2F73c0f146af682884e2f3691606da070d%2Fraw%2Fed40d211a00ba308bf1a765ca19a4666ba3c075f%2F2016
https://medialab.github.io/minivan/#/attributes?panel=map&bundle=https:%2F%2Fgist.githubusercontent.com%2FCCpollon%2F5a0659c4191efc499fb8af26006a68df%2Fraw%2Fc44faeb896c042ff66f4e5569bc5d6689a4058dc%2F2017
https://medialab.github.io/minivan/#/attributes?panel=map&bundle=https:%2F%2Fgist.githubusercontent.com%2FCCpollon%2F628e20943a4bf928f9ec3150ae08ebed%2Fraw%2F11eb0618bc7f95560f72802e372279a0263d77cf%2F2018
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Figure A. 4 - Graph for year 2015 – Indegree nodes are bigger 
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Figure A. 5 - Graph for year 2015 – Outdegree nodes are bigger 
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Figure A. 6 - Graph for year 2016– Indegree nodes are bigger 
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Figure A. 7 - Graph for year 2016– Outdegree nodes are bigger 
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Figure A. 8 - Graph for year 2017– Indegree nodes are bigger 
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Figure A. 9 - Graph for year 2017– Outdegree nodes are bigger 
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Figure A. 10 - Graph for year 2018– Indegree nodes are bigger 
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Figure A. 11 - Graph for year 2018– Outdegree nodes are bigger 
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Appendix 2 

1) Newspaper’s dataset 

Below I report the link to access the dataset and the tables that I have used for mapping the controversy on newspapers. The dataset with newspapers 

articles metadata, texts and coding can be accessed at this link 

In column File is reported the unique identifier assigned from the repository Lexis Nexis.  

Column publication contains the name of the publication house.  

ISIpub date reports the publication date.  

Headline is the title and Body contains the text of the articles. All these are columns created by the repository at the moment of the download.  

Column political affiliaiton was added by me, and it connects the publications to their political affiliation as declared on occasion of the 2017 

General Elections. 

The following columns, from K.W.1 to K.W. 45 are columns that I have used to code qualitatively the texts looking for exemplary cases, and 

storylines. 

  

https://cf-my.sharepoint.com/:x:/g/personal/polettic_cardiff_ac_uk/EScqamGk3xxPpEC5akbU9FsBXC2M-aYjSrgc6eQYIKqFlw?e=FUBkPE
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Figure A. 12 – Newspapers’ dataset 
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2) Data from quantitative analysis of texts 

Newspaper TF-IDF output from Cortext 

Below is reported the output of the terms extraction algorithm from Cortext. For the purpose of the analysis I considered the GF-IDF, which is one 

of the most employed measure of relevance of terms in documents. The full list is available at this link 

 

Figure A. 13 - Output of Cortext keywords extractions 

 

https://cf-my.sharepoint.com/:x:/g/personal/polettic_cardiff_ac_uk/EUzaRzaKnY5Bh4WOw0KlfMgBWlwC3_TfMvKNEnDZdHhqdQ?e=LmiHfm
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5) Data from quantitative analysis of texts 

 

 

Parameters of LDA topic modelling tool in Cortext: 

 

2019-02-18 23:22:34 INFO :  

Data Description: 

Fields: 

- BODY 

Number of Topics - (0 for automatic search): '0' 

Minimum number of topics: '10' 

Maximum number of topics: '40' 

Steps: '10' 

Custom name for storing topics: Automated LDA 

Text Cleaning Parameters: 

Lower Case: true 

language: English 

Stop-words Removal: true 

Remove punctuation: true 

Stemming: true 

Minimum frequency of words: '5' 

Maximum frequency of words (in percentage of the total corpus): '50' 

LDA algorithm parameters: 

Alpha: symmetric 

Number of iterations for learning the model: '20' 
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Newspapers LDA topic analysis from Cortext  

 

Topic 1 – Milo Yiannopoulos - University Student Union -  
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Topic 2 - Government - terrorism and encryption  
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Topic 3 - Hate groups -reddit - alt-right - trump  
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 Topic 4 - Jo Cox, abuse online  
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Topic 5 - Charlie Hebdo  
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 Topic 6 - Facebook - Fake news and privacy  
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Topic 7 - Twitter abuse/harassment - trolls and blocks  
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Topic 8 - University Student Union - No Platform - Jordan Peterson - women  
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Topic 9 -China, Internet regulation and censorship  
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Topic 10 - content removal_hate speech, Germany  
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4) Newspapers: Semantic relations topics-keywords  
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5) Time plot of the topics 

Below is the table with the data from the demographic analysis performed in Cortext used in the temporal plotting of the topics. 

 

Table A. 5 – Cortext demography output – raw frequency of documents associated with the topics divided by months (in initials) 

 2015 2016 2017 2018 Tot 

 J F M A M J J A S O N D J F M A M J J A S O N D J F M A M J J A S O N D J F M A  

Topic1 1 7 2 2 4 3 1 1 1 4 5 7 3 6 1 2 4 1 15 13 2 2 8 4 1 9 9 6 6 4 4 9 5 7 1 1 3 6 8 2 180 

Topic2 

 

24 9 8 5 10 5 1 2 4 5 11 9 8 6 6 7 5 4 8 7 4 5 10 5 4 2 11 8 9 8 8 9 5 8 2 5 7 9 9 8 280 

Topic3 

 

8 8 2 5 8 1 5 1 4 3 11 7 5 5 4 4 4 3 9 4 2 4 12 6 3 3 7 1 6 6 4 14 5 3 5 6 8 6 15 7 224 

Topic4 11 7 3 1 5 4 6 0 2 6 1 4 3 5 8 4 6 6 8 10 1 1 9 3 2 4 7 0 6 5 2 3 2 7 2 6 7 13 6 5 191 

Topic5 33 14 6 5 9 6 3 1 3 3 9 5 8 7 7 4 4 0 7 7 9 3 6 4 2 2 4 5 7 8 7 0 2 0 0 5 3 3 4 0 215 

Topic6 

 

17 9 6 7 8 4 8 2 5 7 11 11 6 14 5 9 11 6 7 6 4 6 19 6 6 6 15 5 13 12 9 21 13 11 9 8 14 12 14 24 386 

Topic7 

 

13 15 13 11 11 11 10 3 4 2 7 11 6 14 7 6 7 4 21 13 5 10 12 7 6 6 13 6 13 10 11 16 4 11 4 6 10 10 13 6 368 

Topic8 

 

16 16 8 8 8 15 8 3 7 11 7 12 6 15 8 8 9 9 21 10 2 4 13 4 5 5 16 6 10 11 8 20 7 5 5 7 10 16 20 12 391 

Topic9 

 

16 13 5 7 9 4 10 2 5 6 6 12 7 9 7 10 10 6 9 2 3 8 16 4 4 5 10 7 10 8 9 16 9 10 6 9 13 13 16 9 340 

Topic10 

 

14 9 4 7 9 6 5 1 2 4 4 3 8 15 5 4 6 7 10 9 5 6 15 5 5 4 18 5 16 12 9 21 8 14 8 12 13 8 13 14 343 
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Figure A. 14 - Cortext demography visualisation – time plotting of topics 
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Figure A. 15 - Cortext demography visualisation - time plotting divided by topic 

Temporal distribution - Topic 1  
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Temporal distribution - Topic 2 
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Temporal distribution - Topic 3 
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Temporal distribution - Topic 4 
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Temporal distribution - Topic 5 
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Temporal distribution - Topic 6 
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Temporal distribution - Topic 7 
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Temporal distribution - Topic 8 
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Temporal distribution - Topic 9 
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Temporal distribution - Topic 10 
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6) Newspapers sampling  

Newspaper sample: original publications in the sample and in the subset for qualitative analysis 

2015 

Large sample Subset 

The Guardian 234 The Guardian 57 

MailOnline * sig 217 Independent.co.uk 32 / 29 

Independent.co.uk 168 MailOnline * sig 30 /33 

telegraph.co.uk 110 mirror.co.uk 21 

mirror.co.uk 66 telegraph.co.uk 20 

The Times (London) 44 The Times (London) 15 

Express Online 29 Express Online 9 

The Sunday Times (London) 24 i-Independent Print Ltd 6 

The Daily Telegraph (London) 20 The Sunday Times (London) 5 

The Independent (London) 17 The Sun (England) 4 

The Sun (England) 17 DAILY MAIL (London) 2 

i-Independent Print Ltd 14 The Daily Telegraph (London) 2 

DAILY MAIL (London) 13 The Independent (London) 2 

The Observer (London) 10 The Observer (London) 2 

Daily Mirror* 4 The Express 1 

The Sunday Telegraph (London) 4 The Independent on Sunday 1 

The Express 3 The Sunday Telegraph (London) 1 

MAIL ON SUNDAY (London) * 2   

Daily Star * 1   

Sunday Express * 1   

The Independent on Sunday 1   

The People * 1   
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2016 

Large sample Subset 

MailOnline * sig 254 The Guardian 50 * sig /45 

The Guardian * sig 183 MailOnline 35 * sig /40 

telegraph.co.uk 109 The Independent (United Kingdom) 25 

The Independent (United Kingdom) 104 telegraph.co.uk 18 

mirror.co.uk 73 Express Online 15 

Express Online 56 The Times (London) 13 

The Times (London) 44 mirror.co.uk 11 

The Daily Telegraph (London) 33 Independent.co.uk 9 

Independent.co.uk 29 The Daily Telegraph (London) 7 

The Sun (England) 27 The Independent - Daily Edition 3 

The Sunday Times (London) 25 The Sun (England) 3 

i-Independent Print Ltd 14 i-Independent Print Ltd 3 

The Independent - Daily Edition 10 DAILY MAIL (London) 2 

DAILY MAIL (London) 9 The Express 1 

Daily Mirror 8 Daily Mirror 1 

The Observer (London) 6 The Observer (London) 1 

The Express 4 The Sunday Times (London) 1 

The Sunday Telegraph (London) * 3   

Sunday Express * 2   

MAIL ON SUNDAY (London) * 2   

Daily Star * 2   

The Independent (London) * 2   

Daily Star Sunday * 1   
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2017 

Large sample Subset 

MailOnline 299 MailOnline 46 

The Independent (United Kingdom) 128 The Guardian(London) 34 

The Guardian(London) 123 telegraph.co.uk *sig 33/ 28 

telegraph.co.uk *sig 98 The Independent (United Kingdom) 30/35 

The Times (London) 69 The Times (London) 15 

Express Online 53 Express Online 9 

mirror.co.uk 51 The Sun (England) 7 

The Sun (England) 30 mirror.co.uk 5 

DAILY MAIL (London) 21 The Observer(London) 4 

The Sunday Times (London) 20 The Daily Telegraph (London) 3 

i-Independent Print Ltd 20 The Sunday Times (London) 2 

The Daily Telegraph (London) 19 i-Independent Print Ltd 2 

The Guardian 14 DAILY MAIL (London) 2 

The Observer(London) 12 The Sunday Telegraph (London) 2 

The Independent - Daily Edition 11 The Guardian 2 

Daily Mirror 10 The Independent - Daily Edition 2 

The Sunday Telegraph (London) 7 Daily Mirror 1 

The Express * 5   

MAIL ON SUNDAY (London) * 4   

The Observer (London) * 3   

Sunday Express * 3   
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2018 

Large sample Subset 

MailOnline 86 The Guardian(London) 24 

The Guardian(London) 80 MailOnline 21 

The Independent (United Kingdom) 55 The Independent (United Kingdom) 13 

The Times (London) 39 telegraph.co.uk 11 

telegraph.co.uk 33 Express Online 6 

Express Online 33 The Times (London) 4 

mirror.co.uk 17 mirror.co.uk 4 

The Sunday Times (London) * 15 DAILY MAIL (London) 3 

DAILY MAIL (London) 15 The Daily Telegraph (London) 3 

The Daily Telegraph (London) 15 The Sun (England) 3 

The Sun (England) 14 The Independent - Daily Edition 2 

The Observer(London) 9 The Observer(London) 2 

i-Independent Print Ltd 9 The Sunday Times (London) 2 

The Independent - Daily Edition 9 i-Independent Print Ltd 2 

Daily Mirror 5   

The Express 4   

The Sunday Telegraph (London) 3   

MAIL ON SUNDAY (London) 2   

The People 1   

Sunday Express 1   

 

*sig = statistically significant difference 

* Publications with very low representation in the original set are not present in the subset. 
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