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Abstract: To design and operate energy efficient and comfortable buildings it is important to know 
what the occupants’ preferences for indoor environmental quality would be. These preferences are 
related to a range of personal characteristics that occupants may or may not be willing to share. 
Preparing materials for a forthcoming stated preference discrete choice experiment (SPDCE) inves-
tigating willingness of building occupants to share information, we conducted cognitive-interview 
pretesting with 12 participants to find out whether these materials were interpretable and meaning-
ful. Qualitative analysis identified seven important limitations, including misinterpretations and 
uncertainties arising from language and difficulties imagining the situation and options being de-
scribed. Most participants expressed some desire for a deeper understanding and were not satisfied 
with the choices they were asked to make. We discuss how identifying these limitations assisted in 
refining these SPDCE materials, the potential cognitive interviewing has for enhancing the validity 
of study materials and the importance of better understanding when researching occupant behav-
iours. 

Keywords: cognitive interviewing; discrete choice experiment; indoor environmental quality; pre-
testing; validity 

 

1. Introduction 

It is important to understand human action indoors. The need for establishing a bet-
ter understanding of the effects of multi-domain (thermal, visual, aural, and olfactory) 
environmental and personal stimuli on occupants’ perception and behaviour is now rec-
ognized as critical for the creation of energy efficient buildings that satisfy the current and 
future requirements for comfort [1]. In recent years, the advancement of sensing devices 
[2] and the opportunities provided by information and computing technologies [3], the 
social media and the Internet of Things more broadly [4], have vastly increased the acces-
sibility to data that can potentially lead to such enhanced understanding of human ac-
tions, perceptions, and experiences. These can include data perceived to be both personal 
and private [5-7], such as physiological information (e.g., heart rate, skin temperature) and 
psychological or social information (through self-report – e.g., private life activities, pref-
erences). So, acknowledging that collecting this data is beneficial in achieving important 
applied research objectives, such as designing comfortable, healthy, and carbon-neutral 
indoor environments, it is important to know about what information occupants are will-
ing to share with researchers and under what circumstances [8-10]. With this knowledge, 
studies can be designed that have a real potential to collect useful data with sensitivity to 
the concerns of participants; studies that are ethical and responsible by design [11]. Such 
knowledge is also potentially relevant when applying theory in practice, because even a 
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beneficial product – a ‘smart’ system for thermal efficiency through human behaviour 
prediction, for instance – is of little commercial value if the customer finds the product 
invasive. 

The objective of this article is to report the findings from cognitive interview pretest-
ing conducted in preparation for a stated preference discrete choice experiment (SPDCE) 
investigating willingness to share personal information relevant to indoor environmental 
quality in the workplace [12]. In doing so, we show the utility of this approach in pre-
testing choice experiments, questionnaires, and surveys for their internal and content va-
lidity. 

Choice experiments [13], also known as stated preference discrete choice experiments 
or SPDCE, ask participants to choose between different (hypothetical though realistic) op-
tions where each option is similar but presented as a combination of different attributes 
(features, characteristics) with varying levels (numerical values or qualitative categories). 
The choices made indicate respondents’ relative importance on the attribute levels that 
characterise each option. Choice experiments are particularly useful when real choices 
cannot be studied directly, such as when attributes of options are less manifest (e.g., pri-
vacy, sustainability). Several previous studies have successfully employed choice experi-
ments to identify preferences for alternative options with different levels of privacy and 
security: preferences for security over privacy on UK rail services [14]; preferences for 
consumer-privacy over e-commerce [15]; and preferences for privacy over surveillance 
when choosing an Internet Service Provider [8].   

Pretesting materials for internal and content validity is an important preliminary step 
to survey or questionnaire research [16] and SPDCE [13], in particular [81]. If participants 
consistently misunderstand or reinterpret questions and choice options, then this may im-
pact upon the internal validity of the experiment, the response rates of the survey, prompt 
respondents to use simplifying strategies, select the ‘opt-out’ option (if available), lead to 
non-trading behaviours and missing responses (see, [17]). Choice experiments, like sur-
veys, depend upon the validity of their materials for meaningful estimates, however, the 
use of pretesting for validity is, to our knowledge, more established in certain fields – for 
example, health and healthcare, e.g. [17,18]. It may be the case that researchers using 
stated preference methods, or conducting indoor environmental quality research, may be 
less aware of the benefits of cognitive interview pretesting for improving the validity of a 
study’s materials. In the present study, in addition to prosaic issues relating to clarity of 
presentation, we identified more challenging issues concerning the comprehension and 
interpretation of materials that provide valuable insights into how participants might un-
derstand the collection of sensitive personal information for research and how they ap-
proach the choice task itself. The results highlight the importance of rigorous testing of 
questionnaire material and in particular of the advantages of using cognitive interviews 
in social science - built environment and occupant behaviour research. 

2. Theoretical Background 

2.1. Human Participation in Research on Indoor Environmental Quality  

As with any research activity involving human participation, studies on indoor en-
vironmental quality and comfort are subject to research ethics checks and approval. Typ-
ical in this subject of research [19-20] are field or laboratory studies in which the environ-
mental conditions are monitored, the participants’ subjective votes or opinions are cap-
tured using questionnaire surveys, and objective reactions are recorded through sensory 
equipment (physiological reactions such as skin temperature, heart rate) as well as behav-
ioural reactions (interactions with windows, thermostats, etc.) [21]. Fundamental to our 
current understanding of thermal comfort is the appreciation that the human physiology, 
behaviour, and psychology all have an impact on thermal perceptions [22]. The growing 
evidence of the direct impact of perceived control, expectation, habituation, and adaptive 
actions to the notion of comfort [23] calls for a more holistic exploration of environmental 
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and personal conditions co-present, so that overlapping or masking effects between these 
can be accounted for (see, [20] for a review).  

The interest in potential physiological markers of environmental experience has led 
into examination of a range of possible bio-indicators of environmental perception, that 
express functions of the human body: the immune, the thermal metabolism, the respira-
tory and the cardiovascular systems [24]. These research directions involve the collection 
of personal data, in ways that are — if not invasive — then greatly dependent on close 
monitoring regimes, that often include also wearable sensors. Increased attention is now 
demanded when handling data — of any kind — that can identify individuals and thus 
compliance with the current protocols needs to be upheld, such as the Findable, Accessi-
ble, Interoperable and Reusable (FAIR) principles [25] and the EU General Data Protection 
Regulation (GDPR: [26]). Aside from the ethical issues arising that concern confidentiality 
and data protection, there is a current need to understand the level of willingness that 
different groups of building users share with regards to making personal data available 
for research purposes or for the improvement of real indoor environments [1].   

2.2. Questionnaire Materials, Stated-Choice Experiments and Comprehension 

 
Questionnaire materials are used across a variety of study designs [27]. In the context 

of information privacy and personal data, survey questionnaires have been the standard 
approach in capturing respondents’ privacy concerns, level of trust (e.g., to organisations, 
academic research), and perceptions about control of information using Likert-scale ques-
tions [28]. These sets of questions have been usually linked with a stated intention to dis-
close information and/or antecedents such as age, gender, education qualifications and 
other observed individual characteristics [29]. Structural equation modelling has been the 
workhorse analytical framework, which has been employed to establish associations 
across Likert-scale questions (e.g., trust, concerns), antecedents and stated behavioural in-
tentions to disclose information (e.g., [30, 31]). The key shortcoming of this approach is 
that the stated intention to disclose remains a single question with very limited information 
about the context under which information is disclosed and limited variation regarding 
the circumstances (conditions) under which individuals are asked to disclose information. 
In other words, within a Privacy Calculus model [32] under which individuals weigh the 
risks and benefits from disclosing their personal data, there is only a limited set of risks 
and benefits to be assessed. It is therefore necessary to capture how respondents effec-
tively ‘trade-off’ between the data requirements and the terms under which they disclose 
their data and the potential benefits that doing this may bring (e.g., improving indoor 
environmental qualities). 

Stated choice experiments are based on Random Utility Theory [13,33] and can be 
employed to present variations of personal data requirements to improve real indoor en-
vironments. Aimed at maximizing the benefits of a comfortable indoor environment, our hy-
pothesis is that respondents would place different levels of sensitivity against the type and 
the terms under which their personal data will be monitored/disclosed. For example, data 
requirements to improve indoor environments may range from socio-demographic infor-
mation to activity monitoring (e.g., presence), and physiological data at different levels of 
detail. Also, different organizations may be responsible for the data collection and analy-
sis as well as the terms of collection and use of those data may involve third parties (or 
not) and different levels of control over individuals’ personal data. SPDCE provide the 
theoretical and empirical foundations to construct different scenarios and capture re-
spondents’ sensitivity against data requirements and terms of use of those data by allow-
ing those combinations to be presented in the form of different choice options within a 
hypothetical scenario.  

Stated choice experiments are primarily administered within computer-based, face-
to-face, or online survey questionnaires. Beyond basic guidance [34], response to survey 
questions is a cognitive process that can be inaccurate or biased if a question is unclear or 
being asked in the wrong way, requiring additional cognitive effort [35]. For instance, 
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respondents may judge a question’s importance by its length or give undue attention to 
the most recent item of information presented [36,37]. While these and other effects have 
been studied within the conventions of questionnaire surveys (e.g., opinion questions, 
multiple choice Likert scales), less is known about such cognition effects within choice-
experiments, mainly because qualitative pretesting and cognitive interviews are fre-
quently overlooked. The only exceptions, in which extensive testing of choice experiments 
is taking place, is the subject areas of Health and Healthcare in which there is ample evi-
dence on pretesting and cognitive testing of SPDCE [17]. 

Behavioural Decision Theory [38] identifies a tendency for decision-makers to use 
choice strategies (or heuristics) to trade-off accuracy against cognitive resources. Some 
evidence is available that these trade-offs occur in choice experiments: (a) with attributes 
being neglected or others ‘added up’ to make decisions easier [39] and (b) with greater 
error variance attributable to cognitive load in more complex choice experiments [40]. Be-
yond this trade-off, language – wording of scenarios, attributes, and levels – is a further 
source of potential error. These errors may be due to structural issues (syntax) or social 
norms of questions and answers (pragmatics), but issues of meaning (semantics) are also 
important: the language used in the materials may be vague/ambiguous, include unwar-
ranted presuppositions that bias responses, or include concepts or words unfamiliar to 
the respondent [35], above all technical language that becomes jargon. There may be a lack 
of consensus on the best practices for designing meaningful choice experiments [17,41]; 
qualitative methods can be effective in addressing the problem [42], but cognitive inter-
view pretesting was developed, and is ultimately required, for the purpose of detecting 
these cognitive issues [43]. 

2.3. Cognitive Interview Pre-testing 

 
Cognitive interviewing is a method for identifying and correcting problems with sur-

vey questions [43]. The method originates in the work done by Lessler and colleagues at 
the Questionnaire Design Research Laboratory (QDRL) of the US National Centre for 
Health Statistics [44] following the NCHS Cognitive Aspects of Survey Methodology pro-
ject [45,46]. Cognitive laboratories like QDRL were subsequently established within other 
statistical organisations in the United States, such as the Census Bureau [47]. Researchers 
within these laboratories codified their cognitive interview methods in protocols and 
training manuals (e.g. [48,49]) that became the basis for current paradigms [43,50]; recent 
scholarship puts emphasis on qualitative aspects of the method [51,52].  

A cognitive interview is a person-to-person interview during which the interviewee 
completes the questionnaire materials being tested. The interviewee may be instructed to 
‘think aloud’ – to speak their thoughts aloud – as they complete the survey, and the inter-
viewer may then use ‘verbal probes’ (often questions) to encourage them talk about their 
understanding of the question and how they answered it. In this way, interviewees can 
provide useful information about how they are answering a question that can indicate 
when and how questions are problematic. While cognitive interview pretesting is often 
used in survey research, and some health researchers have made use of the technique to 
develop their choice experiment materials (e.g. [53-56]), we found no instances of occu-
pant behaviour, indoor environmental quality or thermal comfort research reporting cog-
nitive interviewing as a pre-test for choice experiments, and relatively few such studies 
from other fields, such as transport research (e.g., [57]) or environmental economics (e.g., 
[58,59]). 

  

3. Materials and Methods 

3.1. Materials 
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A slide presentation was used to show materials to the participant. The first slide 
showed the instructions for the choice tasks and is shown in Figure 1.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1. Instructions Slide. 

As shown in Table 1, the SPDCE included two groups of attributes: (a) key dimen-
sions related to ‘what type of information’ or personal data may be collected to improve 
indoor environmental qualities using sensors and follow up survey questionnaires, and 
(b) aspects related to ‘who collects and controls the data’ including potential secondary use 
of the data by third parties. The selection of attributes and levels was based on a literature 
review regarding key influencing factors in related choices and several discussion-rounds 
among the researchers involved in the main project establishing the choice experiment 
[12]. 
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Table 1. Attributes and levels in the choice experiment. 

Attribute Levels 

 1 2 3 4 

What information is collected  
  

Demographics  
(e.g. age, gender) 

No Yes   

Psychological parameters through fol-
low up survey questionnaires 

No Yes   

Physical parameters  
(e.g. room temperature, noise level, il-
luminance) 

No Yes   

Activity monitoring  
(e.g. presence, interaction with win-
dows) 

No Yes   

Physiological data  
(e.g. heart rate) 

No Yes   

  
Collection, anonymity and control of 

data 
 

  
Responsible organisation for data col-
lection and use 

Government 
Research  

Institution 
Not-for-profit  
organisation 

For profit  
organisation 

Level of anonymity 

You can be per-
sonally identi-
fied by those 
having access 

to the data 

You can be per-
sonally identi-

fied by the data 
collector only 

You cannot be 
personally 
identified 

 

Level of autonomy 
No control 

over your own 
data 

View your own 
data 

View and de-
lete your own 

data 

View, delete, and 
choose what and 
how often your 
own data can be 

collected 

Other uses of the data None 
Market re-

search 
University re-

search 

Governance and 
policy making (e.g. 

tax savings) 
 
Using the Ngene software [60], a D-efficient experimental design with zero priors 

was employed to generate 60 choices divided into 12 blocks so that each respondent saw 
five (5) choice cards; an example choice task (card) is shown in Figure 2. Each choice card 
included two unlabelled alternatives and an ‘opt-out’ option. 
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Figure 2. Choice Task Slide Example. 

 

3.2. Participants and procedure 

 
This study was ethically approved by the Research Ethics committee of the Welsh 

School of Architecture in summer 2020. Commensurate to a small pre-test, a minimum of 
ten volunteers were sought through a convenience sample. Of 32 University colleagues 
contacted, 12 volunteered and participated. This sample was selected with a view to re-
cruiting both men and women and both researchers and professional services staff (Table 
2). Most were native English speakers, though a few spoke English fluently as a second 
language (#3, #8 and #9). Three, recruited from within the School, had some subject exper-
tise. All were aged between 30 and 49, except for participant #6 who was aged between 50 
and 64.  

 

Table 2. Participants Information. 

Participant Gender Role Education 

1 Female Academic PhD 
2 Female Professional Masters’ 
3 Female Academic PhD 
4 Female Professional Masters’ 
5* Male Academic Masters’ 
6 Male Academic PhD 
7* Female Academic PhD 
8 Female Academic PhD 
9 Male Academic PhD 

10* Male Academic PhD 
11 Male Professional Bachelor’s 
12 Female Academic PhD 

*These participants have some subject expertise. 
 
Interviews took place between June 30th and July 31st, 2020. Due to the COVID-19 

pandemic, interviews were conducted remotely using videocall software and were audio 
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recorded by the interviewer with the participant’s consent. Semi-structured cognitive in-
terviews were conducted, employing a mixture of think-aloud and verbal-probe para-
digms [43]. After obtaining informed consent, the interviewer used the ‘share screen’ func-
tion in the videocall software to display the materials to the participant.  

 1 
The participant was asked to read the content of the first slide (see, Figure 1 – instruc- 2 

tions) and then they were asked questions by the interviewer about the instructions. The 3 
participant was then asked to complete the five choice tasks (on the choice card slides) 4 
and was told they would be asked questions after completing each task. Participants were 5 
not explicitly asked to think aloud whilst answering, but most chose to do so. The ques- 6 
tions asked after each slide were a mixture of pre-prepared and improvised verbal probes, 7 
first to encourage the interviewee to offer their own feedback (e.g. “how did you find 8 
that?”), then to encourage elaboration on specific aspects (e.g., “was there anything you 9 
found particularly easy or difficult?”) or following up on comments (e.g., “why do you 10 
say that?”), and finally probe specific features of the materials (e.g. “what comes to your 11 
mind when you read the phrase ‘activity monitoring’?”). Each interview concluded with 12 
a series of prepared questions concerning all the materials together, after which interview- 13 
ees were thanked for their participation. The interview guide is provided in Appendix A. 14 

 15 

3.3. Analysis 16 

 17 
After each interview, the interviewer wrote notes. In these notes, the interview events 18 

were recorded in sequence, including verbatim (word-for-word) transcription of im- 19 
portant speech only, as recommended [50]. The interviewer’s own interpretations, impres- 20 
sions and ideas arising from the interview were also recorded, so that these were explicit 21 
during analysis. These notes were used as data which was analysed thematically [61]. The 22 
interviewer constructed a thematic table with participant-rows, theme-columns, and pop- 23 
ulated with extracts from the notes, thereby coding the data. At this stage, columns were 24 
considered as both codes and themes. The materials, including parts of the choice tasks, 25 
were used as a coding-frame (e.g., “introductory text”, “activity monitoring”, etc.) to 26 
which was added a small number of codes/themes relevant to elements identified as po- 27 
tentially problematic before the study (e.g., how participants would interpret the word 28 
‘government’). The coding process (comparisons between data and codes/themes) made 29 
issues with questions more salient. As issues became salient, new codes/themes were 30 
identified (e.g., “introduction is difficult to follow”, “activity monitoring not always pic- 31 
tured clearly”). This process of analysis was also informed by Beatty and Willis [43] (pp. 32 
301-302), particularly to identify “whether apparent problems can be logically attributed 33 
to question characteristics” and whether “a reasonable case could be made that respond- 34 
ents in similar circumstances would have similar difficulties responding” while acknowl- 35 
edging that “a claim that this process found “proof” of the problem would overstate the 36 
evidence.” Analysis was recursive, rather than linear [61] with the process of reviewing, 37 
defining, and naming themes undertaken concurrently alongside writing a report docu- 38 
ment for the information of the whole research team. The results section of this article 39 
summarizes the key findings from this report, with sub-headings reflecting key themes. 40 
Prosaic themes (e.g., those concerning only clarity of language or visual presentation) are 41 
not reported in this article. 42 

4. Results 43 

4.1. Instructions Text 44 

4.1.1. Imagining a typical workplace 45 

The introductory text began with the instruction “Imagine that you are at your typi- 46 
cal workplace” (see also Figure 1). Most participants did not mention difficulties, however 47 
some participants had different problems with this instruction. Some found the specific 48 
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instruction – to ‘imagine’ – suggesting invention and, therefore, found it confusing (#6, #7 49 
and #8).1 Others had difficulty imagining the sort of situation being described in the in- 50 
troduction as whole. There was a tendency to describe a ‘typical workplace’ in terms of 51 
an office environment; some participants noted that the phrase “computer-based survey” 52 
implicitly assumes a desktop computer, rather than the multiple devices and hot-desking 53 
sometimes more common in modern workplaces. One participant (#12) denied having 54 
any one workplace environment, instead they worked in “eight different places on a day” 55 
and “didn’t ever sit in ‘an office’” Indeed, some of the difficulties in imagining a typical 56 
workplace could have been due to many participants not using their workplaces during 57 
the national COVID-19 lockdowns, as well as individuals for whom home-working was a 58 
normal practice or for whom work takes place across a range of locations (meeting rooms, 59 
workshops, event spaces, etc.). Indeed, uncertainties arise when a participant’s circum- 60 
stances do not correspond to the prototypical situation depicted [62]. 61 

 62 

4.1.2. Confusion with ‘scenario’ and expectations for the task 63 

The introductory text stated that the participant would be presented with “a scenario 64 
with two options…” and that “we will show you five scenarios in total […] choose the one 65 
you would most likely agree with.” Several participants expressed no issues with this lan- 66 
guage, but it is significant both that two participants (#2 and #8) neglected this infor- 67 
mation, preferring to learn by “seeing what pops up” (as Participant #8 put it), and that 68 
others required additional guidance with the task upon seeing it for the first time (#2, #5 69 
and #7). Two of these three participants (#5 and #7) identified this text as confusing: con- 70 
fusing in terms of the language itself, the differences between ‘scenarios’ and ‘options’, 71 
and in judging how many tasks there would be. Judging the number of tasks could be of 72 
significance because, as Participant #7 reported, they and others might be inclined to rush 73 
their responses if they anticipated many complex tasks to follow. After seeing the task, 74 
these participants also remarked that the scenario actually had three options, not two (be- 75 
cause, in addition to options A and B was option C, which was to choose none of the 76 
options on the card). For instance, Participant #5 observed that “if you say ‘two options’ 77 
this is like you really want […] to get one of the two options and you think that the third 78 
option is not a very good one.” Asking participants about their expectations for the forth- 79 
coming task, some gave fairly accurate descriptions (e.g., #3, #10), but two (#2 and #8) 80 
expressed uncertainty and others described more typical questionnaire materials: vi- 81 
gnettes (#6) and scale responses (#1, #7). This indicates that these participants formed ex- 82 
pectations about the questions using their past experiences with questionnaires rather 83 
than what they had just read. It is also worth noting that some of the participants, being 84 
academic researchers, were likely informed by their relevant experience with question- 85 
naire design and evaluation. However, altogether, the ‘scenario’ and ‘options’ language 86 
was shown to be confusing and not sufficient for introducing the context in the choice 87 
experiment. Choice experiments, or survey questions that similarly reference a context (a 88 
‘scenario’), require clear explanation of this, differentiable from the task itself. This is es- 89 
pecially true where choice tasks are complex or unfamiliar, or the context is beyond nor- 90 
mal daily experience [e.g., 53, 54, 55]. 91 

4.2. Choice Tasks 92 

4.2.1. Uncertainties about information collection can become worrying  93 

The first five choice variables in the task were titled “what information is collected” 94 
and included “psychological parameters through follow up survey questionnaires”, “ac- 95 
tivity monitoring (e.g., presence, interaction with windows)” and “physiological data 96 
(e.g., heart rate)”; each could take the value ‘Yes’ or ‘No’ (see Figure 2, above). Overall, 97 

 
1 “Imagine: (1) to form a mental image of (something not present); (2) suppose, guess; (3) to form a notion of without sufficient basis : FANCY” [62]. 
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participants were uncertain about these variable-concepts, leading some participants to- 98 
wards misinterpretation and doubt. 99 

The absence of examples for ‘psychological parameters’ left participants free to spec- 100 
ulate on what they might be, and answers were usually plausible (e.g., mood, attitudes, 101 
comfort, stress, working practices). However, three participants expressed concern over 102 
more worrying possibilities. Participant #3 was very comfortable about the collection of 103 
physiological data (“I wear a [smart device]; I give a corporation my physiological data 104 
every day”) but said it was a “big question mark” for them as to “how personal” the psy- 105 
chological parameters would be, citing sexual activity as an example: “I would feel quite 106 
uncomfortable sharing that.” Participant #8 described the psychological parameters as one 107 
of their key concerns, citing menstrual cycles and depression history as worrying potential 108 
examples. Participant #6 offered grief and anxiety (alongside attitudes) as examples of 109 
psychological parameters. Participant #8 was concerned that, in such a scenario, their em- 110 
ployer might have access to this sensitive information as part of the study. Both partici- 111 
pants 8 and 10 identified these uncertainties as a reason for not consenting to these options 112 
or “opting out” by choosing option C. 113 

This contrasts with physiological measures, where the single example (‘heart rate’) 114 
tended to define the variable narrowly. Six participants (#4, #6, #8, #9, #10, #11) could give 115 
other plausible examples, but had difficulty doing so and may not have considered other 116 
possibilities had they not been asked to do so. At least two participants (#3 and #5) slipped 117 
into talking about ‘heart rate’ rather than ‘physiological measures’ when talking about 118 
their choices later in the interview. However, like psychological measures, some partici- 119 
pants found the idea of physiological measures “quite intrusive” (#2). 120 

Eight participants seemed clear on what activity monitoring was and what sorts of 121 
activities would be monitored in the scenarios, but four were uncertain about how activity 122 
would be monitored (“you know what’s being collected but you don’t know how”, said 123 
Participant #4). Two participants (#6 and #12) pictured activity monitoring through self- 124 
reports (e.g., diaries) whereas others mentioned electrical sensors monitoring physical ac- 125 
tions. Three participants (#4, #9 and #11) thought of activity monitoring as possibly being 126 
observation using cameras and so considered this ‘monitoring’ potentially invasive; one 127 
participant (#8), while they did not mention cameras, did interpret this variable in terms 128 
of managerial control, including time spent working, on lunchbreak and counting trips to 129 
the bathroom.  130 

Two participants (#5 and #7) expressed similar worries about means of measurement, 131 
but across all information variables. For instance, Participant #7 reflected that the partici- 132 
pants are “not likely to have an understanding of what [the measures] would be unless 133 
[they’d] been involved in this kind of investigation and with [this] kind of equipment […] 134 
you’re probably not clear on what that would actually mean to you […] things like that, I 135 
think, would have to be clear.”  136 

Across these instances, uncertainty ultimately stemmed from lack of knowledge 137 
about the concepts behind the terms used: difficulties thinking of other examples, reliance 138 
upon a single given example, concerns about the worst potential examples, and concerns 139 
about what these concepts represent in practice. Knowledge problems such as these are 140 
commonly found in cognitive pre-testing of survey materials where specialist terminol- 141 
ogy is used or where levels of existing knowledge differ [e.g., 64, 65, 66].  142 

 143 

4.2.2. Inferring legitimacy from data collected 144 

Four participants (#3, #6, #10 and #12) judged the legitimacy of the hypothetical re- 145 
search by the types, and combination, of information collected in the scenarios. Participant 146 
#6 said they were “not really worried about what information you take [but] just take the 147 
right information for the right research.” Likewise, Participant #10 said that the infor- 148 
mation being collected reflected the “quality” of the research and that they were reluctant 149 
to select options where basic information was not being collected. Participant #12 asked 150 
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(rhetorically): “would you want to take part in a piece of research where it wasn’t collect- 151 
ing all the information it needed to?” Participant #3 had similar concerns, but also felt that 152 
a study that did not collect basic information (e.g., demographic data) would not only be 153 
limited but would also present an inaccurate picture of them as an individual, thus mis- 154 
representing them in the research. In presenting this theme, it is important to 155 
acknowledge that these four participants were academics with PhDs, and it was not clear 156 
whether lay participants would evaluate the options in this way. 157 

 158 

4.2.3. Anonymity and autonomy were not very realistic 159 

The last four choice variables in the task were titled “collection, anonymity and con- 160 
trol of data” and included “level of anonymity” and “level of autonomy” as variables. 161 
These variables and their levels were accurately interpreted by participants; however, five 162 
participants found the levels of these variables unrealistic. Participant #5 and Participant 163 
#10 both considered the level of non-anonymous studies (‘you can be personally identified 164 
by those who have access to the data’) as unusual; Participant #5 questioned the need for 165 
any non-anonymous studies in these scenarios. For autonomy, Participant #6 reasoned 166 
that having ‘no control over your own data’ would be illegal: “inherently you have control 167 
over your data […] in any instance where you’re doing research – you have control over 168 
your data, and anybody who says [otherwise] would not be telling the truth.” Applying 169 
this logic, Participant #6 neglected the autonomy variable when making choices, saying 170 
when asked about it that “maybe I didn’t read [about autonomy] and maybe I kind of just 171 
glossed over it assuming that as soon as I give my data away I can have it back – I can get 172 
it deleted.” Participant #11, identifying both anonymity and autonomy as unrealistic, said 173 
that if legislation was taken into account, there would be “massive issues” with the lower 174 
levels of autonomy/anonymity given. In consequence, Participant #11 approached the 175 
tasks as hypotheticals (which they termed ‘trolley problems’ or ‘thought experiments’). 176 
By contrast, Participant #7 found high level autonomy strange, saying that they had never 177 
been given control over their own data as a research participant in the past and so did not 178 
have any expectations that this would be possible in the scenario options. This is im- 179 
portant, because it shows that while researchers might be acutely aware of the issues 180 
around participant autonomy, participants may not always be made aware of their own 181 
autonomy. More generally, the issue we identified was not that these concepts were diffi- 182 
cult but that our descriptions of them were difficult to take seriously, leading to the po- 183 
tential for some respondents to under-emphasise them as a factor in their decision-mak- 184 
ing. This can also arise as the scenario becomes more hypothetical [e.g., 53; see also 67]. 185 

 186 

4.2.4. Over-interpretation of the ‘responsible organisation’ and ‘other-use’ information 187 

The last four choice variables in the task also included a ‘responsible organisation for 188 
data collection and use’ variable – levels: government, for profit organisation, not-for- 189 
profit organisation, research institution – and an ‘other uses of the data’ variable – levels: 190 
none, market research, university research, governance-and-policymaking (e.g., tax sav- 191 
ings. Participant interpretations of these variables and levels were broadly accurate, but 192 
they often desired more precise descriptions or over-interpreted this information to facil- 193 
itate decision-making. 194 

Five participants (#3, #5, #8, #10 and #12) found ‘research institute’ to overlap with 195 
both ‘for profit organisation’ and ‘not-for-profit organisation’, either because they as- 196 
sumed that these organisations were research institutes before seeing the separate ‘re- 197 
search institute’ level in subsequent tasks, or because the concepts were not distinct for 198 
them (some framing ‘research institutes’ as for-profit or not-for-profit organisations). 199 
Likewise, ‘government’ was considered vague by four participants (#5, #8, #9 and #11) 200 
both because it “can be anything, at any level” (#9) and because they found it difficult to 201 
imagine government being interested in improving their indoor work environments 202 
through research (#3, #5 and #9). Two participants (#3 and #8) expressed preferences for 203 
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knowing the specific commercial organisations involved, because otherwise, as Partici- 204 
pant #8 said, “I don’t know what they’re covering! I don’t know what a for profit organi- 205 
sation is […] that’s simply too vague!” 206 

Many participants seemed to use a combination of their prior expectations, the ‘re- 207 
sponsible organisation’ and the ‘other uses of the data’ to infer the existence of third-party 208 
organisations or to divine the nature of the ‘responsible organisation’ in the research. 209 
From prior expectations, some participants reasonably assumed that their employer 210 
would be involved in any workplace research (#3 and #5) and one participant assumed 211 
that the ‘responsible organisation’ would be commissioning a university to conduct the 212 
research (#7). Participant #10 interpreted ‘research institute’ as a private-sector firm when 213 
the ‘other use’ was market research, and so inferred that they would be “more driven by 214 
providing information which can help people sell more things rather than necessarily […] 215 
making things better.” Similarly, Participant #11 interpreted ‘not-for-profit organisation’ 216 
and ‘policy and governance’ as an indicator that the government was driving the research 217 
because “the not-for-profit would be set up possibly just for the purposes of investigating 218 
these spaces or with a broader remit but for them to be feeding into [the] government level 219 
[…] I’d presume it was some kind of spinoff.” Participant #8 reasoned that if both parties 220 
“have equal access to use the data, [then] it’s basically the same” as ownership of the data, 221 
and that if a commercial organisation had access to the data “then it’s out on an open 222 
market, isn’t it, being traded; and if it is freely tradeable, I’d want to know.” Using similar 223 
logic, Participant #9 linked market research purposes to receiving ‘scam’ telephone calls 224 
because such a call is evidence that “someone has shared that phone number with some- 225 
one else.” Likewise, Participant #10 worried about the wider distribution of the data for 226 
the combination of ‘government’ as responsible organisation and ‘university research’ as 227 
the other data-use, because (he reasoned) governments usually make their data freely 228 
available, so universities might not be the only organisations able to use the data.  229 

As expressions of attitudes, these interpretations show unfavourable attitudes to- 230 
wards for-profit organisations, and particularly market research, affecting judgements 231 
about their ulterior motives and data-security practices. More broadly, however, partici- 232 
pants showed a need for more detailed information on these variables to make their 233 
choices, using their attitudes and inferences to fill this gap. 234 

 235 

4.2.5. Why is the information being collected? 236 

Eight participants (#1, #2, #3, #4, #6, #7, #10 and #12), at some point in the interview, 237 
asked why the information was being collected. This showed that this was an important 238 
question in guiding their choices and one for which they did not have an answer. This 239 
was strange because the research-purposes were stated clearly in the introductory text:  240 

“This information would help to improve the indoor environmental quality in terms 241 
of temperature, air quality, light, and sound; and reduce the energy consumption of your 242 
workplace.”  243 

Three participants (#5, #8 and #9) recalled this information and were satisfied with it. 244 
At least two participants (#2 and #4) did not recall this information from the introduction, 245 
leading to difficulties when making their choices. These participants tended to report ne- 246 
glecting this information when reading the introduction, either because of the way it was 247 
phrased (#2) or because the long, dense sentences in the other parts of the introduction 248 
distracted them (#4). Two participants, asking ‘why is this information being collected’ 249 
and, on being shown the introduction a second time, claimed to remember this infor- 250 
mation but added either that they had not made a mental ‘link’ to the current task (#3) or 251 
that it was insufficient for the current task (#12). Three participants (#6, #7 and #10) 252 
claimed to recall the information during the task, but with manifest difficulty. Participant 253 
#6 had only a vague recollection of the purposes given in the introduction, whereas Par- 254 
ticipant 7 and Participant 10 both recalled the purposes from the introduction in broad 255 
terms, but had difficulty recalling them during the tasks themselves, especially with ‘other 256 
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uses of the data’ present (see 3.2.4., above). So, the broad purposes given in the introduc- 257 
tion may have been insufficient for making sense of the options as they were presented. 258 
As Participant #12 said when shown the introduction for a second time:  259 

“I knew that’s what you were collecting, it still doesn’t necessarily say why they’re 260 
doing it – who are they doing that for? […] I mean I understand the purpose is to lower 261 
energy consumption – I don’t know why they are doing it in this context – I don’t know 262 
what the ultimate purpose is […] and that’s what was in my head [during the task].” 263 

5. Discussion 264 

 265 
Building operation leads to greenhouse gases emissions, contributing to global 266 

warming and climate change [68]. Emissions due to buildings are partly attributable to 267 
indoor comfort: maintaining optimum environmental conditions for human occupants 268 
[69]. Therefore, it is vital to fully understand occupant needs in order to optimally balance 269 
sustainability and comfort: in how buildings are designed and operate and how they in- 270 
corporate information technologies. However, the advancement of information technolo- 271 
gies brings this goal closer at the risk of violating personal privacy, because the access to 272 
information required to study and control indoor environments is also access to infor- 273 
mation about what people experience in private spaces. The purpose of this research is to 274 
understand the influences on willingness to share this information, specifically the influ- 275 
ences of either the types of information collected (physical, behavioural, psychological) or 276 
the conditions of information collection (anonymity and autonomy). At the same time, it 277 
is crucial to evaluate the validity of materials provided to participants. Therefore, in the 278 
part of this project presented here, we used cognitive interview pretesting [43] to find out 279 
whether our materials for a choice experiment would be meaningful and interpreted cor- 280 
rectly by participants. We interviewed 12 participants and analysed this qualitative data 281 
thematically, identifying seven important ways in which our materials appeared to be 282 
limited. These included potential problems communicating the research scenarios to the 283 
participants and unanticipated ways in which scenarios were interpreted. Overall, most 284 
participants expressed a desire for a deeper understanding of the research being described 285 
in the scenarios and, finding the information provided to be unclear or limited, were not 286 
satisfied with the choices they were asked to make. 287 

 288 
At a basic level, this study identified several practical issues with the clarity and in- 289 

terpretability of our materials, which we then addressed by revising them (revised mate- 290 
rials are presented in Appendix B). Useful feedback concerning essential clarity of the ma- 291 
terials (e.g., language quality, presentation on the page) we addressed with re-wording 292 
and basic format changes. Those more serious issues, those reported in this article, were 293 
addressed through careful re-wording. The psychology of questionnaire response identi- 294 
fies the importance of clear wording [35] and, through cognitive interviewing, we identi- 295 
fied several ways in which we could make our labelling of attributes and levels less am- 296 
biguous so avoid misinterpretation. As a result of this process, the levels of the attribute 297 
‘organisations responsible for data collection’ were further specified: ‘research institute’ 298 
became ‘university/research institute’, to emphasise the pure-research aspect of this cate- 299 
gory, and ‘government’ became ‘government department’ to differentiate this from polit- 300 
ical or local government.2 To avoid worry that a scenario option might involve sensitive 301 
psychological information collection, ‘attitudes’ and ‘personal preferences’ were given as 302 
examples, and multiple examples were provided to guide interpretation of all those infor- 303 
mation types that this study considered as important to collect and analyse. To clarify 304 
what was meant in terms of imagining a ‘typical workplace’, which was problematic be- 305 
cause some participants were currently working in an atypical workplace (from their 306 

 
2 Currently, according to the website for the UK government, there are 43 government departments of the national government, each of which differ from parliament, 

local government and regional devolved government [70]. 
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homes during the COVID 19 pandemic) or did not have any one typical workplace, we 307 
specified this as their ‘typical office-based workplace.’ Although these changes are partic- 308 
ular to the present study, application of cognitive interview pre-testing can help to iden- 309 
tify likewise the particular issues of interpretability for other choice experiments and sur- 310 
vey questionnaires. 311 

 312 
Previous studies of cognitive aspects of choice experiments indicated heuristic deci- 313 

sion-making [39] and this is one interpretation of the way in which some participants re- 314 
interpreted the materials in order to make sense of them. The first of these issues identified 315 
here was the way in which participants had difficulties understanding what the ‘scenario’ 316 
in the instructions was and, therefore, the difficulty they had in contextualising the 317 
choices. To address this, we simplified the instructions and presented them alongside an 318 
example of a choice card, so that participants could easily see the correspondence between 319 
the scenario described and the choices they were being asked to make. We also simplified 320 
the term by using ‘scenario’ as synonymous with ‘option’ and, therefore, to refer to the 321 
three options on each choice card. We also revised the instructions to emphasise the pur- 322 
pose of the scenario research and link it to the choice cards by presenting an example 323 
choice card between the two paragraphs. Two of the themes from this study were not 324 
recognised as problems but, instead, as clues concerning how participants made their de- 325 
cisions. That the legitimacy of the scenario could be inferred from the data collected was 326 
recognised as a legitimate choice strategy and not something to be ‘fixed’. Similarly, that 327 
participants used the ‘other use’ of the data to infer the existence of secondary organisa- 328 
tion in the research was recognised and incorporated into the materials explicitly, by re- 329 
phrasing this attribute as “secondary use of the data by a third-party organisation”, in 330 
contrast to the ‘responsible organisation’, which was rephrased as “responsible organisa- 331 
tion for data collection and primary use.” This has the added benefit of reemphasising the 332 
primary use, to explicitly identify the primary actor in the scenario with the rationale in 333 
the instructions (now phrased as “to adjust the indoor environment to improve your com- 334 
fort level and reduce the energy consumption in your workplace”). While our focus was 335 
on choice experiment materials, cognitive interview pretesting can facilitate identification 336 
of similar problems of interpretation and answering that arise when respondents com- 337 
plete a survey: whether they are engaging, and in the right ways, with the intended ques- 338 
tions. In this way, the present study has been particularly useful in uncovering these prob- 339 
lems in the context of building occupant privacy and energy behaviours, providing an 340 
evidence-informed ‘starting point’ for future work in this area.  341 

 342 
The primary purpose of this research was to refine our choice experiment materials. 343 

However, some qualitative insights were also present in our results, at least as initial in- 344 
dications of the face validity of our materials with respect to our research questions. For 345 
instance, the types of information collected were important both in so far as they were not 346 
too invasive (or were not collected in an invasive manner, such as direct observation) and 347 
in so far as they represented a sound basis for collecting a full, representative set of re- 348 
search data. Also, it was important that participants trusted the responsible organisations 349 
and attributed to them acceptable motives, and that there was no diminution in this when 350 
they inferred the existence of any secondary organisation whose trustworthiness or mo- 351 
tives might differ. Had participants not identified these issues spontaneously, we might 352 
question whether our materials were assessing variables/attributes relevant to topics of 353 
research. In this way, cognitive interviewing, as a qualitative method, is useful in provid- 354 
ing empirical evidence on the applicability of instruments in specific contexts. In the pre- 355 
sent study, we have provided a foundation for pursuit of studies relevant to privacy and 356 
buildings by providing empirical evidence of what language ‘works’ in the context of pri- 357 
vacy, buildings and occupant behaviours more generally.  358 

 359 
With respect to the design of effective research, our findings are a demonstration of 360 

the benefits of cognitive interviewing as a form of pretesting. While most often used in 361 
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questionnaire research, we have shown them applicable to refining materials for SPDCEs, 362 
particularly in so far as our revisions make attributes and levels more conceptually dis- 363 
crete. Our pretesting complemented further pilot testing that took place independently, 364 
offering unique insights on the effectiveness of the experiment design. As our choice ex- 365 
periment was intended for both lay and expert participants, our choice to interview aca- 366 
demics and university-based professionals was not only convenient but also provided in- 367 
formation indicative of lay and expert samples. It also had the added benefit of providing 368 
feedback from our peers, in addition to their responses as participants. However, it is im- 369 
portant to acknowledge that while our sample may have been suitable in these respects, 370 
it was a sample of convenience and, ideally, purposive, or representative sampling should 371 
be made to sample according to the research question or to represent diversity in a group 372 
[27]. Our research was limited in some other respects. Cognitive interviews are necessarily 373 
qualitative and so include the same advantages and limitations [71]. Most salient is the 374 
extent to which our findings are necessarily interpretations and so should not be taken to 375 
be generalisable propositions, and this was not the object of this study. The principal aim 376 
of the study was to conduct a qualitative investigation towards the design of a choice 377 
experiment aimed to examine occupant behaviours under which achieving thermal com- 378 
fort may involve different levels of threats to privacy and personal information. The qual- 379 
itative work presented in this study helped to improve the framing of the experiment, the 380 
wording of the attributes and levels and the overall presentation of the decision-making 381 
context. 382 

 383 
One individual conducted interviews and analysed the data; with respect to analysis, 384 

this has the advantage of interpretative clarity but at the cost of the credibility provided 385 
by tempering interpretations through consensus across analysts [72]. Finally, cognitive 386 
interview findings can be verified and enhanced by conducting further interviews 387 
(‘rounds’) using the revised materials [43]; this was not possible in the present research 388 
for practical reasons. 389 

 390 
There is emerging evidence that in research topics concerned with human percep- 391 

tions of the environmental experience the risk of misinterpretation of questionnaire word- 392 
ing is significant. This is particularly a concern in cross-national research when translated 393 
versions of the ‘same’ questionnaire are used to offer participants research material in 394 
their native language, as research has shown these translations may deviate in meaning 395 
from the original [73-76]. Findings also point out to more systemic both semantic and 396 
symbolic issues with questionnaire or survey research, as contextual factors seem to in- 397 
fluence participants’ interpretation of words or rating scales, in ways that are not always 398 
predictable or manageable with common translating protocols [20]. Such patterns or risks 399 
of ambiguity must be addressed prior to conducting the surveys so that research findings 400 
are not skewed by influences that are embedded in the data collection processes used. 401 

 402 
Another key issue is the use of technical terms; these are useful to specialists but are 403 

jargon when they are abstruse [77]. Where jargon is not obvious, it may be interpreted 404 
through the vernacular or dictionary-definition of the words used [78], leading to answers 405 
at crossed purposes with the researcher’s intent. Even when technical terms are generally 406 
understood, their use can often discourage the reader [79]. The terminology of energy re- 407 
search raises these difficulties [80], particularly to the extent that commonplace words are 408 
given more particular definitions. While one may be advised against the use of jargon 409 
[e.g., 35], its presence is not always obvious to researchers fluent in the terminology, and 410 
cognitive pre-testing can help identify the presence or absence of jargon in materials.  411 

 412 
Our study highlights the importance of establishing and confirming the decision con- 413 

text, wording of attributes and levels, and overall framing of the experiment through a 414 
qualitative investigation [42, 81], namely cognitive interviews [43]. The research findings 415 
presented herein support the idea that cognitive testing has the potential to identify and 416 
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address areas of uncertainty or ambiguity that would otherwise only be detected after 417 
data collection. The techniques discussed above have also the potential to help disentangle 418 
some of the confusion identified in past studies that may be attributed to linguistic issues, 419 
if done retrospectively and when sufficient demographic information is available for the 420 
participants’ population. Such approaches have the potential to provide further human 421 
insights on such bias, by targeting specific groups of participants that share specific char- 422 
acteristics of interest e.g., thermal history and level of acclimatization. There is inarguably 423 
a limit on the potential that such approaches can hold on understanding other types of 424 
‘outliers’, for which other strategies would be needed such as those discussed in [82]. The 425 
opportunity to review and verify observed effects via cognitive testing after data collec- 426 
tion has been completed may be vastly beneficial, but implications related to anonymity 427 
and the associated ethical practicalities of returning to particular subgroups of a study’s 428 
sample would have to be considered and addressed.  429 
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Appendix A: Interview Guide 452 

 453 
1. Introductions and thank participant. 454 
2. Briefing on study. 455 
3. Confirm consent to participate and to be audio recorded. 456 
4. Present instructions slide. 457 
[Wait for them to read the text; listen to their speak-aloud.] 458 

> ”How did you find that?” 459 
> “Was there any part you had to go back and re-read” 460 
> “Was that easy or difficult to follow?” 461 
> “How sure are you that you understood the text” 462 
> “Could you describe to me what the ‘scenario’ is, in your own words? 463 
> “What will you be doing next [for this task]?” 464 

5. Are you happy to move on to the next task? 465 
6. Present first choice card. 466 
[Wait for them to make choice; listen to their speak-aloud.] 467 

> “What was your choice?” 468 
> “How did you find that?” 469 
> “How did you make your choice?” 470 
> “Was there anything you found particularly easy or difficult?” 471 
> “What comes to mind for [word/phrase from the card]?” 472 
> “What does [word/phrase from the card] mean here?” 473 
> “Can you give me some other examples of [word/phrase from the card]?” 474 
> “Would you be able to suggest anything we could change or add to make this 475 

task easier?” 476 
7. Repeat step ‘6’ for all choice cards. 477 
8.Tell participant these are questions, about the tasks in general. 478 

> “How did you find making the comparisons between options?” 479 
  > “Why do you think that was?” 480 
> “Did you feel the characteristics were realistic?” 481 
> “Did you understand each of the characteristics and the text?” 482 
  > “Which parts were not clear?” 483 
> “When you made your choices, which information was most (least) important 484 

to you?” 485 
 9. Obtain participant information (as final questions). 486 

> “What is your age” [18-29, 30-49, 50-64, 65+]? 487 
> “What is your highest level of education?” 488 

10. Thank participant for their help, ask if they have any final thoughts or questions, 489 
and end call. 490 

  491 
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Appendix B: Original and Revised Materials 492 

 493 
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Figure B1. Original instructions text 512 
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Figure B2. Original choice card (example) 531 
 532 
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Figure B3: Revised instructions text 559 
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Figure B4: Revised choice card 585 
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Table B1. Revised attributes and levels in the choice experiment. 

Attribute Levels 

 1 2 3 4 

What information is collected  
  

Demographics  
(e.g. age, gender) 

No Yes   

Psychological parameters through fol-
low up survey questionnaires (e.g. per-
sonal preferences and attitudes) 

No Yes   

Physical parameters 
(e.g. room temperature, noise level, il-
luminance) 

No Yes   

Activity monitoring  
(e.g. presence, interaction with win-
dows) 

No Yes   

Physiological data  
(e.g. heart rate, body temperature) 

No Yes   

  
Who collects and controls the data  

  

Responsible organisation for data col-
lection and primary use 

Government 
Department 

University/Re-
search Institu-

tion 

Not-for-profit  
organisation 

For profit  
organisation 

Level of anonymity 

You can be per-
sonally identi-
fied by those 
having access 

to the data 

You can be per-
sonally identi-

fied by the data 
collector only 

You cannot be 
personally 
identified 

 

Level of autonomy 
No control 

over your own 
data 

View your own 
data 

View and de-
lete your own 

data 

View, delete, and 
choose what and 
how often your 
own data can be 

collected 

Secondary use of the data by third 
party organisations 

None 
Market re-

search 
University re-

search 

Governance and 
policy making (e.g. 

tax savings) 

 587 

  588 



21 
 

 

References 589 

 590 
1. O'Brien, W.; Wagner, A.; Schweiker, M.; Mahdavi, A.; Day, J.; Kjærgaard, M. B.; ... Berger, C. Introducing IEA EBC Annex 79: 591 

Key challenges and opportunities in the field of occupant-centric building design and operation. Build Environ 2020, 178, 106738.  592 
doi.org/10.1016/j.buildenv.2020.106738 593 

2. Dong, B.; Kjærgaard, M.; De Simone, M.; Burak Gunay, H.; O’Brien, W.; Mora, D.; Dziedzic, J;, Zhao, J. Sensing and Data Ac- 594 
quisition. In: Exploring occupant behavior in buildings: methods and challenges; Wagner, A., O’Brien, W., Dong, B. Eds.; Springer 595 
International Publishing: Switzerland, 2018. 596 

3. Merabet, G. H.; Essaaidi, M.; Haddou, M. B.; Qolomany, B.; Qadir, J.; Anan, M.; ... Benhaddou, D. Intelligent building control 597 
systems for thermal comfort and energy-efficiency: A systematic review of artificial intelligence-assisted techniques. Renew Sust 598 
Energ Rev 2021, 144, 110969.  doi.org/10.1016/j.rser.2021.110969 599 

4. Kim, J.; Schiavon, S.; Brager, G. Personal comfort models–A new paradigm in thermal comfort for occupant-centric environ- 600 
mental control. Build Environ 2018, 132, 114-124. doi.org/10.1016/j.buildenv.2018.01.023 601 

5. Day, J. Survey Stories and Lessons Learned in Occupant Behavioral Research. In: Exploring occupant behavior in buildings: methods 602 
and challenges; Wagner, A., O’Brien, W., Dong, B. Eds.; Springer International Publishing: Switzerland, 2018. 603 

6. Chen, C.; Schweiker, M.; Day, J. (2018) Ethics and Privacy. In: Exploring occupant behavior in buildings: methods and challenges. 604 
Wagner, A., O’Brien, W., Dong, B. Eds.; Springer International Publishing, Switzerland, 2018. 605 

7. Gaber, M. M.; Aneiba, A.; Basurra, S.; Batty, O.; Elmisery, A. M.; Kovalchuk, Y.; Rehman, M. H. U. Internet of Things and data 606 
mining: From applications to techniques and systems. Wires Data Min Knowl 2019, 9, e1292.  doi.org/10.1002/widm.1292 607 

8. Potoglou, D.; Dunkerley, F., Patil, S., & Robinson, N. (2017). Public preferences for internet surveillance, data retention and 608 
privacy enhancing services: Evidence from a pan-European study. Computers in Human Behavior, 75, 811-825. 609 

9. Schubert, R.; Koumoutsakos, P.; Arampatzis, G.; Wang, Y.; Hug, F.; Marinica, I. Are People Willing to Share Their Personal 610 
Data? Insights from Two Survey Studies. ETH Zürich Working Paper, 2018. doi.org/10.3929/ethz-b-000318354 611 

10. Gopal, R. D.; Hidaji, H.; Patterson, R. A.; Rolland, E.; Zhdanov, D. How much to share with third parties? User privacy concerns 612 
and website dilemmas. Mis Quart 2018, 42, 143-163. doi.org/10.25300/MISQ%2F2018%2F13839 613 

11. Cavoukian, A. (2012). Operationalizing Privacy by Design: A Guide to Implementing Strong Privacy Practices.  Information 614 
and Privacy Commissioner: Ontario, Canada. Available online: https://collections.ola.org/mon/26012/320221.pdf (accessed on 615 
28 May 2021). 616 

12. Schweiker, M. et al.. 2021 A79-WTS: Occupants willingness to share information for improved comfort and energy efficiency. 617 
[Digital]. Available at: https://osf.io/XXXXX (tbc) 618 

13. Hensher, D.; Rose, J.; Greene, W. Applied Choice Analysis, 2nd ed. Cambridge: Cambridge University Press, United Kingdom, 619 
2015. doi.org/10.1017/CBO9781316136232.018 620 

14. Potoglou, D.; Robinson, N.; Kim, C. W.; Burge, P.; Warnes, R. Quantifying individuals’ trade-offs between privacy, liberty and 621 
security: The case of rail travel in UK. Transport Res A-Pol 2010, 44, 169-181. doi.org/10.1016/j.tra.2009.12.006 622 

15. Potoglou, D.; Palacios, J. F.; Feijóo, C. An integrated latent variable and choice model to explore the role of privacy concern on 623 
stated behavioural intentions in e-commerce. Journal of choice modelling 2015, 17, 10-27. doi.org/10.1016/j.jocm.2015.12.002 624 

16. Willis, G. B. Questionnaire Pretesting. In: The SAGE Handbook of Survey Methodology; Wolf, C., Joye, D., Smith, D., Fu, Y. Eds.; 625 
SAGE: London, United Kingdom, 2016. doi.org/10.4135/9781473957893 626 

17. Pearce, A.; Harrison, M.; Watson, V.; Street, D.; Howard, K.; Bansback, N.; Stirling, B. Respondent Understanding in Discrete 627 
Choice Experiments: A Scoping Review. Patient 2021, 14, 17–53. doi.org/10.1007/s40271-020-00467-y 628 

18. Colbert, C. Y.; French, J. C.; Arroliga, A. C.; Bierer, S. B. Best practice versus actual practice: an audit of survey pretesting prac- 629 
tices reported in a sample of medical education journals. Med Educ Online 2019, 24, 1673596, 630 
doi.org/10.1080/10872981.2019.1673596 631 

19. Humphreys, M.; Nicol, F.; Roaf, S. Adaptive thermal comfort: foundations and analysis. Routledge: Abingdon, United Kingdom, 632 
2016. doi.org/10.4324/9781315765815 633 

20. Schweiker, M.; Ampatzi, E.; Andargie, M. S.; Andersen, R. K.; Azar, E.; Barthelmes, V. M.; ... Zhang, S. Review of multi‐domain 634 
approaches to indoor environmental perception and behaviour. Build Environ 2020, 176, 106804. doi.org/10.1016/j.build- 635 
env.2020.106804 636 

21. Day, J. K.; McIlvennie, C.; Brackley, C.; Tarantini, M.; Piselli, C.; Hahn, J.; ... Pisello, A. L. A review of select human-building 637 
interfaces and their relationship to human behavior, energy use and occupant comfort. Build Environ 2020, 178, 106920. 638 
doi.org/10.1016/j.buildenv.2020.106920 639 

22. Schweiker, M.; Huebner, G. M.; Kingma, B. R.; Kramer, R.; Pallubinsky, H. Drivers of diversity in human thermal perception– 640 
A review for holistic comfort models. Temperature 2018, 5, 308-342. doi.org/10.1080/23328940.2018.1534490 641 

23. Schweiker, M.; Brasche, S.; Bischof, W.; Hawighorst, M.; Wagner, A. Explaining the individual processes leading to adaptive 642 
comfort: Exploring physiological, behavioural and psychological reactions to thermal stimuli. J Build Phys 2013, 36, 438-463. 643 
doi.org/10.1177/1744259112473945 644 

24. Xiong, J.; Lian, Z.; Zhou, X.; You, J.; Lin, Y. Potential indicators for the effect of temperature steps on human health and thermal 645 
comfort. Energ Buildings 2016, 113, 87-98. doi.org/10.1016/j.enbuild.2015.12.031 646 

25. Inau, E. T.; Sack, J.; Waltemath, D.; Zeleke, A. A. Initiatives, Concepts, and Implementation Practices of FAIR (Findable, Acces- 647 
sible, Interoperable, and Reusable) Data Principles in Health Data Stewardship Practice: Protocol for a Scoping Review. JMIR 648 
Res Protoc 2021, 10, e22505.  doi.org/10.2196/22505 649 



22 
 

 

26. European Union. L119. Official Journal of the European Union. 2016, 59, 1-132. Available online: https://eur-lex.europa.eu/legal- 650 
content/EN/TXT/?uri=OJ:L:2016:119:TOC (accessed on 28 May 2021). 651 

27. Bryman, A. Social Research Methods, 4th ed.; Oxford University Press: Oxford, United Kingdom, 2012; pp. 59-77, 160-206.  652 
28. Bergström, A. (2015). Online privacy concerns: A broad approach to understanding € the concerns of different groups for dif- 653 

ferent uses. Comput Hum Behav 2015, 53, 419-426. doi.org/10.1016/j.chb.2015.07.025 654 
29. Dinev, T.; Hart, P. An extended privacy calculus model for e-commerce transactions. Inform Syst Res 2006, 17, 61-80. 655 

doi.org/10.1287/isre.1060.0080 656 
30. Heirman, W.; Walrave, M.; Ponnet, K.; Van Gool, E. Predicting adolescents' willingness to disclose personal information to a 657 

commercial website: testing the applicability of a trust-based model. Cyberpsychology: J. Psychosoc. Res. Cyberspace 2013, 7. 658 
doi.org/10.5817/CP2013-3-3 659 

31. Mariani, M. M.; Ek Styven, M.; Teulon, F. Explaining the intention to use digital personal data stores: An empirical study. 660 
Technol Forecast Soc 2021, 166, 120657. doi.org/10.1016/j.techfore.2021.120657 661 

32. Smith, H. J.; Dinev, T.; Xu, H. Information privacy research: an interdisciplinary review. Mis Quart 2011, 35, 989-1016. 662 
doi.org/10.2307/41409970 663 

33. McFadden, D. Conditional logit analysis of qualitative choice behaviour. In: Frontiers in Econometrics; Zerembka, P. Ed.; Aca- 664 
demic Press: New York, USA, 1974, pp. 105-142. 665 

34. Stone, D. H. Design a questionnaire. Bmj Brit Med J 1993, 307, 1264-1266. doi.org/10.1136/bmj.307.6914.1264 666 
35. Tourangeau, R.; Rips, L. J.; Rasinski, K. The Psychology of Survey Response. Cambridge University Press: Cambridge, United 667 

Kingdom, 2000. 668 
36. Krosnick, J. A.; Li, F.; Lehman, D. R. (1990). Conversational conventions, order of information acquisition, and the effect of base 669 

rates and individuating information on social judgments. J Pers Soc Psychol 1990, 59(6), 1140-1152. doi.org/10.1037/0022- 670 
3514.59.6.1140 671 

37. Krosnick, J.; Presser, S. Question and Questionnaire Design. In: Marsden P.; Wright J. Eds.; Handbook of Survey Research. Emerald 672 
Publishing Limited: Bingley, United Kingdom, 2010. 673 

38. Payne, J. W.; Bettman, J. R.; Johnson, E. J. (1992). Behavioral decision research: A constructive processing perspective. Annu Rev 674 
Psychol 1992, 43, 87-131. doi.org/10.1146/annurev.ps.43.020192.000511 675 

39. Hensher, D. A. How do respondents process stated choice experiments? Attribute consideration under varying information 676 
load. J Appl Econom 2006, 21(6), 861-878. doi.org/10.1002/jae.877 677 

40. Caussade, S.; de Dios Ortúzar, J.; Rizzi, L. I.; Hensher, D. A. Assessing the influence of design dimensions on stated choice 678 
experiment estimates. Transport Res B-Meth 2005 39, 621-640. doi.org/10.1016/j.trb.2004.07.006 679 

41. Helter, T. M.; Boehler, C. E. H. Developing attributes for discrete choice experiments in health: a systematic literature review 680 
and case study of alcohol misuse interventions. J Subs Use 2016, 21, 662-668. doi.org/10.3109/14659891.2015.1118563 681 

42. Coast, J.; Al‐Janabi, H.; Sutton, E. J.; Horrocks, S. A.; Vosper, A. J.; Swancutt, D. R.; Flynn, T. N. (2012). Using qualitative methods 682 
for attribute development for discrete choice experiments: issues and recommendations. Health Econ 2012, 21, 730-741. 683 
doi.org/10.1002/hec.1739 684 

43. Beatty, P. C.; Willis, G. B. Research synthesis: The practice of cognitive interviewing. Public Opin Quart 2007, 71, 287-311. 685 
doi.org/10.1093/poq/nfm006 686 

44. Lessler, J. T.; Tourangeau, R.; Salter, W. Questionnaire design in the cognitive research laboratory. Vital and Health Statistics. 687 
Series 6, No.1 (HSS Publication No. PHS – 1076). US Government Printing Office: Washington DC, USA, 1989.  Available 688 
online: https://stacks.cdc.gov/view/cdc/11198 (accessed on 28 May 2021). 689 

45. Campanelli, P. Testing Survey Questions: New directions in Cognitive Interviewing. Buletin de Méthodologie Sociologique 1997, 690 
55, 5-17. doi.org/10.1177/075910639705500103 691 

46. Presser, S.; Couper, M.; Lessler, J.; Martin, E.; Martin, J.; Rothgeb, J.; Singer, E. Methods for Testing and Evaluating Survey 692 
Questions. In: Methods for Testing and Evaluating Survey Questionnaires; Presset et al. Eds.; John Wiley & Sons: Hoboken, New 693 
Jersey, USA, 2004. 694 

47. Martin, E.; Schechter, S.; Tucker, C. Interagency Collaboration among the Cognitive Laboratories: Past Efforts and Future Op- 695 
portunities. In: Statistical Policy Working Paper 28, 1998 Seminar on Interagency Coordination and Cooperation. April 1999. 696 
Federal Committee on Statistical Methodology, Office of Management and Budget, Washington DC. pp. 359-387. 697 

48. DeMaio, T.; Mathiowetz, N.; Rothgeb, J.; Beach, M. E.; Durant, S. Protocol for pretesting demographic surveys at the Census Bureau. 698 
US Bureau of the Census: Washington, DC, USA, 1993.  Available online: https://www.census.gov/library/working-pa- 699 
pers/1993/adrm/sm93-04.html (accessed on 28 May 2021). 700 

49. Willis, G. B. Cognitive interviewing and questionnaire design: A training manual. US Department of Health and Human Services, 701 
Centers for Disease Control and Prevention, National Center for Health Statistics: Hyattsville, MD, USA, 1994. 702 

50. Willis, G. B. Cognitive interviewing: A tool for improving questionnaire design. Sage Publications: Thousand Oaks, California, USA, 703 
2005. 704 

51. Boeije, H.; Willis, G. The Cognitive Interviewing Reporting Framework (CIRF). Methodology 2013, 9, 87-95. doi.org/10.1027/1614- 705 
2241/a000075 706 

52. Collins, D. Cognitive interviewing practice. Sage Publications: Thousand Oaks, California, USA, 2014. 707 
53. Vass, C.; Rigby, D.; Payne, K. (2019). “I Was Trying to Do the Maths”: exploring the impact of risk communication in discrete 708 

choice experiments. The Patient-Patient-Centered Outcomes Research 2019, 12, 113-123. doi.org/10.1007/s40271-018-0326-4 709 



23 
 

 

54. Uy, E. J. B.; Bautista, D. C.; Xin, X.; Cheung, Y. B.; Thio, S. T.; Thumboo, J. Using best-worst scaling choice experiments to elicit 710 
the most important domains of health for health-related quality of life in Singapore. PloS one 2018, 13, e0189687. 711 
doi.org/10.1371/journal.pone.0189687 712 

55. Goddard, F. G.; Delea, M. G.; Sclar, G. D.; Woreta, M.; Zewudie, K.; Freeman, M. C. Quantifying user preferences for sanitation 713 
construction and use: Application of discrete choice experiments in Amhara, Ethiopia. Trop Med Int Health 2018, 23, 1364-1373. 714 
doi.org/10.1111/tmi.13163 715 

56. Barber, S.; Bekker, H.; Marti, J.; Pavitt, S.; Khambay, B.; Meads, D. Development of a Discrete-Choice Experiment (DCE) to elicit 716 
adolescent and parent preferences for hypodontia treatment. The Patient-Patient-Centered Outcomes Research 2019, 12, 137-148. 717 
doi.org/10.1007/s40271-018-0338-0 718 

57. Potoglou, D.; Whitmarsh, L.; Whittle, C.; Tsouros, I.; Haggar, P.; Persson, T. To what extent do people value sustainable-re- 719 
sourced materials? A choice experiment with cars and mobile phones across six countries. J Cleaner Prod 2020, 246, 118957. 720 
doi.org/10.1016/j.jclepro.2019.118957 721 

58. Lew, D. K. Discounting future payments in stated preference choice experiments. Resour Energy Econ 2018, 54, 150-164. 722 
doi.org/10.1016/j.reseneeco.2018.09.003 723 

59. Liu, T. M. Using RPL model to probe trade-offs among negative externalities of controlling invasive species. Sustainability 2019, 724 
11, 6184. doi.org/10.3390/su11216184 725 

60. Choice-Metrics. Ngene 1.0.2 User Manual and Reference Guide: The cutting edge in experimental design. 2010. 726 
61. Braun, V.; Clarke, V. Using thematic analysis in psychology. Qual Res Psychol 2006, 3, 77-101. doi.org/ 727 

10.1191/1478088706qp063oa 728 
62. Schober, M. F.; Conrad, F. G.; Fricker, S. S. Misunderstanding standardized language in research interviews. Appl Cogn Psychol, 729 

2004, 18, 169–188. doi.org/10.1002/acp.955 730 
63. Merriam-Webster. Available online: https://www.merriam-webster.com/dictionary/imagine (accessed on 28 May 2021). 731 
64. Willson, S. Cognitive Interview Evaluation of the 2008 National Health Interview Survey Supplement on Immunizations & Cancer Screen- 732 

ings, 2007, Available online: https://wwwn.cdc.gov/QBANK/report/Willson_NCHS_2007_NHISHPVSupplement.pdf (accessed 733 
on 09 Dec 2021). 734 

65. Lake, A.A.; Speed, C.; Brookes, A.; Heaven, B.; Adamson, A.J.; Moynihan, P.; … McColl, E. Development of a series of patient 735 
information leaflets for constipation using a range of cognitive interview techniques: LIFELAX. BMC Health Serv Res 2007, 7. 736 
doi.org/10.1186/1472-6963-7-3 737 

66. Belzer, F.; Schmidt, S.; Lucius-Hoene, G.; Schneider, J. F.; Orellana-Rios, C. L.; Sauer, S. Challenging the Construct Validity of 738 
Mindfulness Assessment—a Cognitive Interview Study of the Freiburg Mindfulness Inventory. Mindfulness 2013, 4, 33–44. 739 
doi.org/10.1007/s12671-012-0165-7 740 

67. Scott, K.; Ummer, O.; LeFevre, A. E. The devil is in the detail: reflections on the value and application of cognitive interviewing 741 
to strengthen quantitative surveys in global health. Health Policy Plan, 2021, 36, 982–955. doi.org/10.1093/heapol/czab048 742 

68. Lucon, O.; Ahmed, A. Z.; Akbari, H.; Bertoldi, P.; Cabeza, L. F.; … Vilariño, M. V. Buildings. In: Climate Change 2014: Mitigation 743 
of Climate Change. Contribution of Working Group III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change; 744 
Edenhoefer, O. R.; Pichs-Madruga, Y.; Sokona, E.; … Minx, J. C. Eds.; Cambridge University Press, Cambridge, United Kingdom 745 
and New York, NY, USA, 2014. Available online: https://www.ipcc.ch/site/assets/uploads/2018/02/ipcc_wg3_ar5_chapter9.pdf 746 
(accessed on 28 May 2021). 747 

69. Ürge-Vorsatz, D.; Danny Harvey, L. D.; Mirasgedis, S.; Levine, M. D. Mitigating CO2 emissions from energy use in the world's 748 
buildings. Build Res Inf 2007, 35, 379-398. doi.org/10.1080/09613210701325883 749 

70. How Government Works. Available online: https://www.gov.uk/government/how-government-works (accessed on 28 May 750 
2021). 751 

71. Trafimow, D. Considering quantitative and qualitative issues together. Qual Res Psychol 2014, 11, 15-24. 752 
doi.org/10.1080/14780887.2012.743202 753 

72. Elliott, R.; Fischer, C. T.; Rennie, D. L. Evolving guidelines for publication of qualitative research studies in psychology and 754 
related fields. Brit J Clin Psychol 1999, 38, 215-229. doi.org/10.1348/014466599162782 755 

73. Pitts A. The languages and semantics of thermal comfort. In: Proceedings of NCEUB conference: comfort and energy use in 756 
buildings – getting them right, Cumberland Lodge, Windsor, UK, 27–30 April 2006. 757 

74. Rijal, H. B.; et_al. A comparison of the winter thermal comfort of floor heating systems and air conditioning systems. In: 5th 758 
International Building Physics Conference, Kyoto, 2012.  759 

75. Khatun, A.; Hasib, M. A.; Nagano1, H.; Taimura1, A. Differences in reported linguistic thermal sensation between Bangla and 760 
Japanese speakers. J Physiol Anthropol 2017, 36:23. doi.org/10.1186/s40101-017-0139-5 761 

76. Ampatzi, E.; Schweiker, M.; Teli, D. On the linguistic challenges of cross-national research in thermal comfort: The effects of 762 
language choices in Greek and Swedish thermal perception questionnaires used in two large-scale surveys conducted two dec- 763 
ades apart. In: 11th Windsor Conference on Thermal Comfort, Windsor, United Kindgorm, April 2020. Available online: 764 
http://orca.cf.ac.uk/132614/1/WC2020_Ampatzi.Teli.Schweiker.pdf (accessed on 28 May 2021). 765 

77. Bennett, K. English academic style manuals: A survey. J Engl Acad Purp 2009, 8, 43-54. doi.org/10.1016/j.jeap.2008.12.003 766 
78. Venhuizen, G. J.; Hut, R.; Albers, C.; Stoof, C. R.; Smeets, I. Flooded by jargon: how the interpretation of water-related terms 767 

differs between hydrology experts and the general audience. Hydrol Earth Syst Sci 2019, 23, 393-403. doi.org/10.5194/hess-23- 768 
393-2019 769 

https://doi.org/10.1186/1472-6963-7-3
https://doi.org/10.1007/s12671-012-0165-7


24 
 

 

79. Shulman, H. C.; Dixon, G. N.; Bullock, O. M.; Colón Amill, D. The effects of jargon on processing fluency, self-perceptions, and 770 
scientific engagement. J Lang Soc Psychol 2020, 39, 579-597. doi.org/10.1177/0261927X20902177 771 

80. Sovacool, B. K.; Axsen, J.; Sorrell, S. Promoting novelty, rigor, and style in energy social science: towards codes of practice for 772 
appropriate methods and research design. Energy Research & Social Science 2018, 45, 12-42. doi.org/10.1016/j.erss.2018.07.007 773 

81. Kløjgaard, M. E.; Bech, M.; Søgaard, R. Designing a stated choice experiment: the value of a qualitative process. Journal of Choice 774 
Modelling 2012, 5, 1-18. doi.org/10.1016/S1755-5345(13)70050-2 775 

82. O’Brien, W.; Schweiker, M.; Day, J. K. Get the picture? Lessons learned from a smartphone-based post-occupancy evaluation. 776 
Energy Research & Social Science 2019, 56, 101224. doi.org/10.1016/j.erss.2019.101224 777 


