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Abstract: Effective simulation methods are becoming critically essential for the analysis of integrated energy systems (IESs) to reveal the interactions of multiple energy carriers. The incorporation of various energy technologies and numerous controllers make the IES a heterogeneous system, which poses new challenges to simulation methods. This paper focuses on the simulation of an IES with hybrid continuous-discrete properties and heterogeneous characteristics. First, a modified third-order quantized state system (MQSS3) method is proposed for the simulation of district heating systems (DHSs), in which quantized state system (QSS) and time-discretized integration are integrated to efficiently manage numerous discrete control actions. Second, an event-driven framework is established to integrate MQSS3 into the simulation of the electricity-heat integrated energy system (EH-IES). This framework enables the adoption of the most suitable models and algorithms for different systems to accommodate the heterogeneous properties of an IES. Case studies of an EH-IES with maximum 80% PV penetration and 210 buildings demonstrate that the dynamic interactions between the DHS and the power distribution network are accurately illustrated by the proposed simulation methods, in which MQSS3 indicates the highest simulation efficiency. It is also demonstrated in the simulation results that...
the flexibility from DHS can be utilized as demand-side resource to support the operation of power distribution network in aspects such as consuming the surplus PV generations.
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## Nomenclature

### Abbreviations

**Abbreviations**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>𝒏עצ</td>
<td>First, second, third and 𝑖 th-order derivatives of the state variables 𝒙𝒅</td>
</tr>
<tr>
<td>𝒊全面发展</td>
<td>First and second-order derivatives of the quantized state variables 𝒒𝒅</td>
</tr>
<tr>
<td>HTF</td>
<td>Heat transfer fluid</td>
</tr>
<tr>
<td>DG</td>
<td>Distributed generation</td>
</tr>
<tr>
<td>EB</td>
<td>Electric boiler</td>
</tr>
<tr>
<td>EPS</td>
<td>Electric power system</td>
</tr>
<tr>
<td>DHS</td>
<td>District heating system</td>
</tr>
<tr>
<td>NGS</td>
<td>Natural gas system</td>
</tr>
<tr>
<td>EH-I Electro-energy system</td>
<td>Electricity-heat integrated energy system</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>HTF</td>
<td>Heat transfer fluid</td>
</tr>
<tr>
<td>𝒒ił</td>
<td>The element with the largest absolute value in vector 𝒙𝒅(3)</td>
</tr>
<tr>
<td>𝒙ił</td>
<td>Next control states and previous control states</td>
</tr>
<tr>
<td>𝒛ί</td>
<td>Current update time and step size for the next internal update step in the DHS (s)</td>
</tr>
<tr>
<td>𝒙ił</td>
<td>Occurrence time of the state event of state variable 𝑖 and current simulation time (s)</td>
</tr>
<tr>
<td>Ωcsv</td>
<td>Value of the quantum</td>
</tr>
<tr>
<td>Ωcsv</td>
<td>Admittance matrix, bus voltages and injection currents of power networks</td>
</tr>
<tr>
<td>Ωcsv</td>
<td>Exact solutions of the state variables</td>
</tr>
<tr>
<td>Ωcsv</td>
<td>Local truncation error and global error</td>
</tr>
<tr>
<td>Ωcsv</td>
<td>The current value of discrete variable 𝑘 and the value of discrete variable 𝑘 when event B was last triggered</td>
</tr>
<tr>
<td>Ωcsv</td>
<td>The value of algebraic variable 𝑘 at the current time and the value of algebraic variable 𝑘 when event A was last triggered</td>
</tr>
</tbody>
</table>

### Sets

**Sets**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>𝒕i</td>
<td>State</td>
</tr>
<tr>
<td>𝒕i</td>
<td>Current update time and step size for the next internal update step in the EPS (s)</td>
</tr>
<tr>
<td>𝒕i</td>
<td>Occurrence time of the state event of state variable 𝑖 and current simulation time (s)</td>
</tr>
<tr>
<td>𝒕i</td>
<td>Current update time and step size for the next internal update step in the EPS (s)</td>
</tr>
</tbody>
</table>

### Indices

**Indices**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>Indices of the pipelines, from 1 to 𝑁𝑝</td>
</tr>
<tr>
<td>β</td>
<td>Indices of the EBs, from 1 to 𝑁s</td>
</tr>
<tr>
<td>γ</td>
<td>Indices of the buildings and fan coil units, from 1 to 𝑁b</td>
</tr>
<tr>
<td>𝑖, 𝑗</td>
<td>Indices of the state and quantized variables in the DHS, 𝑁𝑝, 𝑁s, 𝑁b, 𝑁q</td>
</tr>
<tr>
<td>𝜺</td>
<td>Local truncation error and global error</td>
</tr>
</tbody>
</table>

### Parameters

**Parameters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>𝑁</td>
<td>Total number of pipelines, EBs, buildings and state variables</td>
</tr>
</tbody>
</table>

### Notes

- **𝒙**(1) & 𝒧**(2) & 𝒧**(3): First, second, third and 𝑖 th-order derivatives of the state variables 𝒙𝒅.
- **𝒒**(1) & 𝒒**(2): First and second-order derivatives of the quantized state variables 𝒒𝒅.
- ** wxT**(min)**: The element with the largest absolute value in vector 𝒙𝒅.(3).
- **(errorMessage)**: Next control states and previous control states.
1. Introduction

With increasing concern on energy sustainability, conventional individual energy systems are evolving toward integrated energy systems (IESs), which are a promising paradigm for provid-
ing economic and environmental benefits by coordinating multiple energy carriers [1]. Consequently, IESs have become increasingly complex with the incorporation of different energy technologies such as various energy sources, networks, demands, and energy conversion devices. These complexities pose new challenges for IESs in terms of the system operation [2], design [3][4], analysis [5] and control [6]. Particularly, driven by the electrification of end-user energy consumption, electric networks are more closely coupled with other types of energy demands, such as heat, in communities and urban areas [7]. In this condition, district heating systems (DHSs) for residential heating become an impactful load of electric power systems (EPSs), introducing various influencing factors such as ambient temperature, building parameters, and user behaviors into the EPS. These factors make the loads from heat demand significantly different from the regular electric loads and are generally treated as uncertainties in the operation of EPSs [8]. Meanwhile, inertia of heat networks and demand response of heat users can provide flexibility to the EPSs [9].

In the energy sector, simulation methods have been extensively studied and developed for individual energy systems of electric power, district heating, and natural gas, providing a valuable foundation for the study of IES dynamic simulations. For EPSs, transient simulation methods mainly employ differential algebraic equations (DAEs) to describe the electrical and mechanical dynamics [10]. Variable-step algorithms have been proven effective in enhancing the simulation efficiency of multi-scale power systems, where the size of integration step can be adaptively adjusted according to the time constant [11]. DHSs are usually modeled using partial differential equations (PDEs). Numerical methods, such as the implicit upwind method, are commonly adopted to solve the DHS models [12]. PDEs are also used to describe the dynamics of compressible gas flows in natural gas systems (NGSs), where the method of characteristics and the centered implicit difference algorithm have been successfully applied as solvers [13]. The intensive
interactions between the EPS and DHS make it possible to improve the economic and environmental performance of the IES, while posing new challenges and requirements on the simulation methods.

Although these methods have provided a foundation, there remain challenges to the simulation of IESs. The first concerns the heterogeneous characteristics resulting from the integration and coupling of multiple energy carriers. The time constants of the dynamics of electricity, heating, and natural gas vary from milliseconds to hours [14]. It is difficult for using a single algorithm to cover a wide range of time-scales while balancing the accuracy and speed. Moreover, the mathematical definitions and properties of the components of these systems are also quite different [15], which may present distinctive requirements for the solving algorithms. A unified framework that is compatible with different models and algorithms is required for the integration of multi-scale and multi-disciplinary energy dynamics in IESs.

A popular technique used to address the heterogeneous properties of an IES is the decoupling simulation method. For example, a two-time-scale method was developed in [16] for hybrid natural gas and electricity systems, where the dynamics of an EPS, NGS, and microturbines were considered. In [17], a model considering the dynamics of natural gas, electric power, and thermal energy was established and solved using a three-time-scale method based on the singular perturbation theory. In [15], an individual-based model was applied to analyze the heterogeneous dynamics of an IES under conditions of disturbances and faults, where the IES was divided into several individuals that interact with each other at fixed time intervals. In [18], an agent-based modeling method was developed for microgrids to realize the coupled dynamic behaviors of generators, energy storage devices and communication infrastructures. An event-driven co-simulation framework for interconnected power systems and communication networks was proposed in [19], which enabled the precise simulation of interactions among different components.
such as power systems and communication networks.

The second challenge concerns the emerging hybrid continuous-discrete property within IESs. Many new technologies, such as smart control agents [20] and decentralized edge computing devices [21], are being used in IESs to exploit their intelligence properties. Compared with physical energy flows, cyber infrastructure, such as local temperature controllers, generally follows a completely different discrete behavior pattern. The discrete actions of numerous controllers consequently affect the dynamics of energy flows. In this case, the IES should be modeled as a hybrid system considering the cyber-physical interactions, in which discrete control events are triggered when specific energy states accumulate to a certain extent [22]. However, most conventional simulation algorithms are based on time discretization, which means that the frequent detection and location of discrete events significantly decrease the simulation efficiency [23]. Therefore, conventional methods cannot adequately address the simulation of an IES with hybrid continuous-discrete properties.

From a mathematical point of view, the simulation of hybrid continuous-discrete systems such as IESs can be defined as a series of initial value problems separated by events that lead to discrete changes. These events can be divided into time and state events. The exact occurrence time of a time event is scheduled in advance, while that of a state event is implicit because its occurrence is determined by the specific system states and thus more difficult to handle [24]. Quantized state system (QSS) simulation methods provide an effective way to simulate systems dominated by discrete features. State events can be precisely detected and processed with less computational effort compared with classic time-discretized integration methods. The basic idea can be illustrated using the first-order QSS (QSS1) method, which replaces the conventional time-discretization with the quantization of state variables [25]. Furthermore, high-order QSS methods have been investigated in [26] to enhance the accuracy and efficiency, while demonstrating
their feasibility in real applications such as simulations of phase-locked loop circuits [27] and power electronic systems [28]. Therefore, QSS methods can be considered as an alternative to time-discretized methods for the effective simulation of an IES with hybrid properties.

Despite the research efforts placed on the decoupling methods to solve IESs with heterogeneous characteristics resulting from the integration of multiple energy carriers, few studies have been oriented on the hybrid continuous-discrete properties brought by cyber devices. Although QSS methods have been used to solve the systems dominated by discrete properties, their applicability and adaptability have not been fully investigated in the IESs. A vital research gap exists in the methods to effectively simulate IESs with heterogeneous characteristics and hybrid continuous-discrete properties.

This paper proposes a simulation method for an electricity-heat integrated energy system (EH-IES) with hybrid continuous-discrete properties. The third-order QSS (QSS3) method is modified to solve a DHS with local temperature controllers, and subsequently applied for the co-simulation of an EH-IES under an event-driven framework. The study of this paper provides an efficient simulation method for highly-coupled EH-IES and can be used as an effective tool for the operation analysis, strategy verification, flexibility evaluation, etc. The main contributions are summarized as follows:

1) The modified QSS3 (MQSS3) method is developed for the simulation of a DHS with numerous local controllers. Compared with the conventional QSS3, MQSS3 combines QSS and time-discretized integration, and adopts an event detection and location mechanism to manage the numerous discrete controller actions. A higher efficiency is achieved with the proposed method in the simulation of DHS.

2) An event-driven framework is established to integrate MQSS3 in the EH-IES simulation. The
two subsystems, namely the EPS and DHS, are respectively solved using MQSS3 and time-discretized algorithms, and interact with each other through an event-driven interface. This framework enables the adoption of the most suitable models and algorithms for different systems to accommodate the heterogeneous properties.

3) Dynamic simulations of an EH-IES are performed using the proposed simulation method to demonstrate its advantages in efficiency. The results also prove that the proposed method accurately reveals the interactions between the thermal and electric dynamics, and can be utilized as an effective tool to analyze the potential of flexible cooperation of EPS and DHS.

The remainder of this paper is organized as follows. Section 2 presents the detailed modeling method for an EH-IES with hybrid continuous-discrete dynamics. Section 3 presents the methodology of MQSS3. Section 4 presents an event-driven simulation framework that integrates MQSS3 with conventional algorithms. Case studies are presented in Section 5 to verify the effectiveness of the proposed method. The discussion and conclusion are presented in Section 6.

2. Modeling of an EH-IES with hybrid continuous-discrete dynamics

2.1. Configuration of the EH-IES

Figure 1 shows a conceptual diagram of an EH-IES with power distribution networks, heat networks, electric heat sources, indoor fan coil units, and local controllers. It should be noted that there may be hundreds of buildings in a similar type as the heat loads. The power distribution network delivers electricity from the external power grid and distributed generators (DGs) to the electric loads. Electric boilers (EBs), which act as impacting electric loads, are used to supply thermal energy to buildings via the DHS pipelines for room heating. At the source and consumer side, many local temperature controllers participate in heat management to improve user experience. For example, the controller of the EB monitors the outlet temperature of the
heat transfer fluid (HTF) and controls the heating state of the EBs. The controller of the building monitors and adjusts the indoor temperature by switching on or off the fan coil unit. The interactions between the two networks through coupling components can provide flexibility to smooth the fluctuations in the power distribution network, which are brought by the uncertainties of electric power output from renewable DGs such as photovoltaic (PV) units and wind turbines.

**Fig. 1. Conceptual diagram of an EH-IES.**

Detailed dynamic models of EPS and DHS should be constructed to consider the power fluctuations from PV units in the EPS, as well as the thermal energy storage potential from the pipelines and buildings in the DHS. The thermal storage potential is considered as virtual energy storage in the operation of EPS [29]. In this study, the simulation models include the DGs with controllers, electricity-heat coupling components, thermal inertia of networks, user-side buildings, and local temperature controllers. The functions of local temperature controllers in the DHS are to maintain temperature within certain range as well as enhance flexibility of the EPS. Commands from the controllers are determined by the system states such as flow rate and indoor
temperature, and in return affect the variation of the states in both the DHS and EPS. Hence, the
discrete behaviors of the controllers are highly coupled with the energy flows of the EH-IES,
making the dynamic models of the entire system sophisticated to be solved by classic integration
algorithms.

2.2. Hybrid modeling methodology of the EH-IES

In this section, the hybrid continuous-discrete model of EH-IES is established and the coupling
variables between the DHS and EPS are identified. The electricity-heat coupling dynamics are
mainly described by conventional continuous models. The control systems are modeled based
on simplified control strategies to describe the discrete properties of EH-IES.

2.2.1. Modeling of the heat networks

The dynamic model of pipelines is generally constructed using PDE, as shown in appendix A1.
This PDE can be transformed into ordinary differential equations using the semi-discretized up-
wind schemes [12] [30], as shown below:

$$
\rho_p c_p A_p^\alpha \frac{dT_{p,n}}{dt} + c_p g_p \frac{T_{p,n} - T_{p,n-1}}{\Delta x} + \frac{1}{R_p^\alpha} (T^a - T_{p,n}) = 0
$$

(1)

where $T_{p,n}$ is the temperature of control volume $n$ of the pipeline; $n = 1, 2, ..., N_\alpha$ denotes the
number of control volume; $N_\alpha$ is the number of control volumes of pipeline $\alpha$; $\Delta x$ is the spatial
step; $\rho_p$ is the density of the HTF; $c_p$ is the specific heat capacity of the HTF; $A_p^\alpha$ is the diameter
of the pipeline and $A_p^\alpha = \frac{\pi}{4} (D_p^\alpha)^2$; $D_p^\alpha$ is the diameter of pipeline; $R_p^\alpha$ is the thermal resistance of
the pipeline; $T^a$ is the ambient temperature; $g_p^\alpha$ is the mass flow rate of the HTF flowing through
pipeline $\alpha$.

The heat network model can be obtained by combining (1) with the system topology. The
boundary conditions are given by the flow continuity equations. The temperature of the HTF
leaving a node is calculated as the mixture temperature of the incoming flows [31]. Taking pipeline \(\alpha\) as an example, its boundary condition is expressed as [32]:

\[
T_{\alpha,0}^P = T_{\alpha}^n
\]  

(2)

where \(T_{\alpha}^n\) is the temperature of the node connected to the inlet of pipeline \(\alpha\).

2.2.2. Modeling of the controllable EBs

The thermal response of the HTF in the EBs is taken for example to describe the thermal inertia characteristics [33], as shown in (3). As shown in (4), the heat power is influenced by the voltage fluctuations of the EPS as well as the number of active heating units.

\[
c_p m_{\beta}^s \frac{dT_{\beta}^{s,\text{out}}}{dt} = Q_{\beta}^s - c_p g_{\beta}^s (T_{\beta}^{s,\text{out}} - T_{\beta}^{s,\text{in}})
\]

(3)

\[
Q_{\beta}^s = \frac{N_{\beta}^s (U_{\beta}^s)^2}{R^s}
\]

(4)

where \(m_{\beta}^s\) is the mass of the HTF stored in EB \(\beta\); \(T_{\beta}^{s,\text{in}}\) and \(T_{\beta}^{s,\text{out}}\) are the inlet and outlet temperatures of EB \(\beta\), respectively; \(g_{\beta}^s\) is the mass flow rate of the HTF flowing through EB \(\beta\); \(Q_{\beta}^s\) is the heat power; \(N_{\beta}^s\) is the number of active heating units; \(U_{\beta}^s\) is the voltage of the electricity node connected to EB \(\beta\); \(R^s\) is the resistance of a heating unit; \(c_p\) is the specific heat capacity of the HTF.

The control objective of an EB is to ensure that the outlet temperature is maintained within a predefined range. The EBs are assumed to consist of a group of heating units, through which the heat power can be adjusted. A simple on/off control strategy is described by (5). The temperature is kept within the predefined interval by increasing or decreasing the number of active heating units when the outlet temperature reaches the lower or upper limits.
\[ N^s_\beta = \begin{cases} 
N^s_\beta - 1, & T^s_{\beta,\text{out}} > T^s_{\beta,\text{max}} \\
N^s_\beta + 1, & T^s_{\beta,\text{out}} < T^s_{\beta,\text{min}} \\
N^s_\beta, & \text{else}
\end{cases} \] (5)

where \( T^s_{\beta,\text{max}} \) and \( T^s_{\beta,\text{min}} \) are the upper and lower limits of the outlet temperature, respectively.

### 2.2.3. Modeling of the heat loads with controllers

The heat load is modeled as a process in which a controllable fan coil unit dissipates heat to the indoor environment of a building with thermal inertia. An equivalent thermal model is adopted to establish the relations of the supply and return temperatures of the heat load, as shown below [33]:

\[
c_p m^f\gamma \frac{dT^f_{\text{out}}}{dt} = c_p g^f(\gamma)(T^f_{\gamma,\text{in}} - T^f_{\gamma,\text{out}}) - S^f_{\gamma} Q^f_{\gamma}
\] (6)

\[
Q^f_{\gamma} = K^f_{\gamma} A^f_{\gamma} \left( \frac{T^f_{\text{in}} - T^f_{\text{out}}}{2} - T^b_{\gamma} \right)
\] (7)

where \( m^f_{\gamma} \) is the mass of the HTF stored in fan coil unit \( \gamma \) installed in building \( \gamma \); \( T^f_{\gamma,\text{in}} \) and \( T^f_{\gamma,\text{out}} \) are supply and return temperatures of fan coil unit \( \gamma \), respectively; \( Q^f_{\gamma} \) is heat power produced by fan coil unit \( \gamma \); \( S^f_{\gamma} \) is a Bool variable indicating the switch status; \( K^f_{\gamma} \) is heat transfer coefficient of the fan coil unit; \( A^f_{\gamma} \) is radiating area of the fan coil unit; \( g^f_{\gamma} \) is the mass flow rate of the HTF flowing through fan coil unit \( \gamma \); \( T^b_{\gamma} \) is indoor temperature of building \( \gamma \); \( c_p \) is the specific heat capacity of the HTF.

An isothermal air volume with a specific heat capacity is used to model the heated zones in each building. A first-order thermal model is adopted to describe the dynamic thermal process of an indoor environment, which can be expressed as follows:

\[
\rho_a c_a V^b_{\gamma} \frac{dT^b_{\gamma}}{dt} = S^f_{\gamma} Q^f_{\gamma} - K^b_{\gamma} V^b_{\gamma} (T^b_{\gamma} - T^a)
\] (8)

where \( \rho_a \) is the density of indoor air; \( c_a \) is the specific heat capacity of indoor air; \( K^b_{\gamma} \) and \( V^b_{\gamma} \) are
volumetric heat index and peripheral volume of building $\gamma$, respectively.

The fan coil unit consists of a fan and a coil. The function of the fan is bringing heat from the coil into building and the coil is a closed pipe connecting the heating supply and return networks. The local temperature controller of the building is responsible for maintaining the indoor temperature within the comfortable range by switching on/off the fan coil unit in the room. The control logic is defined as follows:

$$S_f^\gamma = \begin{cases} 
0, & T_b^{\gamma} > T_{b,\text{max}}^{\gamma} \\
1, & T_b^{\gamma} < T_{b,\text{min}}^{\gamma} \\
S_f^\gamma, & \text{else}
\end{cases}$$

(9)

where $T_{b,\text{max}}^{\gamma}$ and $T_{b,\text{min}}^{\gamma}$ are the upper and lower limits of the indoor temperature, respectively. This simplified on/off control strategy is taken as an example to represent the discrete properties in the system [34]. Other control strategies that are more complicated can be handled in simulations in a similar way.

2.2.4. Modeling of the power distribution networks

Several properties should be considered when modeling the power distribution networks, including the volt-ampere relations, network topologies, mechanical and control processes of the DGs, and power fluctuations. Based on the detailed models reported in [10], a compact expression for the electric power distribution network model in an EH-IES can be written as follows:

$$\begin{align*}
\dot{x}_e &= f_e(x_e, y_e) \\
0 &= g_e(x_e, y_e, u_d^c)
\end{align*}$$

(10)

where $f_e$ and $g_e$ represent the differential and algebraic constraints in the network, respectively; The differential variables $x_e$ describe the dynamic process of various devices in distribution systems, such as the controller of distributed generators, the mechanical transient of rotating machines, etc. The algebraic equations mainly describe the constraints of distribution networks, which can be written as:
where \( Y \) represents the admittance matrix of power distribution network determined by line parameters and electric loads; \( U \) represents the bus voltages in the network; \( I \) represents the injection currents in the network. The relations among the algebraic variables of the EPS, such as the bus voltages and electric loads, are also included in the algebraic equations of (10). \( \mathbf{u}_d^c \) represents the vector of coupling variables between the DHS and EPS, i.e., electric loads of EBs connected to the power distribution network.

2.3. Holistic model description of an EH-IES

Equations (1) – (10) capture both the continuous and discrete dynamics of an EH-IES, which can be combined to formulate the entire model of the EH-IES according to the topological constraints, as shown in Fig. 2.

As illustrated in Fig. 2, the models of the DHS and EPS are derived from Section 2.2. \( f_d \) represents the differential equations containing the loads, sources, and networks of the DHS. \( g_d \) represents the flow continuity equations describing the topology constraint of the DHS. The continuous state variables and discrete variables of the controllers are denoted by \( x_d \) and \( u_d \), respectively. \( z_d \) represents the discrete logic of the controllers, indicating that the next control states
$u_d$ are dependent on the previous control states $u_d^-$. The DHS and EPS are coupled via $u_d^c$ and $u_e^c$, indicating that the electric voltage in the EPS affects the heating power of the EBs in the DHS, and in return, the control states of the EBs determine the load of the power distribution network.

3. QSS methods for the simulation of a DHS

3.1. Basic concept of the QSS method

In this section, the basic ideas of QSS methods are firstly analyzed to reveal their problems when applying in the simulation of EH-IES. QSS methods can be used as an alternative class of numerical integration methods to conventional time-discretized algorithms. In the QSS methods, a state variable does not change until its variation quantity exceeds a predefined unit, that is, the quantum. Considering the first-order ordinary differential equation group $\dot{x} = f(x, t)$ as an example, the QSS replaces the state variables $x$ by the quantized variables $q$ to obtain the state-quantization model, as shown below:

$$\dot{x} = f(q, t)$$ (12)

The value of $q$ is determined by the quantization function, which is exclusively designed using different QSS algorithms. For example, QSS1 employs a quantization function, as shown below:

$$q_i(t) = \begin{cases} x_i(t), & |x_i(t) - q_i(t)| \geq \Delta Q \\ q_i(t^+_i), & \text{otherwise} \end{cases}$$ (13)

where $x_i$ and $q_i$ are the $i$th elements of vectors $x$ and $q$; $\Delta Q$ is the quantum; $t^+_i$ is the last update time of $q_i$. As defined in (13), $q_i$ is updated when the difference between $x_i$ and $q_i$ reaches a quantum. Hence, with the QSS1 method, $q_i$ follows a piecewise constant trajectory and $x_i$ follows a piecewise linear trajectory [25]. The next update time of the quantized variables, denoted by $t^N_i$, can be obtained from (14).

$$t^N_i = \min \{t^N_i \mid |x_i(t^N_i) - q_i(t^N_i)| = \Delta Q, t^N_i > t \}$$ (14)
When applying QSS3 to a hybrid system consisting of numerous coupled continuous and discrete variables, as in the case of an EH-IES, the solving of (14) requires many repetitions and is thus time-consuming because each time a discrete change occurs, the next update time of numerous relevant variables must be recalculated. The detailed description of QSS3 method is shown in appendix A2.

3.2. Methodology of MQSS3

In this study, a MQSS3 method is proposed, in which the time discretization is combined with the state quantization of QSS3 to reduce the calculation effort for the next update time of the quantized variables.

1) Quantized integral formula

In MQSS3, in preparation for the next update step, the second-order and third-order derivatives of the state variables \( x_d \) and quantized variables \( q_d \) are defined and calculated as follows:

\[
\begin{align*}
    x_d^{(1)}(t_d) &= f_d\left(q_d(t_d), g_d(q_d(t_d)), u_d(t_d), u_e(t_d)\right) \\
    x_d^{(2)}(t_d) &= f_d^{(1)}\left(q_d(t_d), q_d^{(1)}(t_d), u_d(t_d), u_e(t_d)\right) \\
    x_d^{(3)}(t_d) &= f_d^{(2)}\left(q_d(t_d), q_d^{(1)}(t_d), q_d^{(2)}(t_d), u_d(t_d), u_e(t_d)\right) \\
    q_d(t_d) &= x_d(t_d), q_d^{(1)}(t_d) = x_d^{(1)}(t_d), q_d^{(2)}(t_d) = x_d^{(2)}(t_d)
\end{align*}
\]

(15)

where \( t_d \) is the current update time of all the state and quantized variables; \( x_d(t_d) \) is the result of the last update step; \( q_d \) is the vector of quantized variables corresponding to \( x_d \); \( u_d \) and \( u_e \) are vectors of the non-differentiable discrete and algebraic variables.

To improve the simulation efficiency, a unified step size of the update time, denoted by \( h_d \), is employed for all the state variables and quantized variables in MQSS3. Thus, the integral formulas in vector form can be used to update \( x_d \) and \( q_d \) to \( t_d + h_d \), as shown in (16) and (17). These integral formulas are derived from the expansion of Taylor series.

\[
x_d(t_d + h_d) = x_d(t_d) + h_d x_d^{(1)}(t_d) + \frac{h_d^2}{2} x_d^{(2)}(t_d) + \frac{h_d^3}{6} x_d^{(3)}(t_d)
\]

(16)
The unified step size of the update time is obtained by calculating the minimal value under the constraint of the quantization function for all the state variables, which is expressed as follows:

\[ h_d = \min \{h_d \mid |x_{d,i}(t_d + h_d) - q_{d,i}(t_d + h_d)| = \Delta Q, i = 1,2,...N_q\} \] (18)

Substituting (15), (16), and (17) into (18), the explicit expression of \( h_d \) is derived as follows:

\[ h_d = \sqrt[3]{\frac{6\Delta Q}{x_{d,\text{max}}(3)}} \] (19)

where \( x_{d,\text{max}}(t_d) \) is the element with the largest absolute value in vector \( x_d^{(3)}(t_d) \).

Equation (19) permits the explicit calculation of \( h_d \), which avoids the repeated solving of high-order polynomial equations.

2) Detection and location of state events

From (19), it can be concluded that the step size is calculated based on the variation of the state variables. However, there are state events whose occurrence times are also dependent on the state variables and may fall within the next time step. For example, in an EH-IET, control actions are triggered if the temperature exceeds the upper or lower limits. These events must be precisely detected and handled to avoid loss of accuracy.

In MQSS3, the detection of a state event is performed for all discrete variables after an update step. The two conditions for event detection are defined as follows:

\[ (x_{d,i}(t_d) - L^{\text{max}}) < 0 \& \left( x_{d,i}(t_d) + \sum_{m=1}^{3} \frac{h_d^m}{m!} x_{d,i}^{(m)}(t_d) - L^{\text{max}} \right) \geq 0, \quad i \in \Omega_c \] (20)

\[ (x_{d,i}(t_d) - L^{\text{min}}) > 0 \& \left( x_{d,i}(t_d) + \sum_{m=1}^{3} \frac{h_d^m}{m!} x_{d,i}^{(m)}(t_d) - L^{\text{min}} \right) \leq 0, \quad i \in \Omega_c \] (21)

where \( \Omega_c \) is the set of controlled variables; \( x_{d,i}(i \in \Omega_c) \) is the controlled state variable in the DHS; \( L^{\text{max}} \) and \( L^{\text{min}} \) are the upper and lower limits of the controlled variables, respectively.

It is apparent that when (20) or (21) is satisfied, the occurrence time of the state event is within \([t_d, t_d + h_d]\). Then, we must solve the third-order polynomial formulas, as shown in (22)
or (23), to determine the exact occurrence time.

\[ x_{d,i}(t_d) + \sum_{m=1}^{3} \frac{(t_i^{state} - t_d)^m}{m!} x_{d,i}^{(m)}(t_d) = L_{\text{max}}, \quad t_i^{state} \in (t_d, t_d + h_d) \]  

(22)

\[ x_{d,i}(t_d) + \sum_{m=1}^{3} \frac{(t_i^{state} - t_d)^m}{m!} x_{d,i}^{(m)}(t_d) = L_{\text{min}}, \quad t_i^{state} \in (t_d, t_d + h_d) \]  

(23)

where \( t_i^{state} \) is the occurrence time of the state event of \( x_{d,i} \).

If more than one state event is located, the first one that occurs is selected and processed. The step size \( h_d \) should be adjusted to \( t_i^{state} - t_d \) to capture the state event. The overall MQSS3 process is illustrated in the flowchart shown in Fig. 3. The initial and end times of the simulation are denoted by \( t_0 \) and \( t_{\text{end}} \), respectively.

![Flowchart](https://via.placeholder.com/150)

**Fig. 3.** Flowchart of the proposed MQSS3 algorithm.

3.3. Error analysis of MQSS3

1) Local truncation error analysis

To analyze the local truncation error of MQSS3, the Taylor expansion is applied to obtain the
exact solution at $t_d + h_d$, which is expressed as:

$$
\tilde{x}_d(t_d + h_d) = x_d(t_d) + h_d x_d^{(1)}(t_d) + \frac{h_d^2}{2!} x_d^{(2)}(t_d) + \frac{h_d^3}{3!} x_d^{(3)}(t_d) + \frac{h_d^4}{4!} x_d^{(4)}(\xi)
$$

where $\xi \in [t_d, t_d + h_d]$

(24)

where $\tilde{x}_d(t_d + h_d)$ is the exact solutions of the state variables at $t_d + h_d$; $x_d^{(i)}(t_d)$ is the $i$th-order derivatives of the state variables at $t_d$.

Compared with the numerical solution (16), the local truncation error $\varepsilon_{LTE}$ can be calculated as:

$$
\varepsilon_{LTE} = \tilde{x}_d(t_d + h_d) - x_d(t_d + h_d) = \frac{h_d^4}{4!} x_d^{(4)}(\xi) = O(h_d^4)
$$

(25)

From (25), it can be seen that the MQSS3 method has a third-order numerical accuracy. Substituting (19) into (25), the local truncation error can be calculated as:

$$
\varepsilon_{LTE} = \frac{1}{4!} \left(\frac{6\Delta Q}{\mu^{(3)}_{d,\max}(t_d)}\right)^4 x_d^{(4)}(\xi) \propto (\Delta Q)^{\frac{4}{3}}
$$

(26)

From (26), it can be seen that the local truncation error can be controlled by the quantum $\Delta Q$ and is proportional to $(\Delta Q)^{\frac{4}{3}}$.

2) Global error analysis

With respect to the global error bound, it has been proved in [26] that for a linear time-invariant (LTI) system $\dot{x}(t) = Ax(t) + Bu(t)$ solved using the QSS method, as long as (14) is satisfied, the global error $|e(t)|$ is bounded by:

$$
|e(t)| \leq |V||\text{Re}(A)^{-1}A||V^{-1}|\Delta Q
$$

(27)

where $A$ is a Hurwitz and diagonalizable matrix; $A$ and $V$ are the matrices of the eigenvalues and eigenvectors of $A$, respectively ($A$ is diagonal).

This conclusion can be easily extended to MQSS3 in an EH-IES. The integration process in MQSS3 can be divided into two parts. During ordinary integration of QSS3 without any state event, the next update time of all the state variables, $t^N_i$, $i = 1,2,...N_q$ can be obtained from (14).
In an update step of MQSS3, the next update time \( t_d + h_d \) of all the state variables can be obtained from (18). When a state event occurs, the step size is further reduced, resulting in a stricter constraint than (27). By comparing (14) and (18), the relations of the next update times of QSS3 and MQSS3 are shown below:

\[
t_i^{\text{state}} \leq t_d + h_d = \min \{ t_i^N, i = 1,2, \ldots N_q \}
\]

With the same initial value of state variables, the step size of MQSS3 is smaller than that of QSS3. Therefore, the global error of MQSS3 is also bounded by (27) in the entire simulation. The analysis shows that the global error is bounded by a linear function of the quantum \( \Delta Q \).

4. Event-driven framework for the co-simulation of an EH-IES

MQSS3 provides an efficient solution approach for the DHS, in which numerous discrete behaviors of controllers are tightly coupled with continuous energy flows. In contrast, the EPS in our study is mainly composed of continuous states. The time constants of DG controllers and DG dynamics vary greatly, rendering the EPS more suitable for time-discretized variable-step algorithms. To combine MQSS3 with the time-discretized simulation method for EPSs, an event-driven framework was presented in this paper. Using the proposed event-driven framework, the EH-IES is modeled as a group of DAEs with discrete events, in which the subsystems are simulated individually according to the physical characteristics. When a discrete event occurs, all the affected subsystems must be reinitialized and the perturbation is transmitted from one subsystem to another in the form of events.

4.1. Definition of events

From an event-driven perspective, both the variation of continuous state variables and switching of discrete variables can be regarded as events. Each event has a timestamp indicating its occurrence time. Then, the occurrence times of all components are grouped and arranged in an
event-time table to drive the simulation process. Four types of events are defined in the proposed framework:

1) Event A: Internal update step in the DHS

Event A denotes an internal update step in the DHS that must be scheduled in advance in the event-time table. The timestamp of event A is $t_d + h_d$, where $t_d$ is the current update time in the DHS, and $h_d$ is the step size for the next internal update step. When event A is triggered, an internal update step should be performed in the DHS, which includes the following steps from (a1) to (a3):

(a1) Update all the state variables of the DHS to $t_d + h_d$ using (16) and let $t_d = t_d + h_d$.

(a2) Calculate the timestamp for the next internal update step. Calculate the derivatives using (15) and calculate $h_d$ using (19). Detect the state events using (20) and (21). If any state event occurs in $(t_d, t_d + h_d]$, locate the state event based on (22) or (23), adjust the step size, and handle the event.

(a3) Update the coupling variables $u^c_d$. The next internal update step in the DHS is added to the event-time table with the timestamp $t_d + h_d$. Detect the external event from the DHS to the EPS.

2) Event B: Internal update step in the EPS

Event B denotes an internal update step in the EPS that must be scheduled in advance in the event-time table. The timestamp of event B is $t_e + h_e$, where $t_e$ is the current update time in the EPS, and $h_e$ is the step size for the next internal update step. When event B is triggered, an internal update step should be performed in the EPS, which includes the following steps from (b1) to (b3):

(b1) Update all the state variables of the EPS to $t_e + h_e$ according to the EPS integration algorithm and let $t_e = t_e + h_e$. 
(b2) Calculate the timestamp of the next update step under the preset numerical precision according to the EPS integration algorithm.

(b3) Update the coupling variables $u^c_e$. The next update step in the EPS is added to the event-time table with the timestamp $t_e + h_e$. Detect the external event from the EPS to the DHS.

3) Event C: External event from the DHS to the EPS

Event C demonstrates the impact of the DHS dynamics on the EPS, that is, the variation in the electric load due to the switching of the EBs. The triggering criterion for event C is defined as follows:

$$|u'_{d,k} - u''_{d,k}| > 0, k \in \Omega_s$$  \hspace{1cm} (29)

where $u'_{d,k}$ represents the current value of discrete variable $k$; $u''_{d,k}$ represents the value of discrete variable $k$ when event B was last triggered; $\Omega_s$ denotes the set of control states of the EBs. When event C is triggered, the coupling variables $u^c_d$ are updated, and the next update step in the EPS should be rescheduled.

4) Event D: External event from the EPS to the DHS

Event D demonstrates the impact of the EPS dynamics on the DHS, that is, the variation in the heating power of the EBs due to voltage fluctuations. The triggering criterion for event D is defined as follows:

$$|y'_{e,k} - y''_{e,k}| \geq \Delta y_e, k \in \Omega_v$$  \hspace{1cm} (30)

where $y'_{e,k}$ represents the value of algebraic variable $k$ at the current time; $y''_{e,k}$ represents the value of algebraic variable $k$ when event A was last triggered; $\Omega_v$ represents the set of voltages of the electricity nodes connected to the EBs; $\Delta y_e$ represents the impact threshold. When event D is triggered, the coupling variables $u^c_e$ are updated, and the next update step in the DHS should be rescheduled.
4.2. Formulation and execution of the event-time table

With the above-described four types of events, an event-time table can be formulated and used to execute the simulation procedure, as shown in Fig. 4.

In Fig. 4, the internal events of the DHS and EPS are denoted by event $n$ ($n = 1, 2, 3$). It is assumed that event 1 of the DHS and event 1 of the EPS have already been performed at $t_2$, and event 2 of the DHS and event 2 of the EPS have been added to the table and are waiting execution, as shown in the first block in Fig. 4. These internal events can be pre-scheduled because after each update step, the step size for the next update step can be calculated. As the simulation time advances, event 2 of the DHS is executed and event 3 of the DHS is added to the event-time table, as shown in the second block in Fig. 4.
The external events should be detected after each internal update step (i.e. internal events). As shown in the third block in Fig. 4, an external event from the DHS to the EPS is triggered following event 2 of the DHS. Then, the next internal update step of the EPS is rescheduled and replaces the original event 2 of the EPS. Finally, the rescheduled event of the EPS is executed and event 3 of the EPS is added to the table. The external event from the EPS to the DHS is manipulated in a similar manner.

By scheduling the event-time table, reasonable logic of the discrete actions and dependencies between different variables are guaranteed during the simulation. Thus, the event-driven framework provides an interactive interface for the co-simulation of the DHS and EPS using MQSS3 and conventional simulation methods.

The method presented above is illustrated in the flowchart shown in Fig. 5. The current and end times of the simulation are denoted by \( t \) and \( t_{\text{end}} \), respectively.

![Flowchart of the event-driven simulation framework](image-url)

**Fig. 5. Flowchart of the event-driven simulation framework.**
5. Case studies

5.1. Structure of the studied case

The studied EH-IES consists of an EPS and a DHS as shown in Fig. 6. The EPS adopts the IEEE 33-node distribution network [35] with eight integrated PV units. The capacity of each PV system is 750 kW. The DHS contains a symmetrical heat supply and return network [31], three EBs as heat sources, and 21 heat load nodes. The heat energy is supplied to heat loads with heat loss along the pipelines and ten buildings for room heating at each node. The season is set as winter. The thermal parameters of the building and fan coil unit are presented in appendix B.

![Fig. 6. System configuration of the studied EH-IES.](image)
The rated power of each EB is 1 MW. Hence, the total PV capacity accounts for approximately 80% of the maximum electric load, forming a power distribution network with a high penetration of PV generation. The local temperature controllers in the DHS maintain the outlet temperature of the EBs in the range of 80 – 82 °C. The indoor temperature of the buildings is maintained in the range of 24 – 25 °C by the local temperature controllers, introducing significant discrete properties into the simulation. A temperature sensor and controller are placed in each building. When the temperature reaches the upper limit or lower limit, the controller will be triggered to turn on/off the fan coil unit. To simplify the problem, the detailed factors are omitted such as the measuring error, the efficiency variation of devices, the hydraulic dynamics, and the protection devices. The district heating network adopts variable-temperature control strategy under constant flow rate [36]. The proposed simulation methods were implemented in MATLAB, and the simulations were conducted on a desktop computer with an Intel(R) Core (TM) i7-8700 CPU running at 3.20 GHz and 8 GB of RAM.

5.2. Performance comparison and analysis

Three methods were implemented to verify the efficiency of the proposed method, including:

1) Backward differentiation formula (BDF): The BDF in SUNDIALS, including a root-finding feature to locate state events [37], was employed to simultaneously solve the DHS and EPS. The relative tolerance was set to $1 \times 10^{-8}$ and the absolute tolerance was set to $1 \times 10^{-3}$ to obtain a benchmark of the simulation results.

2) QSS3-based method: The event-driven simulation that combines the conventional QSS3 with the BDF was employed to solve the DHS and EPS, respectively.

3) MQSS3-based method: The event-driven simulation that combines MQSS3 with the BDF was employed to solve the DHS and EPS, respectively.
The quantum values for QSS3 and MQSS3 were set to $1 \times 10^{-5}$. A 1-hour simulation was performed using the three methods described above. The ambient temperature, solar irradiance, and output power of a PV unit are shown in appendix B.

A comparison of the simulation results is presented in Fig. 7. The voltage of electricity node 21 is shown in Fig. 7(a). The voltage fluctuates rapidly with the output power of PV units. An instantaneous increase of voltage occurs at $t_1$ due to the disconnection of a heating unit. The outlet temperature of EB 2 is shown in Fig. 7(b). The outlet temperature reaches 82 °C at $t_1$. Then, the controller turns off a heating unit and the outlet temperature begins to go down gradually. The total power of EBs fluctuates with the voltage slightly, as shown in Fig. 7(c). At $t_1$, $t_2$, and $t_3$, the heating units are disconnected from the power grid resulting from the controller actions of EB 2, EB 1 and EB 3, which leads to the reduction of the total power from about 2.6 MW to 2 MW. In Fig. 7(d), the simulation result shows that with the actions of the local temperature controllers in the buildings, the indoor temperatures drawn with gray curves are maintained within the predefined interval.
Fig. 7. Comparison of the simulation results.

The quantitative analysis of relative error is presented in Fig. 8. Both the QSS3-based and MQSS3-based methods exhibit adequate accuracy for the analysis of the EH-IES with the maximum error of $1.9 \times 10^{-4} \%$ and $1.2 \times 10^{-5} \%$.

Moreover, to explore the influence of the quantum on the simulation accuracy, different quantum values are selected as $\Delta Q_1 = 1 \times 10^{-5}$ and $\Delta Q_2 = 1 \times 10^{-6}$. As shown in Fig. 8, the MQSS3-based method guarantees better performance in terms of the simulation accuracy. The maximum error of QSS3-based method is $1.9 \times 10^{-4} \%$ and $1.2 \times 10^{-5} \%$ with the quantum of $\Delta Q_1$.
and $\Delta Q_2$. The maximum error of MQSS3-based method is $7.7 \times 10^{-5} \%$ and $4.8 \times 10^{-6} \%$ with the quantum of $\Delta Q_1$ and $\Delta Q_2$. The error bound of MQSS3-based method is smaller than that of QSS3-based method. This is because MQSS3-based method selects the unified minimum step size for all the state variables in each step, which is smaller than that of QSS3-based method calculated for each state variable separately.

The calculation performance for the three methods is summarized in Table I. The BDF requires the longest time because of its inability to manage numerous local temperature controllers efficiently, which is unacceptable in real applications. Under the same quantum, the MQSS3-based method consumes only half the time required by the QSS3-based method, indicating the improved simulation efficiency achieved by MQSS3.

**Table I. Comparison of the calculation performance.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Time cost (s)</th>
<th>$\Delta Q_1$</th>
<th>$\Delta Q_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>QSS3-based method</td>
<td>30.0</td>
<td>56.7</td>
<td></td>
</tr>
<tr>
<td>MQSS3-based method</td>
<td>14.2</td>
<td>20.4</td>
<td></td>
</tr>
<tr>
<td>BDF</td>
<td>&gt;1 h</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.3. Simulation of the flexible cooperation of EH-IES

A test case is used to demonstrate the feasibility of the proposed method in real applications. The MQSS3-based method was used to simulate a 5-hour system operation scenario, in which the thermal inertia of the DHS was used to consume the excess PV output power and relieve voltage violations. Two operation strategies were simulated, including:

Strategy I: The DHS and EPS are controlled individually.

Strategy II: The operation of the DHS and EPS are coordinated. The upper limit of the outlet temperature of EBs is adjustable between 82 °C and 96 °C to provide flexibility for the EPS.
The ambient temperature, solar irradiance and output power of a PV unit are shown in appendix B. The simulation results for the DHS and EPS are shown in Fig. 9. It can be observed that the voltage of electricity node 18 violates the upper limit owing to the high penetration of PV generation between 11:00 and 14:00 under the strategy I. Correspondingly, under the strategy II, the output power of the EBs is increased, and the voltages of the EPS are effectively decreased to the normal range.

The dynamics with the strategies I and II in the DHS is illustrated in Fig. 10. At 11:00, because of the continuous increase in the node voltage, more heating units are activated in EB 1 to consume the excess PV power, and the upper limit of the outlet temperature of EB 1 is relaxed to 96 °C.

![Fig. 9. Voltage of electricity node 18 and electric power of EB 1.](image)
The influence of the strategy II on the user-side is shown in Fig. 11. After the active response of EB 1 to voltage violation, the supply temperature of the user-side increases. However, under the constant temperature control of the local temperature controllers in the buildings, the heating time of the fan coil units is reduced, which guarantees that the consumers are not affected by the flexible response of the DHS.

A similar conclusion can be drawn from the average temperature of all the buildings (210
buildings in total), as shown in Fig. 12. It is demonstrated that with the actions of the local temperature controllers, the indoor temperature under both operation strategies is maintained within a predefined interval. Furthermore, the frequent actions of the controllers introduce numerous discrete changes into the simulation, indicating the ability of the proposed MQSS3-based method to effectively and efficiently simulate a continuous-discrete hybrid IES.

Fig. 12. Average indoor temperature of all buildings.

5.4. Simulation of the EH-IES with faults

A scenario is simulated to verify the effectiveness of the method under fault conditions. Three-phase short-circuit occurs at node 21 in the power distribution network. The fault is cleared after 0.2 s and then heating units of EB 2 are all disconnected from the power grid. After half an hour, power supply of EB 2 is restored by the operators. Other settings and inputs are the same as that of Section 5.3.

After the short circuit, all heating units of EB 2 are disconnected from the power grid, resulting in the decrease of outlet temperature. From the normal operation states before the fault, it can be derived that five heating units need to be activated if the outlet temperature is required to
reach 82 ℃. Therefore, five heating units of EB 2 are all restarted near 11:00 and the outlet temperature begins to increase, as shown in Fig. 13(a) and Fig. 13(b). Due to the short-circuit in the power grid, the voltage of node 21 drops instantaneously lasting for 0.2 s, as shown in Fig. 13(c). It can be seen from Fig. 13(d) that the heating time of the building becomes longer due to the falling of the outlet temperature of EB 2. The results show that the proposed method can reveal the system dynamics under fault conditions.

Fig. 13. Comparison of the simulation results.
6. Conclusion

With the introduction of the digitalization and intellectualization trends in energy systems, the simulation of continuous-discrete hybrid systems considering both energy and cyber characteristics is becoming increasing essential for the development of IESs. In this paper, the MQSS3 method with third-order numerical accuracy and global error bound was proposed to address the simulation of energy systems, in which QSS and time-discretized integration were integrated to improve the simulation efficiency. The MQSS3 method was further integrated with the time-discretization based BDF under an event-driven framework, which improves the applicability of MQSS3 to accommodate the heterogeneous properties of IESs. A community-scale EH-IES with 210 buildings and maximum 80% PV penetration was used as an example to verify the proposed simulation methods under flexible cooperation and fault conditions. The results show that the efficiency of MQSS3-based method is improved by nearly onefold compared with the QSS3-based method under the same error level.

The study of this paper provides an efficient simulation method for highly-coupled EH-IES to reveal the interaction processes between DHS and EPS. It can be used as an effective tool for the operation analysis, strategy verification, flexibility evaluation, etc. With the real-time measurement of operation states, loads and external environment information, the simulation method can also be used as an online analysis tool for the optimal dispatch, risk identification, and preventive control of IESs.

In the future, the studies can be improved from the following aspects. Firstly, to highlight the simulation methodology, the physical dynamics as well as the control strategies of the EH-IES in this paper are simplified. Detailed and advanced models can be included, such as the efficiency of devices under various working conditions, hydraulic dynamics, and inertia of measurement, to establish a more realistic condition for simulation verification. Secondly, the simulation scale
is limited in a community or regional system in this paper. It can be further extended to larger scale such as a city via model aggregation or parallel computing of different subsystems, which is naturally enabled by the proposed event-driven framework. Thirdly, the selection of quantum value $\Delta Q$ is empirical in this study, which may further be optimized with a more accurate error estimation method or variable-order mechanism.
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Appendix A1

The heat networks are composed of nodes and pipelines. The dynamic model of pipelines describes the time delay and heat loss in the delivery process, which can be expressed by a PDE [12], as shown below:

\[
\rho_p c_p A^p_{\alpha} \frac{\partial T^p_{\alpha}}{\partial t} + c_p g^p_{\alpha} \frac{\partial T^p_{\alpha}}{\partial x} = \frac{1}{R^p_{\alpha}} (T^a - T^p_{\alpha}) + \lambda \frac{d^2 T^p_{\alpha}}{dx^2} \tag{A1}
\]

where \(T^p_{\alpha}\) is the temperature of the HTF in pipeline \(\alpha\); \(\rho_p\) is the density of the HTF; \(c_p\) is the specific heat capacity of the HTF; \(A^p_{\alpha}\) is the diameter of the pipeline and \(A^p_{\alpha} = \frac{\pi}{4} (D^p_{\alpha})^2\); \(D^p_{\alpha}\) is the diameter of pipeline; \(R^p_{\alpha}\) is the thermal resistance of the pipeline; \(T^a\) is the ambient temperature; \(g^p_{\alpha}\) is the mass flow rate of the HTF flowing through pipeline \(\alpha\); \(\lambda\) is the thermal conductivity of the HTF. The conduction term, \(\lambda \frac{d^2 T^p_{\alpha}}{dx^2}\), can be omitted to further simplify the equation [38]:

\[
\rho_p c_p A^p_{\alpha} \frac{\partial T^p_{\alpha}}{\partial t} + c_p g^p_{\alpha} \frac{\partial T^p_{\alpha}}{\partial x} = \frac{1}{R^p_{\alpha}} (T^a - T^p_{\alpha}) \tag{A2}
\]

Appendix A2

High-order QSS methods adopt more complicated quantization functions to improve the accuracy. For example, in QSS3, the value of \(q_i\) is determined by the second-order quantization function, as shown below:

\[
q_i(t) = \begin{cases} 
 x_i(t), & |x_i(t) - q_i(t)| \geq \Delta Q \\
 q_i(t_i^+) + (t - t_i^+) q_i^{(1)}(t_i^+) + \frac{(t-t_i^+)^2}{2} q_i^{(2)}(t_i^+), & \text{otherwise} 
\end{cases} \tag{A3}
\]

Hence, with QSS3, \(q_i(t)\) follows a piecewise quadratic trajectory and \(x_i(t)\) follows a piecewise cubic trajectory. Assuming \(q_i\) as the latest updated variable at the current time \(t\), the next update time of \(q_i\), denoted by \(t_i^N\), can be calculated by an explicit expression derived from (A4) [39].

\[
t_i^N = t + \frac{\sqrt{6\Delta Q}}{|x_i^{(2)}(t)|} \tag{A4}
\]

After the update of \(q_i\), the next update time of \(q_j\) that is dependent on \(q_i\) must be recalculated.
by solving an equation containing third-order polynomial items derived from (A5).

\[
\left| x_j(t) - q_j(t) + e(x_j^{(1)}(t) - q_j^{(1)}(t)) + \frac{e^2}{2} (x_j^{(2)}(t) - q_j^{(2)}(t)) + \frac{e^3}{6} x_j^{(3)}(t) \right| = \Delta Q \quad (A5)
\]

where \( e = t_j^N - t \). The detailed procedure of QSS3 is presented as follows.

---

Procedure of the QSS3 algorithm

1. while \( t < t_{\text{end}} \) // simulate until the end time
2. \( t = \min(t^N) \) // advance the simulation time
3. \( i = \arg\min(t^N) \) // quantized variable \( i \) is updated first
4. \( e = t - t_i^L \) // elapsed time since the last update
5. \( x_i(t) = x_i(t_i^L) + ex_i^{(1)}(t_i^L) + \frac{e^2}{2} x_i^{(2)}(t_i^L) + \frac{e^3}{6} x_i^{(3)}(t_i^L) \) // update state variable \( i \)
6. \( x_i^{(1)}(t) = x_i^{(1)}(t_i^L) + ex_i^{(2)}(t_i^L) + \frac{e^2}{2} x_i^{(3)}(t_i^L), x_i^{(2)}(t) = x_i^{(2)}(t_i^L) + ex_i^{(3)}(t_i^L) \) // update the state variable \( i \)
7. \( x_i^{(1)}(t) = f_i(q(t),t), x_i^{(2)}(t) = f_i^{(1)}(q(t),q^{(1)}(t),t), \)
   \( x_i^{(3)}(t) = f_i^{(2)}(q(t),q^{(1)}(t),q^{(2)}(t),t) \)
   // update the state derivatives
   // quantized variables are calculated by the quantization function
8. \( t_i^N = \min(\tau > t) \) subject to \( |x_i(\tau) - q_i(\tau)| = \Delta Q \) // calculate the next update time
9. \( t_i^L = t \) // the last update time
10. for each \( j \) that \( x_j \) depend on \( q_i \) (\( x_i \) is not included)
11. \( e = t - t_j^L \) // elapsed time since the last update
12. \( x_j(t) = x_j(t_j^L) + ex_j^{(1)}(t_j^L) + \frac{e^2}{2} x_j^{(2)}(t_j^L) + \frac{e^3}{6} x_j^{(3)}(t_j^L) \) // update the state variable
13. \( x_j^{(1)}(t) = f_j(q(t),t), x_j^{(2)}(t) = f_j^{(1)}(q(t),q^{(1)}(t),t), \)
   \( x_j^{(3)}(t) = f_j^{(2)}(q(t),q^{(1)}(t),q^{(2)}(t),t) \)
   // update the state derivatives
   // quantized variables are calculated by the quantization function
14. \( t_j^N = \min(\tau > t) \) subject to \( |x_j(\tau) - q_j(\tau)| = \Delta Q \) // recalculate the next update time
15. \( t_j^L = t \) // the last update time
16. end for
17. end while
Appendix B

Table B.1 presents some thermal parameters of the building and fan coil unit. The ambient temperature and solar irradiance over 1 hour are shown in Fig. B.1. The ambient temperature and solar irradiance over 5 hours from 10:00 to 15:00 are shown in Fig. B.2. The output power of a PV unit over 1 hour is shown in Fig. B.3(a). The output power of a PV unit over 5 hours from 10:00 to 15:00 is shown in Fig. B.3(b).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^{b}_T$</td>
<td>$2.3 \times 10^{-2}$</td>
<td>$K^{f}_T$</td>
<td>8</td>
</tr>
<tr>
<td>$V^{b}_T$</td>
<td>540</td>
<td>$A^{f}_T$</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Fig. B1. Ambient temperature and solar irradiance over 1 hour.

Fig. B2. Ambient temperature and solar irradiance over 5 hours.
Fig. B3. Output power of a PV unit.
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